Investigation of the higher-order exchange interactions in magnetic spin systems has received during last decades increasing attention. In fact, many experimental studies have recently reported physical phenomena that cannot be explained using the standard approach based on theoretical models with pair interactions only. For this reason a lot of effort has been directed to the development theoretical models that may account for higher-order interaction energy terms. In this work we extensively review recent development in this interesting research field with the special emphasis on the works dealing with magnetic systems with higher-order spin interactions. A special attention is payed to the classification of the four-spin interactions that play an important role in magnetic spin systems. The substantial part of this contribution deals with the review of recent theoretical results obtained for various exactly solvable mixed-spin Ising models on decorated lattices. The particular attention is directed to understanding the influence of a special kind of higher-order interaction which is usually called as a three-site four-spin interaction. This interaction among other interesting physical effects also reveals a possible link between higher-order spin interactions and magneto-elastic properties of various real magnetic compound.
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1 Introduction

The solid state physics deals with systems consisting of huge number of atoms that usually are not independent, instead they interact in a complex manner. In fact, the explanation of various interesting phenomena observed in diverse physical systems frequently requires the introduction of many-body interactions that represent a natural generalization of standard pair interactions (see for example [1], [2], [3], [4]). The relevant interaction energy of such many-body systems must then naturally include physical quantities of each individual atom. Consequently, the mathematical form of interaction energy is too much complex and for this reason it is very frequently approximated by the expression consisting of two-body terms only. Nevertheless, neglecting of the higher-order interactions terms has been in many cases found as a very crude approach providing inadequate description of underlying physical phenomena. This finding has initiated the growing interest in development theories going beyond the standard pair approximation. In general, accounting for the higher-order interaction terms is very hard problem of theoretical physics and requires development of new analytical and computational methods.

On the other hand, the localized magnetic models (for example Ising or Heisenberg) represent rare exceptions in this field of study, since the inclusion of higher-order interaction terms can be performed in a simple and straightforward manner and in some cases, even exact theoretical treatment of these models is possible [5–8]. Moreover, the experimental devices and methods have been recently substantially improved towards detecting physical effects caused by higher-order interactions in magnetic systems.

Although the original assumption of the higher-order interactions in magnetic processes come already in 1960-70 [9–11], their understanding is nowadays far from being settled in a clear way. There are many reasons to investigate implications and also the origin of the higher-order spin coupling. In connection with that, the study of physical properties of the higher-order exchange interaction may be essential for thorough understanding of its role in the magnetic systems.

In the present work we at first give a more detailed overview of magnetic systems with higher-order spin interaction and then in Sec. 3 we make classification of the four-order spin interactions that are the most important multispin interactions for explanation experimental data of various experimental compounds [12–21]. Among many other issues, we pay a special attention to the explanation of so-called three-site four-spin interaction, that will be studied in detail in the second part of this work. In order to investigate theoretically the novel physics related to three-site four-spin interactions, we at first review the method of algebraic transformations and then in Sec. 5-8 we discuss exact results obtained by this method for several mixed-spin Ising decorated models. Finally, in the last part we present the most important conclusions and comments on future perspectives of this research field.
2 Magnetic spin systems with higher-order interactions

Among the research works dealing with many-body interactions, those ones devoted to the investigation of multi-spin interactions in localized magnetic spin systems will be of our particular interest in this paper.

Intuitively it is clear that the first nontrivial contribution to the energy of the localized magnetic system should come from the four-spin interactions. An exemplary case of such a system is the solid \( ^3\)He in which the relevant magnetic ordering is explained with the help of four-spin interactions [22]. The theoretical models with four-spin interactions were also successfully applied to such magnetic systems as \( \text{NiS}_2 \) and \( \text{C}_6\text{Eu} \) [23].

On the other hand, from the theoretical point of view, the essential papers in the field of higher-order spin interactions were published by Iwashita and Uryu, who discussed a number of such spin models and developed the corresponding theory [24–26]. In addition to the above mentioned contributions, many theoretical works analyzed Ising models with competing bilinear and multi-spin interactions using the different methods, such as exact calculations, [5–8], series expansion techniques [27–33], Frank-Mitran theory [34–36], renormalization group analysis [37], effective-field theory [38], mean-field theory [39] and Monte Carlo simulations [40, 41]. Finally, let us mention extraordinary interesting series of papers published by Köbler et al. [12–21] clarifying, both theoretically and experimentally, the impact of higher-order spin interaction in magnetic systems.

The common feature of all above mentioned theories is the use of various versions of Heisenberg or Ising spin models. Although, these models have been introduced many decades ago, their complex variants are the subject of very active research even nowadays. The pleasant mathematical feature of both models is their ability to incorporate higher-order and multi-spin interactions beyond the standard pair interaction terms. However, while some one-dimensional versions of the Heisenberg model are exactly solvable, in higher dimensions even applications of approximate methods are pretty much difficult. On the other hand, the solutions of Ising models are usually easily attainable using standard methods of statistical mechanics. The simplicity of the Ising model naturally leads to its extraordinary wide applicability in diverse fields of research. For example, in the condensed matter theory, the Ising model was applied for the description of many real materials, such as:

- \( \text{lithium terbium tetrafluoride} \quad \text{LiTbF}_4 \),
- \( \text{dysprosium monoaluminate} \quad \text{DyAlO}_3 \),
- \( \text{dysprosium aluminium garnet} \quad \text{Dy}_3\text{Al}_5\text{O}_{12} \),
- \( \text{dysprosium ethyl sulfate (DyES)} \quad \text{Dy}(\text{C}_5\text{H}_6\text{SO}_4)_{3}\text{.9H}_2\text{O} \).

Several of these materials are very promising refrigerants and at present they are widely investigated [42]. The real materials, behaving similarly to the Ising model use to be referred as Ising-like materials to. A lot of Ising-like materials are discussed in the review by Wolf [43], where one can find the experimental data for thermal dependencies of magnetic susceptibility, specific heat and entropy.

The additional value of the Ising model is related to the fact that various one-dimensional and two-dimensional variants of the model are exactly solvable. The exact analytical results of these models then enable to study phase transitions and critical phenomena in detail, including some
modern topics like frustrations or universality hypothesis [44–51]. Another class of Ising model systems, namely the diluted magnetic systems, are also very close to the real physical materials 3. These materials involve the structural impurities into system which, under certain conditions, are able to change the behavior of a system significantly.

As already mentioned above, one of the most useful features of the Ising model is its ability to incorporate additional energy terms without any significant raising of the calculation complexity. For this reason, various Ising models represent the most studied models in statistical mechanics.

It order to illustrate the incorporation of multi-spin interactions into Ising model, one can express the total Hamiltonian of such a complex system in the form

\[
\mathcal{H} = -J_2 \sum_{\langle i,j \rangle} s_i s_j - J_4 \sum_{\langle i,j,k,l \rangle} s_i s_j s_k s_l, \tag{2.1}
\]

where in the simplest possible case, the spin variables \( s_i \) take the values of \( \pm 1 \), \( \forall i \). Clearly, the first summation in previous equation represents the energy contribution from traditional pair interactions and the second term describes plaquette-like four-spin four-site exchange interactions, just as it is shown in Fig. 2.1. Here, one should emphasize that the majority of theoretical studies in the condensed matter is initiated by experimental data obtained for various magnetic systems. Therefore, we will now continue further with the discussion of relevant experimental works devoted to the investigation of magnetic systems with higher-order interactions.

The absolute values of higher-order exchange interactions are usually markedly smaller comparing to the conventional two-spin ones. Based on experiments and also theoretical treatments, which we will mention in the following sections, the ratio of fourth-order to two-order interaction \( J_4/J_2 \) is assumed to be only \( \sim 1−5\% \) in the most cases and \( \sim 10−50\% \) in rare cases. One

\footnote{For example I. Syozi [52] has treated exactly an Ising model for an annealed system and obtained the numerical data for the critical concentration and the specific heat, which are fairly coincident with the experimental results for \( \text{Mn(HCOO)}_2 \cdot 2\text{H}_2\text{O} \) diluted by nonmagnetic magnesium salt obtained by Matsuura et al. [53,54].}
might, of course, wonder how such a weak interaction can be detected by the magnetization measurements. And indeed, the obvious magnetization experiments are usually not able to confirm such weak effects, however, in many cases experimental results of magnetic systems, significantly differ from predictions of the conventional theoretical models, such as Heisenberg and Ising models with pair interactions. The representative example of such systems is Gd$_2$CuO$_4$ exhibiting the complex magnetic phase diagram consisting of at least four distinct magnetic phases, the weak ferromagnetism, etc. [55].

Furthermore, several physical conditions have been found, at which the higher-order exchange interactions take an important role and may also be experimentally detected. These are primarily: the large spin value (i.e., enough electrons per atom involved into interactions), fairly large orbital overlaps and the appropriate arrangement of a system, which should be able easily modified by introducing weak interactions in order to see fine changes in the experiments. For example, the system of spins on the antiferromagnetic triangular lattice which forms a so-called frustrated spin lattice, represents such a case [56].

One of the most clear evidence of the four-spin interaction was reported for the solid $^3$He by detailed measurements of the low-field antiferromagnetic resonance spectrum of the spin-ordered phase [57]. The anomalous magnetic properties and structure was explained well by Roger et al. [58] by considering the strong four-spin exchange interaction caused by the large quantum fluctuations of the $^3$He atoms. They showed, that two parameter model with the three-spin exchange and the planar four-spin exchange agrees quantitatively well with the experimental results, when assuming their magnitudes in levels $J_3 \sim -0.1, \; J_4 \sim -0.355$. It should be also noticed, that the spin structures on liquid $^4$He surface are also expected to be originated by the four-order interaction [59].

The nickel persulphide NiS$_2$ is a semiconductor with the anomalous magnetic behavior, in which Ni$^{2+}$ ions form the fcc lattice with antiferromagnetic type of interaction. The neutron powder diffraction data collected by Hastings and Corliss [60] on NiS$_2$ show the transition at 40K to the structure which can be described as the antiferromagnetic ordering of the first kind. This is followed by the abrupt transition at 30K where additional diffraction peaks appear and these are consistent with the antiferromagnetic ordering of the second kind. Also in another neutron diffraction measurements [61] by Miyadai et al., which were performed on two single crystals of NiS$_2$ at low temperatures, such two types of the antiferromagnetic reflections was observed. Simultaneously, the weak ferromagnetism was revealed along with a small tetragonal deformation observed by Nagata et al. at the low temperature phase [62]. The appropriate spin Hamiltonian with the four-spin interaction qualitatively explaining aforementioned behavior of NiS$_2$ was established by Yosida and Inagaki [63].

The large elastic effects was observed [64] in ferromagnetic GdAl$_2$ or GdZn at the temperatures $T < T_c$ and it was proposed that these magnetoelastic properties for Gd$^{3+}$ ions are due to the combination of the higher-order exchange interactions, the exchange striction and the domain-wall stress effect. Next interesting compounds are CeSb [65] and PrCo$_2$Si$_2$ [66] in which the ordinary spin models do not explain the existence of zero magnetization layers or partially disordered phase, respectively. However, it was shown by Muraoka that it may be possible to explain these experimental results by introducing higher-order spin interactions [67].

\footnote{weak ferromagnetism, distortion of the ideal crystal structure, magnetic plateos, etc.}
For some types of multilayer structures (Al—, Au—interlayers) it turns out, that the observed biquadratic coupling is intrinsic to the ideal multilayer structure rather than due to impurities or structural defects. Slonczewski model [68], assuming the non-Heisenberg exchange coupling including a biquadratic term, permits an interpretation of bi-quadratic coupling data [69] obtained by Gutierrez et al. for Fe/Al/Fe—trilayers and of Fußet al. for Fe/Au/Fe.

Similarly, the high degeneracy of spin states of the symmetrical \([\text{Fe}_3(\text{II})\text{Fe}(\text{III})]\) cluster\(^5\) was examined by Belinsky [70]. The classification of the spin states revealed the origin of degeneracy and the necessity to take into account the non-Heisenberg exchange interaction, namely a biquadratic one.

A sequence of unconventional phase transitions, namely the higher-temperature transition to an incommensurate state, was observed by Lin et al. [71] in \(\text{UNi}_2\text{Si}_2\). Subsequently, Mailhot et al. [72] showed the importance of biquadratic exchange, which is able to stabilize the sequence of phases period and leads also to the transition found in [71]. The thermal expansion and magnetostriction measurements was also done and reported by Zochowski [73] for the single-crystal \(\text{UNi}_2\text{Si}_2\).

Finally, let us mention several experimental works, where the higher-spin interaction was discussed in detail:

1. High field magnetization measurements [56] of the europium-graphite intercalation compound \(\text{C}_6\text{Eu}\) showed the existence of weak four-spin exchange interaction in addition to the usual bilinear one. Let us remark, that Eu atoms have the spin \(S = 7/2\).

2. Shiroka et al. [74] found that the magnetic behavior in \(\text{C}_6\text{Eu}\) is largely driven by the in-plane antiferromagnetic and out-of-plane ferromagnetic interactions among the \(\text{Eu}^{2+}\) ions in co-operation with higher-order exchange interactions. Recent zero-field \(\mu SR\) measurements (muon spectroscopy) confirmed this picture [75].

3. Köbler et al. [21] presented experimental results on magnetic behavior of several three-dimensional magnetic materials. It was observed that discontinuous phase transitions and the magnon gap of the magnets with integer spin can be considered as signatures of the higher-order interactions such as the four-spin interactions. Concluding from these experiments, the higher-order interactions seem to be especially important in three-dimensional systems.

\(^5\)the iron core of the \([\text{Fe}_4\text{S}_4]^{\text{\text{+}}}\) center
3 Classification of fourth-order exchange interactions

The most important class of the higher-order interactions from the experimental point of view is that one of the fourth-order exchange interactions. This class of the exchange interactions includes biquadratic, four-site four-spin and three-site four-spin interactions. The schemes of these interactions are depicted in Fig. 3.1. With respect to the number of sites and the number of spins involved in the interaction, the models with such interactions are sometimes called as $(2-2)$ model, $(2-4)$ model, $(4-4)$ model and $(3-4)$ one. Their local Hamiltonians along with the bilinear (two-order) one are listed in Tab. 3.1. The theoretical investigation of the multi-spin interactions is usually performed by means of approximate methods. Nevertheless, there are some exceptional contributions presenting exact solutions. Here one should mention

<table>
<thead>
<tr>
<th>Exchange interaction</th>
<th>Bond Hamiltonian</th>
<th>Number of sites</th>
<th>Number of spins</th>
</tr>
</thead>
<tbody>
<tr>
<td>bilinear (single)</td>
<td>$\mathcal{H}<em>i = - J^{(2)}<em>2 S</em>{i1} \cdot S</em>{i2}$</td>
<td>(2)</td>
<td>2</td>
</tr>
<tr>
<td>biquadratic</td>
<td>$\mathcal{H}<em>i = - J^{(2)}<em>4 (S</em>{i1} \cdot S</em>{i2})^2$</td>
<td>(2)</td>
<td>4</td>
</tr>
<tr>
<td>four-site four-spin</td>
<td>$\mathcal{H}<em>i = - J^{(4)}<em>4 (S</em>{i1} \cdot S</em>{i2}) (S_{i3} \cdot S_{i4})$</td>
<td>(4)</td>
<td>4</td>
</tr>
<tr>
<td>three-site four-spin</td>
<td>$\mathcal{H}<em>i = - J^{(3)}<em>4 (S</em>{i1} \cdot S</em>{i2}) (S_{i3} \cdot S_{i4})$</td>
<td>(3)</td>
<td>4</td>
</tr>
</tbody>
</table>

Tab. 3.1: Fourth-order interactions Hamiltonians. The upper index of the interaction parameter $J$ counts the number of sites, while the lower one denotes the total number of spins involved in the interaction.

Fig. 3.1: The schemes of the fourth-order exchange interactions in comparison to bilinear interaction, as it is presented in [80]. Each full circle marks one atom and every line represents a kind of direct exchange interaction based on the overlap of electron wavefunctions. a) bilinear exchange interaction, b) biquadratic exchange interaction, c) four-site four-spin interaction, d) three-site four-spin interaction.
the papers published by Wu [76], Kadanoff and Wegner [77], Baxter [78]) and Baxter and Wu [79]. Probably the most surprising finding of these studies is the non-universal behavior of such models, since their critical exponents exhibit strong dependence on the parameters of relevant Hamiltonians.

Excepting the exact calculations, very much attention was also paid to the approximate methods due to their ability to describe the behavior of more complicated systems, which are closer to the real materials. In the following text, we will mention some interesting cases of such systems, which are based on the following generic types of Hamiltonians:

\[ H = -J_2^{(2)} \sum_{\langle ij \rangle} s_i s_j - J_4^{(2)} \sum_{\langle ij \rangle} (s_i s_j)^2, \]  

(3.1)

\[ H = -J_2^{(2)} \sum_{\langle ij \rangle} s_i s_j - J_4^{(3)} \sum_{\langleijk \rangle} s_i s_j s_k s_l, \]  

(3.2)

\[ H = -J_2^{(2)} \sum_{\langle ij \rangle} s_i s_j - J_4^{(4)} \sum_{\langleijkl \rangle} s_i s_j s_k s_l, \]  

(3.3)

where \( J_2 \) and \( J_4 \) represent the bilinear and four-spin exchange interactions, respectively, and \( s_{\alpha} \) denotes the spin variable that can in general take \( 2S + 1 \) values, corresponding to all possible spin projections along a given spatial axis.

### 3.1 Biquadratic interaction

The most frequently studied fourth-order exchange interaction is the biquadratic one. The biquadratic exchange is usually of very a small magnitude (\( \approx 0.05 \)) comparing to the bilinear exchange interaction, however, if it becomes significant, then even the one-dimensional spin systems may exhibit a rich phase diagram.

The correlation between the electrical conduction and ferromagnetism was empirically found in the certain compounds of manganese with the perovskite structure, e.g. manganese oxides such \( \text{La}_{1-x}\text{Sr}_x\text{MnO}_3 \) or the mixed-valency structure \( (\text{La}_x\text{Ca}_{1-x})(\text{Mn}^{II}_x\text{Mn}^{IV}_{1-x})\text{O}_3 \) [81]. Zener interpreted it in terms of the principles governing the interaction of the d-shells of the transition metals [82]. Both, the electrical conduction and the ferromagnetic coupling in these compounds are found to arise from a double exchange process. This double exchange occurs indirectly by the spin interaction with mobile electrons traveling from one ion to other.

Harris and Owen described [10] the electron spin resonance spectrum of nearest-neighbor \( \text{Mn}^{2+} \) ion (spin \( 5/2 \)) pairs in \( \text{MgO} \). That resumed after previous resonance measurements, which indicated surprisingly large \( \text{Mn} - \text{Mn} \) exchange interactions. Their analysis suggests, that in addition to the usual bilinear term in the form (3.1) there is also a bi-quadratic contribution to the exchange interaction present. The value of \( J_4^{(2)}/J_2^{(2)} \approx 0.05 \) was estimated.

Two additional examples, where the behavior of material reflects the bi-quadratic exchange contribution was given by Rodbell et al. [11]. They analyzed the temperature dependence of the sub-lattice magnetization in \( \text{MnO} \) and \( \text{NiO} \) oxides using a molecular field approach with the biquadratic exchange included. The authors reported markedly better results than those obtained
within the classical molecular field with the bi-linear exchange only. The magnitude of \( J_4/J_2 \approx 0.02 \) was suggested and also relevant phase transitions were calculated and classified to be of the first order.

In 1979, Iwashita and Uryu [83] studied the effects of the anisotropic biquadratic exchange interaction on the Curie temperature of a ferromagnet with the use of a simple pair model approximation (Oguchi approximation) [84]. Later, the general bilinear and biquadratic Hamiltonian of the form (3.1) was solved by Kulish et al. [85] using the Bethe Ansatz method for \( J_4^{(2)}/J_2^{(2)} = 1 \).

Moreover, the bilinear and biquadratic Hamiltonian was also used to describe the valence-bond solid ground state in antiferromagnets in one (and more) dimension by Affleck et al. [86]. Such a typical one-dimensional spin-1 antiferromagnet is, for example, \( \text{CsNiCl}_3 \), which was already experimentally studied and exhibits an energy gap [87].

Finally, one should note the work by Mila and Zhang [88], who studied the mechanism for unusual predominant biquadratic interaction. They propose a new microscopic mechanism leading to the significant biquadratic interaction in spin-1 systems, which is suggested to be found in \( \text{LiVGe}_2\text{O}_6 \).

### 3.2 Four-site four-spin interaction

Recently, the four-site four-spin interaction has been studied in several papers by the use of various methods. The Monte Carlo technique has been applied by Mouritsen [41] to investigate the critical behavior and phase transitions of the Ising model on the fcc lattice with mixtures of two- and four-spin interactions. In the limit of pure four-spin interactions the model exhibits a first-order transition.

The exact analysis of the magnetic ground states for spin-1/2 Ising models with pure four-spin interactions on the cubic lattices with Hamiltonian (3.3) was presented also by Mouritsen [89]. The ordered states found here encompass the ferromagnetic, antiferromagnetic, and ferrimagnetic phases. Two possible four-site four-spin configurations are for illustration shown in Fig. 3.2.

Jensen et al. [90] introduced another four-site four-spin Ising model in 3-dimensions on the simple-cubic lattice and treated it within the generalized mean-field approximation including short-range correlations. The phase diagram with various ordered structures including so-called \( (3,1) \) phase were discussed in this work. Similar results were also obtained by Grynberg and Ceva [91] using the Muller-Hartmann and Zittartz approximation and perturbation calculations.

Two-dimensional Ising \( 2 + m \) model with \( m = 2, 3, 4 \)-spin interactions in the horizontal direction and the two-spin Ising interaction in the vertical direction on the square lattice was analyzed by Debierre and Turban [92] using the generalized mean-field approximation including short-range correlations and the phenomenological renormalization group approach. The self-duality of this model was indicated and confirmed. From that, when the transition is unique, then the free energy is singular along the same critical line as for \( m = 2 \) (i.e., two-spin Ising model) and hence the formula \( \sinh(2J_2^{(2)}) \sinh(2J_m^{(m)}) = 1 \) holds. Moreover, though the nature of the transition may change with \( m \) (the number of spins involved in the multi-spin interaction \( J_m^{(m)} \)), the critical line itself is not directly depending on \( m \). Another interesting feature of this \( 2 + m \)-spin Ising model is the possibility of exact prefacing transformation introduced by Berker (1975) to the conventional model with \( 2^{m-1} \) states per site and nearest-neighbor interactions.
Fig. 3.2: Illustration of two different paths of four-spin exchange interaction $J_4^{(4)}$ for the cubic lattice, a) the “basic quartet” and b) the “plaquette wall”. The four-spin interaction $J_4^{(4)}$ is indicated by blue line and bilinear $J_2^{(2)}$ interactions are drawn by black dotted lines between two sites.

Fig. 3.3: Illustration of a periodically bounded finite-chain consisting of the $L$ sites with the competing two and four-spin interactions.

[93]. Among these models, especially interesting and widely studied is the so called 2 + 4 model. It involves the combination of competing two- and four-spin interactions, as depicted in Fig.3.3, and it has been the subject of several recent investigations in 1D version by Penson [94, 95]. A similar model in 2D has been studied by Grynberg, Ceva and Scott [96–98] (see Fig.3.4).

The alternative transfer-matrix representation was used by Grynberg and Ceva [96] to perform the phenomenological renormalization and finite-size scaling analysis of two-dimensional 2 + 4 model with competing two and four-spin interactions in one direction. This approach enabled to obtain the leading eigenvalues of the transfer matrix with a significant saving of com-
Exactly solvable Ising models with multispin interactions

Fig. 3.4: Illustration of the interactions at $i$-th site for two-dimensional $2 + 4$ model with competing two and four-spin interactions in $x -$direction.

computer time using the Lanczos scheme. The third eigenvalue of the transfer matrix gives the measure of interface free energy between the different phases that coexist along the transition line and provides the important information about order of phase transition.

The Ising model with higher-order interactions was also used for the theoretical description of bilayers with undulating surfaces. In lipid bilayers the low-temperature phases have turned out to be unusually rich in the structure in some cases, with sinusoidal undulations in the bilayer surface extending over several hundreds of angstroms. An interesting new approach to this problem was invented by Scott [98] by defining a two-dimensional lattice containing particles which have both, discrete and continuous degrees of freedom. Then, following the procedure previously applied to deformable lattice models, the variables are decoupled by the procedure which reduces the model to the simple Ising lattice with four-order spin interactions plus a harmonic oscillator. The Monte Carlo and mean-field data for such a four-spin model, depicted in Fig. 3.5, were also presented in the above mentioned paper.

In addition, the Monte Carlo simulations on the two-dimensional $2 + 4$ model with competing two and four-spin interactions was performed by Hernandez and Ceva [99], who studied the phase diagram, magnetization (both global and by column), susceptibility, energy, specific heat, correlation functions and some other quantities.

The phase diagram of the Ising square ferromagnet with nearest-neighbor, next-nearest-neighbor, and four-spin plaquette interactions were investigated using the cluster variation method in the square approximation by Buzano and Pretti [100]. and the two-dimensional Heisenberg model with four-spin and two-spin interactions on the square lattice was discussed by Sandvik using the ground-state projector quantum Monte Carlo simulations [101]. Next, using the extended Lee-Yang theorem and correlation inequalities, the four-spin interaction is discussed in [102] by Lebowitz and Ruelle in relation to the phase transition in an external field.

The mixed spin-1/2 and spin-1 Ising model with four-spin interactions as it is shown in Fig. 2.1 was investigated by Benayad and Ghliyem [103] within the finite cluster approxima-
Fig. 3.5: Part of the two-dimensional lattice containing particles with both discrete and continuous degrees of freedom. Types of interactions that occur in a transformed Hamiltonian that has been used to the theoretical description of bilayers with undulating surfaces by Scott [98].

3.3 Three-site four-spin interaction

The three-site four-spin interaction, as a special case of the four-site four-spin interaction, takes the least attention despite of the fact that this interaction may lead to the most unconventional behavior, which in many cases has been observed also experimentally. Matveev and Nagaev [39] investigated the magnetic properties of a spin system with the three-site four-spin interaction by making use of the spin-wave theory and the mean-field approximation.

Later, Munro and Girardeau studied spin systems in the presence of single and double electron exchange with combined Hamiltonian (3.1) and (3.2) at nonzero temperature using the generalized mean field approximation for arbitrary spin [80]. The authors detected paramagnetic, ferromagnetic, anti-ferromagnetic and also partially ordered phases. Further, they concluded that as the the partially ordered phase becomes more prominent as the atomic spin increases.

Next, Iwashita and Uryu treated [107] the effects of the three-site four-spin interaction on square, simple cubic and body-centred cubic lattices with spins $s = 1$ and $s = 3/2$ applying the three-spin model approximation (the improved Oguchi approximation) with the Hamiltonian similar to (3.2). In 1991, the same authors investigated the three-site four-spin interaction on the triangular lattice with the same Hamiltonian but with the second-neighbor interaction enhanced [24].

The ground state of a three-dimensional axial next-nearest neighbor Ising model with the three-site four-spin interaction were obtained rigorously by Muraoka et al. [67,108] by means of...
the transfer matrix method along with use of the Monte Carlo simulation with Fourier transformation for thermodynamic quantities.

The term $x^2$, observed experimentally in the susceptibility of diamagnetically diluted ferromagnetic composition series $\text{Eu}_x\text{Sr}_{1-x}\text{S}$, appears due to the ferromagnetic three-spin interactions, as it was discussed by Müller-Hartmann et al. [109]. A similar model was studied by Muraoka [110], where the finite-temperature magnetic-phase diagram of this compound was investigated by means of the site-dependent molecular-field approximation. The system exhibits the direct phase transition to the antiferromagnetic phase, which was experimentally observed in UNi$_2$Si$_2$. This phase transition is accompanied by a drastic increase of the entropy in the antiferromagnetic state. The magnetic-field-temperature phase diagram is also in agreement with that one of UNi$_2$Si$_2$. The pressure-temperature phase diagram for UNi$_2$Si$_2$ was obtained by Honda [111] and Quirion et al. [112] and the results are very similar to the magnetic-field temperature phase diagram. Moreover, it seems that the effect of the pressure in UNi$_2$Si$_2$ is the same as that one of the magnetic field.

Our previous discussion indicates that many experimental results of magnetic systems are poorly explainable by standard models with bilinear interactions, due to the lack of freely adjustable parameters. On the other hand, the models with higher-order exchange interactions are clearly capable to explain well the observed experimental results, including the description of various unconventional phenomena in magnetic systems.

Nonetheless, due to its small magnitude, the measurements of higher-order exchange interactions are very difficult. In spite of that, there exist several materials in which such interactions were definitely confirmed. As the previous sections clearly illustrate, a number of experimental results in magnetic systems, still not well theoretically explained, pertains mainly the following phenomena:

- an unexpectedly high and slow varying magnetization
- unusually rich phase diagram
- a sequence of unconventional phase transitions
- magnetization plateaus
- partially ordered phases, etc..

Further, as recent papers have shown, the models with the higher-order exchange have provided in many cases markedly better results towards the real materials description than usual models with the bi-linear nearest and next-nearest neighbor interactions.

The aforementioned preliminary findings have been also inspirations for our research addressing higher-order interactions in spin systems, especially the three-site four-spin interaction.

### 3.4 Magnetostriction

The magnetostriction is a physical phenomenon observed in magnetic materials that causes the change of their shape depending on the magnetization. The magnetostriction coefficient $\lambda = \Delta l/l$ is defined as the fractional change in length as the magnetization increases from zero to
its saturation value. The magnetostriction can be positive or negative and its magnitude is of the order $|\lambda| \approx 10^{-5} - 10^{-6}$.

The effect of the magnetostriction was first identified in 1842 by James Joule by observing of an iron properties [113]. The effects of strain dependence on the isotropic exchange energy have been briefly mentioned by Néel [114], who has called it the exchange magnetostriction. It turns out, that the magnetistriction makes a more important contribution to the energy than it was previously recognized. For example, in MnAs or Mn$_{1.96}$Cr$_{0.04}$Sb, the change of the length at the phase transition point is about 2% and 0.6%, respectively. The associated elastic energy is of the order of $10^1 - 10^2\ J\ cm^{-3}$, which is comparable with the inter-atomic exchange energy. This is larger than the usual anisotropy energies, and under these conditions the exchange magnetostriction will dominate over the anisotropy energy.

The magnetostriction is one of the typical processes that are usually considered as a theoretical framework leading to the higher-order exchange interactions terms. Just by assuming the bilinear exchange interactions between the nearest-neighbor spins along with the magnetoelastic effect, the fourth-order exchange interactions arises naturally. Other such a framework is a perturbation expansion of the total Hamiltonian including free ions energy, the crystalline field energy, the spin-orbit coupling and the bilinear exchange interaction. However, especially in the case of magnetostriction, the genesis of the fourth-order exchange interactions is quite explanatory. For that reason, in the following short paragraphs we briefly outline several steps leading to the fourth-order exchange interactions terms for the simple systems of two and three particles.

a) System of two particles

Let us assume two magnetic atoms interacting via the exchange interaction $J$ depending on the atomic separation $r$. Taking the approach, that has been used by Harris [115], the total energy $E$ of the atomic pair with incorporated energy term of elastic displacement $r_0 \rightarrow r$ can be assumed in the form

$$E = J(r) (\mathbf{S}_{i1} \cdot \mathbf{S}_{i2}) + \frac{1}{2} \varepsilon \frac{\delta r^2}{r_0},$$

(3.4)

where $\varepsilon$ is an elastic constant and $\delta r = r - r_0$ means the separation between atoms. The equilibrium condition is then given by $\frac{dE}{dr} = 0$, which means

$$\frac{dJ(r)}{dr} (\mathbf{S}_{i1} \cdot \mathbf{S}_{i2}) + \frac{\delta r}{r_0} = 0.$$  

(3.5)

Now, one can only proceed further by making some assumption about $dJ/dr$. The simplest possibility is to assume that it remains constant over the whole range of the distortion, which is equivalent to taking just the first two terms of a Taylor’s expansion of $J(r)$. In this way we obtain

$$E = J_0 (\mathbf{S}_{i1} \cdot \mathbf{S}_{i2}) - \frac{1}{2} \frac{r_0}{\varepsilon} (\mathbf{S}_{i1} \cdot \mathbf{S}_{i2})^2 \left( \frac{dJ}{dr} \right)^2_{r=r_0},$$

(3.6)

In the last formula for energy, the effective bi-quadratic term has arisen, however, due to the simplicity of calculation, the relevant results do not fit the experimental data accurately enough
[115]. On the other hand, if one supposes \( \frac{dJ(r)}{dr} = f(r) \), then the simple way of the dependence of \( J \) may be assumed as

\[
J(r) = J_0 e^{-\kappa r},
\]

where \( \kappa \) is some positive constant. In this case, the theoretical results agree with the experimental ones with accuracy of the order \( \pm 0.5\% \) [115].

Finally, we have to give a comment on the prefatory starting point of this procedure. By limiting treatment to only two atoms, we restrict the influence of striction \( \delta r \) to the one neighbor only, and for this reason, the appearance of higher-order interaction here is limited to the bi-quadratic term. This inaccuracy is better handled in the following approaches.

**b) System of three particles - linear**

Let us now consider a linear system of three particles as depicted in Fig. 3.6 a). Applying the approach that has been used by Iwashita [25, 26], one can make the following deduction.

Assuming just the spin-part of a wave function, the magnetic energy can be expressed in the form

\[
E_m = J (S_{i1} \cdot S_{i2}) + J (S_{i2} \cdot S_{i3}),
\]

where \( J \) is the bilinear exchange interaction and \( S_{i1}, S_{i2}, S_{i3} \) denote to the spin-vector operators corresponding to the relevant particles.

Considering a temporary displacement of 2nd particle, just as illustrated in 3.6 b), the elastic potential energy is given by

\[
E_p = \frac{1}{2} k y^2,
\]
where \( y = \sqrt{(x')^2 - x^2} \) is the displacement of 2nd particle with respect to the equilibrium position and \( k \) denotes the elastic constant. Consequently, the bilinear exchange interaction \( J \) will change \((J \rightarrow J')\) an by assuming small displacement, the new exchange interaction can be written in the form

\[
J' = J \left[ 1 - \alpha \Delta x \right],
\]

(3.10)

where \( \Delta x = x' - x \) and \( \alpha \) represents a dimensionless constant.

The total energy of the investigated system is then the sum of the elastic energy and the magnetic energy

\[
E = E_p + E_m,
\]

(3.11)

and the free energy then may be generally written in the form

\[
\mathcal{F} = \frac{1}{2} k \left[ (x')^2 - x^2 \right] + J \left[ 1 - \alpha (x' - x) \right] [\langle S_{i1} \cdot S_{i2} \rangle + \langle S_{i2} \cdot S_{i3} \rangle].
\]

(3.12)

The displacement of 2nd particle acquires its equilibrium value, when the free energy reaches its minimum with respect to \( x' \). Thus, the equilibrium condition for the free energy is given by

\[
\frac{\partial \mathcal{F}}{\partial x'} = 0 = kx' - J\alpha \left[ \langle S_{i1} \cdot S_{i2} \rangle + \langle S_{i2} \cdot S_{i3} \rangle \right].
\]

(3.13)

Consequently, the equilibrium displacement of 2nd particle reads

\[
x' = \frac{1}{k} \alpha J \left[ \langle S_{i1} \cdot S_{i2} \rangle + \langle S_{i2} \cdot S_{i3} \rangle \right].
\]

(3.14)

Substituting (3.14) into the (3.12) we obtain

\[
\mathcal{F} = \frac{1}{2} k x^2 + J_2 [\langle S_{i1} \cdot S_{i2} \rangle + \langle S_{i2} \cdot S_{i3} \rangle] + J_4 \left[ (S_{i1} \cdot S_{i2})^2 + (S_{i2} \cdot S_{i3})^2 + (S_{i1} \cdot S_{i2}) (S_{i2} \cdot S_{i3}) + (S_{i2} \cdot S_{i3}) (S_{i1} \cdot S_{i2}) \right],
\]

(3.15)

where the new interaction parameters, \( J_2 \) and \( J_4 \) take the form

\[
J_2 = J \left( 1 + \alpha x \right), \quad J_4 = -\frac{1}{2} \frac{\alpha^2 J^2}{k}.
\]

(3.16)

c) System of three particles - triangle

The above mentioned procedure gives similar results also for complex compounds, which one can imagine as the interconnected version of system of three particles, as it is illustrated in Fig. 3.6 c). Hence, assuming the magnetostriction in the way of Fig. 3.6 d), one obtains the following
expression for the free energy

\[
\mathcal{F} = J_2 \left[ (S_{i_1} \cdot S_{i_2}) + (S_{i_2} \cdot S_{i_3}) + (S_{i_3} \cdot S_{i_1}) \right] \\
+ J_4 \left[ (S_{i_1} \cdot S_{i_2})^2 + (S_{i_2} \cdot S_{i_3})^2 + (S_{i_3} \cdot S_{i_1})^2 \right] \\
+ 2J_4 \left[ (S_{i_1} \cdot S_{i_2}) (S_{i_2} \cdot S_{i_3}) + (S_{i_2} \cdot S_{i_3}) (S_{i_3} \cdot S_{i_1}) + (S_{i_3} \cdot S_{i_1}) (S_{i_1} \cdot S_{i_2}) \right],
\]

(3.17)

where the interaction parameters, \( J_2 \) and \( J_4 \) take again the form of (3.16).

Thus, as it can be seen in the equations (3.15) and (3.17), when one assumes additional degrees of freedom in a magnetic system, the bi-quadratic and three-site four-spin interactions may be natural components of energy expression.
4 Algebraic transformations

4.1 Decoration-iteration transformation

Methods of algebraic transformations represent a very useful tool for theoretical investigation various models in Statistical mechanics. Here we will mention two of them that have been recently widely applied to study magnetic properties of localized spin systems (see [116]).

At first let us briefly discuss the decoration-iteration transformation which has been originally introduced by Syozi [117] in 1951. This transformation is based on elimination of one atom (or a group of atoms) located between a couple of spins on each bond of crystalline lattice. After performing this transformation we obtain the lattice consisting only of spins located on sites of so called original lattice. The transformation works, of course, also in opposite direction, i.e., we can introduce one new atom (or a group of atoms) on each bond of a regular lattice and obtain a new complex lattice structure. The procedure of iterative introduction of new atoms is called as the lattice decoration, so that the procedure is known as the decoration-iteration transformation. The process of decorating one single bond of a lattice by one atom is illustrated in Fig. 4.1.

Moreover, instead of bonds, we can in a similar manner decorate the sites of some regular lattice structure, however, in the following formulation we restrict ourselves to the bond-decorated systems. Although in any case such a transformation is apparently the local one, it can be used for calculations of all relevant thermodynamic quantities of the whole system. This important property follows from the fact that transformation can be exactly performed at the level of partition function of a decorated system, what enables to generate lots of new exactly solvable spin systems, including those with multispin and higher-order interactions.

The mathematical formulation of the transformation can be due to its locality performed in a very general manner as we will demonstrate in the following text for the case of one Ising-type decorating atom.

At first we express the total Hamiltonian of the decorated system as a sum of the bond Hamiltonians, i.e.,

\[ H_d = \sum_{k=1}^{Nz/2} H_k(S_k, \mu_{k1}, \mu_{k2}), \]

where \( N \) represents total number of atoms on the original (i.e., non-decorated lattice), \( z \) denotes its coordination number, and the summation runs over all bonds of non-decorated lattice. It is

![Fig. 4.1: The decoration-iteration transformation scheme.](image-url)
clear that the bond Hamiltonian of the $H_k$ must contain all energy contribution related to the $k$-th bond and in general it will explicitly depend on spin variables $S_k$ of decorating atoms, two spin variables $\mu_{k1}, \mu_{k2}$ of the original lattice (see Fig. 4.1) and it will of course contain also all relevant interaction parameters. Nonetheless, in order to keep the compact form of notation, we will omit the explicit dependence of site Hamiltonian on the exchange parameters.

Now, using Eq. (4.1) one can express the canonical partition function of the decorated system in the form

$$Z_d = \sum_{\{\mu_{k\gamma}=\pm\}} \sum_{\{S_k\}} \exp(-\beta H) = \sum_{\{\mu_{k\gamma}=\pm\}} \prod_{k=1}^{Nz/2} \sum_{S_k=-S} s \exp[-\beta H_k(S_k, \mu_{k1}, \mu_{k2})],$$

(4.2)

where the curled brackets indicate the fact that relevant summation concerns all spin variables of the decorated lattice, $S$ represents the spin of decorating atoms and $\beta = 1/(k_BT)$.

At this stage of calculation it is clear that summation over spin variable $S_k$ on the r.h.s of (4.2) will always lead to the expression depending on the spin variables $\mu_{k1}$ and $\mu_{k2}$ and therefore one can apparently introduce the following relation

$$\sum_{S_k=-S} \sum_{S} \exp[-\beta H_k(S_k, \mu_{k1}, \mu_{k2})] = A \exp(\beta R \mu_{k1} \mu_{k2}).$$

(4.3)

Here $A$ and $R$ stand for unknown parameters that will be determined later. The previous equation represents, in fact, the decoration-iteration transformation and it enables to evaluate the partition function of decorated lattice if the corresponding partition function of non-decorated lattice is known. Indeed, substituting (4.3) back into r.h.s of Eq. (4.2) one obtains

$$Z_d = A^{Nz/2} \sum_{\{\mu_{k\gamma} = \pm\}} \exp\left(\beta R \sum_k \mu_{k1} \mu_{k2}\right) = A^{Nz/2} Z_0,$$

(4.4)

where $Z_0$ represent the partition function of corresponding non-decorated lattice, which is described by the Hamiltonian $H_0 = -R \sum_k \mu_{k1} \mu_{k2}$.

Let us now continue with the evaluation of parameters $A$ and $R$. Since Eq. (4.3) must be satisfied for all possible values of $\mu_{k1}$ and $\mu_{k2}$, then substituting $\mu_{k1} = \pm 1/2$ and $\mu_{k2} = \pm 1/2$ one obtains just two independent equations, namely,

$$\sum_{S_k=-S} \sum_s \exp[-\beta H_k(S_k, 1/2, 1/2)] = A \exp(\beta R/4).$$

(4.5)

and

$$\sum_{S_k=-S} \sum_s \exp[-\beta H_k(S_k, 1/2, -1/2)] = A \exp(-\beta R/4).$$

(4.6)
From these relations one easily gets

\[
A = \sqrt{w_1 w_2}, \quad \beta R = 2 \ln \left( \frac{w_1}{w_2} \right),
\]

(4.7)

with

\[
w_1 = \sum_{S_k = -S} S \exp \left[ -\beta \mathcal{H}_k(S_k, 1/2, 1/2) \right]
\]

(4.8)

and

\[
w_2 = \sum_{S_k = -S} S \exp \left[ -\beta \mathcal{H}_k(S_k, 1/2, -1/2) \right].
\]

(4.9)

As we can see, by selecting various bond Hamiltonians \( \mathcal{H}_k \) one can generate almost unlimited number of new Ising-type models, the can be exactly solved if we are able to evaluate the partitions function of their corresponding non-decorated counterparts (see for example [116]). It also clear that Eqs. (4.5)-(4.9) are valid for arbitrary lattice structures, since they are derived from one common geometric structure (see Fig. 4.1).

Now, we can directly from the definition express the Helmholtz free energy in the form

\[
F_d = -\frac{N_z}{2} k_B T \ln (A) + F_0,
\]

(4.10)

where \( F_0 = -k_B T \ln Z_0 \) is the Helmholtz free energy of the original (non-decorated) lattice, which must be, of course, known in advance from some independent calculation. Further physical quantities of the decorated lattice, like entropy \( S_d \), internal energy \( U_d \) and specific heat \( C_{Vd} \), now follow directly from well-known thermodynamic relations, namely,

\[
S_d = -\left( \frac{\partial F_d}{\partial T} \right)_V, \quad C_{Vd} = -T \left( \frac{\partial^2 F_d}{\partial T^2} \right)_V \quad \text{and} \quad U_d = F_d + TS_d.
\]

(4.11)

All these thermodynamic quantities will be obviously different for different lattices, since they clearly depend on the topology of decorated (and also original) lattice. This fact will be demonstrated in following sections, where we will discuss our recent results for several specific models.

### 4.2 Star-triangle transformation

Before proceeding further, we briefly outline another algebraic transformation which is known as the star-triangle transformation and has been originally introduced by Onsager [118].

This transformation is graphically depicted in Fig. 4.2 and it is based on eliminating the central atom of a star, which interacts with three atoms located in its vertexes. After such an elimination, we obtain three atoms located at vertexes of a triangle and these atoms are mutually coupled by a new pair nearest-neighbor interaction. That is, why this procedure is called as the star-triangle or \( Y - \Delta \) transformation.
In order to derive the mathematical formulas for \( Y - \Delta \) transformation, we need just slightly modify our calculations done in previous subsection. The total Hamiltonian of the lattice consisting of star-like building units can be expressed as

\[
\mathcal{H}_Y = \sum_{k=1}^{N} \mathcal{H}_k (S_k, \mu_{k1}, \mu_{k2}, \mu_{k3}),
\]  

(4.12)

where the dependence of local Hamiltonian \( \mathcal{H}_k \) on exchange interactions has been for simplicity again omitted. The spin variable \( S_k \) can in general take \( 2S + 1 \) possible values (\( S \) being the spin of the central atom of the star) and all variables \( \mu \) can take only values of \( \pm \frac{1}{2} \).

The partition function corresponding to the Hamiltonian \( \mathcal{H}_Y \) can be written in the form

\[
Z_Y = \sum_{\{\mu_k\} = \pm \frac{1}{2}} \sum_{\{S_k\}} \exp[-\beta \mathcal{H}] = \sum_{\{\mu_k\} = \pm \frac{1}{2}} \prod_{k=1}^{N} \sum_{S_k = -S}^{S} \exp[-\beta \mathcal{H}_k (S_k, \mu_{k1}, \mu_{k2}, \mu_{k3})].
\]

(4.13)

Now introducing the standard \( Y - \Delta \) transformation

\[
\sum_{S_k = -S}^{S} \exp[-\beta \mathcal{H}_k (S_k, \mu_{k1}, \mu_{k2}, \mu_{k3})] = A \exp[\beta R (\mu_{k1} \mu_{k2} + \mu_{k1} \mu_{k3} + \mu_{k2} \mu_{k3})],
\]

(4.14)

one easily rewrites Eq. (4.13) in the form

\[
Z_Y = A^N \sum_{\{\mu_k\} = \pm \frac{1}{2}} \exp \left( \beta R \sum_k \mu_{k1} \mu_{k2} \right) = A^N Z_\Delta,
\]

(4.15)

where \( Z_\Delta \) denotes the partition function of the transformed lattice consisting of triangles and which is described by the Hamiltonian \( \mathcal{H} = -R \sum_k \mu_{k1} \mu_{k2} \).
Repeating the same kind of calculations as those for the decorated lattice we simply get the following equations for unknown parameters $A$ and $R$

$$A = \sqrt[4]{V_1 V_2^3}, \quad \beta R = \ln \left( \frac{V_1}{V_2} \right),$$

(4.16)

where we have defined two new functions

$$V_1 = \sum_{S_k=-S}^{S} \exp \left[ -\beta \mathcal{H}_k (S_k, 1/2, 1/2, 1/2) \right],$$

(4.17)

and

$$V_2 = \sum_{S_k=-S}^{S} \exp \left[ -\beta \mathcal{H}_k (S_k, 1/2, 1/2, -1/2) \right].$$

(4.18)

The Helmholtz free energy takes now obviously the form

$$F_Y = -N k_B T \ln(A) + F_\Delta,$$

(4.19)

where $F_\Delta = -k_B T \ln Z_\Delta$ and further thermodynamic quantities can be naturally calculated from the general relations (4.11).
5 Mixed spin Ising models with three-site four-spin interaction on the square lattice

5.1 Definition of the model

In order to demonstrate the role of the spin of decorating atoms, two particular models with $S = 1$ and $S = 3/2$ will be now discussed in detail in accordance with the results obtained in [119–122]. Both models, that are defined on the decorated square lattice (see Fig. 5.1 a)), are obviously generic representatives of the decorated planar structures and for that reason they can be naturally solved exactly by decoration-iteration transformation. Moreover, the general formulation of the decoration-iterations transformation in Sec. 4 enables to derive relevant equations for both models in a unified manner.

In order to take into account the three-site four-spin interactions, one takes the bond Hamiltonian $H_k$ in the form

$$H_k = -J(\mu_{k1} + \mu_{k2})S_k - J'\mu_{k1}\mu_{k2} - J_4\mu_{k1}\mu_{k2}S_k^2 - DS_k^2,$$

(5.1)

where $J$ denotes the nearest-neighbor and $J'$ next-nearest-neighbor bilinear exchange interactions, $J_4$ represents the three-site four-spin exchange interaction and $D$ stands for the single-ion anisotropy parameter. Substituting $z = 4$ and $H_k$ into general formulation of Subsec. 4.1, one obtains for the partition function the following simple relation

$$Z = A^{2N}Z_0(\beta R).$$

(5.2)

Fig. 5.1: a) The fragment of the decorated square lattice under investigation. The dotted lines denote bilinear interactions $J$ between nearest neighbors, black lines denote bilinear interactions $J'$ between next-nearest neighbors and green lines indicate three-site four-spin interactions $J_4$. The open circles display spin-1/2 atoms creating a sublattice $A$ and blue circles represent decorating spin-$S$ atoms creating a sublattice $B$. b) The fragment of the original non-decorated square lattice. Copyright © 2017 Elsevier.
In the previous equation $Z_0(\beta R)$ represents the partition function of the spin-1/2 Ising model on the square lattice (see Fig. 5.1 b) which has been exactly calculated in a seminal Onsager's work [118]. The parameters $A$ and $R$ are then given by

$$A = \sqrt{w_1 w_2}, \quad \beta R = 2 \ln \left( \frac{w_1}{w_2} \right),$$

(5.3)

where for spin-1 decorating atoms we have

$$w_1 = \left[ 1 + 2e^{\beta (D+J') \cosh(\beta J)} \right] e^{\frac{\beta J'}{4}},$$

(5.4)

$$w_2 = \left[ 1 + 2e^{\beta (D-J') \cosh(\beta J)} \right] e^{-\frac{\beta J'}{4}},$$

(5.5)

while for $S = 3/2$ one obtains

$$w_1 = 2K_1 e^{\frac{\beta J'}{4}},$$

(5.6)

$$w_2 = 2K_2 e^{-\frac{\beta J'}{4}},$$

(5.7)

with

$$K_1 = e^{\frac{\beta J}{2} (D+J')} \cosh \left( \frac{3\beta J}{2} \right) + e^{\frac{\beta J}{2} (D-J')} \cosh \left( \frac{\beta J}{2} \right),$$

(5.8)

$$K_2 = e^{\frac{\beta J}{2} (D-J')} + e^{\frac{\beta J}{2} (D-J')}.$$

(5.9)

Consequently, using the general relation (4.10) one easily gets the final equation for the Helmholtz free energy for both decorated system, namely,

$$F(\beta, J, J', J'', D) = -2N \frac{1}{\beta} \ln A(\beta, J, J', J'', D) + F_0(\beta, R),$$

(5.10)

where parameters $A, R$ are given by (5.3) and $F_0(\beta, R)$ represents the Helmholtz free energy of the original non-decorated Ising square lattice [118]

$$F_0(\beta, R) = -\frac{N}{\beta} \ln \left( 2 \cosh \frac{\beta R}{2} \right) + \frac{1}{2\pi} \int_0^\pi \zeta(\varphi) d\varphi,$$

(5.11)

with

$$\zeta(\varphi) = \ln \left[ \frac{1}{2} \left( 1 + \sqrt{1 - \kappa^2 \sin^2 \varphi} \right) \right],$$

(5.12)

and

$$\kappa = \frac{2 \sinh \left( \frac{\beta R}{2} \right)}{\cosh^2 \left( \frac{\beta R}{2} \right)}.$$

(5.13)
Having obtained the Helmholtz free energy, one can now calculate the entropy, specific heat and internal energy from Eqs. (4.11) in a straightforward manner.

However, the understanding of phase transitions in the system under investigation requires the detailed knowledge of local spin ordering at the ground state and also at finite temperatures. Therefore, in addition to the global physical quantities evaluated above, we must also calculate various local correlation functions and also sublattice magnetizations.

These quantities cannot be obtained directly from the partition function, however, one can calculate them using the generalized Callen-Suzuki identities [123, 124] which take the following general form

\[
\langle S_k f_k \rangle = \left\langle f_k \sum_k S_k e^{-\beta H_k} \over \sum_k e^{-\beta H_k} \right\rangle
\]

(5.14)

\[
\langle S_k^2 f_k \rangle = \left\langle f_k \sum_k S_k^2 e^{-\beta H_k} \over \sum_k e^{-\beta H_k} \right\rangle,
\]

(5.15)

where \( f_k \) represents a function of arbitrary spin variables except of the variable \( S_k \) and the angular brackets denote the standard canonical averaging with the density matrix \( \rho = \exp(-\beta H/Z) \).

For the particular case of \( S = 1 \) decorating atoms one easily obtains from (5.14) and (5.15) the following equations

\[
\langle S_k f_k \rangle = \left\langle f_k 2 \sinh [\beta J(\mu_{k1} + \mu_{k2})] \over 2 \cosh [\beta J(\mu_{k1} + \mu_{k2})] + e^{-\beta(\mu_{k1}+\mu_{k2})} \right\rangle,
\]

(5.16)

\[
\langle S_k^2 f_k \rangle = \left\langle f_k 2 \cosh [\beta J(\mu_{k1} + \mu_{k2})] \over 2 \cosh [\beta J(\mu_{k1} + \mu_{k2})] + e^{-\beta(\mu_{k1}+\mu_{k2})} \right\rangle,
\]

(5.17)

and for the case of \( S = 3/2 \) decoration one gets

\[
\langle S_k f_k \rangle = \left\langle f_k 3 \sinh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] + e^{-2\beta(D+J_{\mu_{k1}+\mu_{k2}})} \sinh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] \over 2 \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] + 2e^{-2\beta(D+J_{\mu_{k1}+\mu_{k2}})} \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] \right\rangle,
\]

(5.18)

\[
\langle S_k^2 f_k \rangle = \left\langle f_k 9 \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] + e^{-2\beta(D+J_{\mu_{k1}+\mu_{k2}})} \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] \over 4 \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] + 4e^{-2\beta(D+J_{\mu_{k1}+\mu_{k2}})} \cosh \left[ \frac{1}{2} \beta J(\mu_{k1} + \mu_{k2}) \right] \right\rangle.
\]

(5.19)

In order to evaluate r.h.s of (5.16)-(5.19), one can apply the differential operator technique [125], [126], which is based on the following relations

\[
g(x + \lambda x, y + \lambda y) = e^{(\lambda x \nabla_x + \lambda y \nabla_y)} g(x, y)
\]

(5.20)

and

\[
e^{a\mu} = \cosh \left( \frac{a}{2} \right) + 2\mu \sinh \left( \frac{a}{2} \right), \quad \mu = \pm \frac{1}{2},
\]

(5.21)
where $\nabla_x = \partial / \partial x$, $\nabla_y = \partial / \partial y$ are the standard differential operators and $a$ stands for an arbitrary parameter. Applying (5.20) and (5.21) one rewrites Eqs. (5.16)-(5.19) in the following general form

$$\langle S_k f_k \rangle = \langle f_k (\mu_{k1} + \mu_{k2}) \rangle A_1$$

and

$$\langle S_k^2 f_k \rangle = \langle f_k \rangle A_0 + 4 \langle f_k \mu_{k1} \mu_{k2} \rangle A_2,$$

where the coefficients $A_i = A_i(\beta, J, J_4, D), i = 0, 1, 2$ take the following explicit form

$$A_0 = \frac{1}{2} \left[ G(J, J_4) + G(0, -\frac{J_4}{4}) \right],$$

$$A_1 = F(J, \frac{J_4}{4}),$$

$$A_2 = \frac{1}{2} \left[ G(J, J_4) - G(0, -\frac{J_4}{4}) \right].$$

The functions $G(x, y)$ and $F(x, y)$ depend on the spin of decorating atoms and for $S = 1$ they are given by

$$G(x, y) = \frac{2 \cosh(\beta x)}{2 \cosh(\beta x) + \exp(-\beta D - \beta y)},$$

$$F(x, y) = \frac{2 \sinh(\beta x)}{2 \cosh(\beta x) + \exp(-\beta D - \beta y)},$$

while for $S = 3/2$ we have

$$G(x, y) = \frac{9 \cosh(\frac{3}{2} \beta x) + e^{-2\beta(D+y)} \cosh(\frac{1}{2} \beta x)}{4 \cosh(\frac{3}{2} \beta x) + 4e^{-2\beta(D+y)} \cosh(\frac{1}{2} \beta x)},$$

and

$$F(x, y) = \frac{3 \sinh(\frac{3}{2} \beta x) + e^{-2\beta(D+y)} \sinh(\frac{1}{2} \beta x)}{2 \cosh(\frac{3}{2} \beta x) + 2e^{-2\beta(D+y)} \cosh(\frac{1}{2} \beta x)}.$$

After substituting $f_k = 1$ into (5.22) and (5.23), we obtain equations for the evaluation of the sub-lattice magnetization $m_B$

$$m_B = \langle S_k \rangle = \langle \mu_{k1} \rangle A_1,$$

and the quadrupolar momentum $q_B$

$$q_B = \langle S_k^2 \rangle = A_0 + 4 \langle \mu_{k1} \mu_{k2} \rangle A_2.$$
Similarly, putting \( f_k = \mu_{k1} \) and \( f_k = \mu_{k1}\mu_{k2} \), one gets expressions for important local correlation functions, namely,
\[
\begin{align*}
\langle S_k \mu_{k1} \rangle &= \left( \frac{1}{4} + \langle \mu_{k1}\mu_{k2} \rangle \right) A_1, \\
\langle S_k^2 \mu_{k1} \rangle &= \langle \mu_{k1} \rangle \left( A_0 + A_2 \right), \\
\langle S_k^2 \mu_{k1}\mu_{k2} \rangle &= \langle \mu_{k1}\mu_{k2} \rangle A_0 + \frac{A_2}{8}.
\end{align*}
\]

The magnetization of decorating spins \( m_A = \langle \mu_{k1} \rangle = \langle \mu_{k2} \rangle \) and also the correlation function \( c = \langle \mu_{k1}\mu_{k2} \rangle \) appearing on the right hand side of (5.28)-(5.35) can be obtained very simply from the relation \[116\]
\[
\langle f(\mu_{k1}, \mu_{k2}, \ldots, \mu_{ki}) \rangle = \langle f(\mu_{k1}, \mu_{k2}, \ldots, \mu_{ki}) \rangle_0, 
\]
where \( f \) represents an arbitrary function depending exclusively on the spin variables of \( A \) sublattice and the symbol \( \langle \ldots \rangle_0 \) denotes the canonical averaging using the density matrix \( \rho_0 = \exp(-\beta H_0)/Z_0 \).

The calculation of \( m_A \) is now a rather simple task, since setting \( f(\mu_{k1}, \mu_{k2}, \ldots, \mu_{ki}) = \mu_{ki} \) one obtains
\[
m_A = \langle \mu_{ki} \rangle = \langle \mu_{ki} \rangle_0 = m_0, 
\]
where \( m_0 \) represents the magnetization per one lattice site of the original square lattice. This magnetization has been exactly calculated by Yang \[127\] and it is given by
\[
m_0 = \frac{1}{2} \left( 1 - \frac{16e^{-2\beta R}}{(1-e^{-\beta R})^4} \right)^{\frac{1}{8}}. 
\]

The total magnetization of decorated lattice reduced per one lattice site is defined as \( m = (m_A + 2m_B)/3 \) and using Eq. (5.28) it can be expressed in the following simple form
\[
m = \frac{1}{3} (1 + 2A_1) m_0. 
\]

The critical temperature of the square lattice has been exactly obtained by Onsager \[118\] and it given by \( k_B T_c/R = \left[ 2\ln(\sqrt{2} + 1) \right]^{-1} \). Consequently taking into account Eq. (5.39), the finite-temperature phase boundaries of the decorated system can be evaluated by substituting this value into (5.3). Then, using Eqs. (5.4) and (5.5) one gets for the mixed spin-1/2 and spin-1 decorated system the following equation for the critical temperature:
\[
2\ln(\sqrt{2} + 1) = \beta_c J' + 2 \ln \frac{1 + 2e^{\beta_c(D+\frac{3}{4})} \cosh(\beta_c J)}{1 + 2e^{\beta_c(D-\frac{3}{4})}}. 
\]

Similarly, for the mixed spin-1/2 and spin-3/2 system, we utilize Eqs. (5.6)-(5.9) and obtain the relation for critical boundary in the form
\[
2\ln(\sqrt{2} + 1) = \beta_c \left( J' + \frac{9}{4}J_4 \right) + 2 \ln \frac{\cosh(\frac{3}{2} \beta_c J) + e^{-2\beta_c(D+\frac{3}{4})} \cosh(\frac{1}{2} \beta_c J)}{1 + 2e^{-2\beta_c(D-\frac{3}{4})}}, 
\]
with $\beta_c = 1/(k_B T_c)$. Moreover, it is clear from the general expression for the Helmholtz free energy (5.10) that the contribution of decorating atoms to the total Helmholtz free energy is represented by an analytic function in the whole parameter space. Therefore the critical behavior of all decorated Ising models will necessarily belong to the same universality class as that one of the usual 2D Ising model.

Finally, it is worth noticing that if one alternatively calculates the internal energy of the systems as $U = \langle H \rangle$, then it can be expressed in the form

$$
\frac{U}{2N} = -J\langle (\mu_{k1}^z + \mu_{k2}^z)S_k^z \rangle - J'\langle \mu_{k1}^z \mu_{k2}^z \rangle - J_4\langle S_k^z \rangle^2 - D\langle S_k^z \rangle^4,
$$

(5.42)

which will be used in the forthcoming text for determination ground-state boundaries for both $S = 1$ and $S = 3/2$ cases.

### 5.2 Numerical results for the mixed spin-1/2 and spin-1 decorated model

In this part we will review results presented recently in [120, 121] for the model with spin-1 decorated atoms and for this purpose we introduce the following dimensionless parameters: $\alpha = J/J_4$, $\lambda = J'/J_4$ and $d = D/J_4$.

#### 5.2.1 Ground-state phase diagram

In order to investigate the physical nature of possible phases at the ground state, one has numerically investigate the sub-lattice magnetizations, quadrupolar moment and various correlations functions in our system at $T = 0$. On the basis of these calculations, the ground-state phase boundaries can be established from the minimum values of the internal energy (5.42). In Fig in Fig. 5.2 the ground-state phase diagram is shown in the $\alpha - d$ space for the special case of $\lambda = 0$, i.e. $J' = 0$. 

![Ground-state phase diagram](image-url)

**Fig. 5.2:** Ground-state phase diagram in the $\alpha - d$ space for the mixed-spin Ising model without next-nearest pair interaction ($\lambda = 0$). Copyright © 2016 Elsevier.
At first here will be discussed the particular case of the system with pure three-site interaction i.e., with $\alpha = \lambda = 0$. As it follows from Eqs. (5.28) and (5.37), in this case the sublattice magnetization $m_B$ becomes zero for arbitrary values of $d$ and the same statement applies also for all correlations including one spin of $B$ sublattice. In addition, one finds from Eq.(5.32) that the quadrupolar moment $\langle S^2_k \rangle = 1$ for $d > -0.25$, thus the spin states $S_k = +1$ and $S_k = -1$ of all decorating atoms are equally likely occupied at $T = 0$, while the sublattice $A$ exhibits the long-range order with $m_A = 1/2$. Consequently, such a system will exhibit the non-zero ground-state entropy $S_0/N = k_B \ln 4 \approx 1.386k_B$ originated from the disorder on $B$ sublattice. This is a rather surprising behavior, which appears as a result of the competition between three-site interaction $J_4$ and crystal-field parameter $D$. On the other hand, for $\alpha = 0$ and $d < -0.25$ we easily obtain from (5.32) $\langle S^2_k \rangle = 0$ indicating that $m_B = 0$, since all decorating atoms occupy the spin states $S_k = 0$. In this case each atom on the $A$ sublattice is surrounded by decorating atoms with $S_k = 0$, so that all atoms of the $A$ sub-lattice can be found equally likely in the spin state $\mu_{kj} = +1/2$ or $\mu_{kj} = -1/2$. Subsequently, the entropy at $T = 0$ will now take the value $S_0/N = k_B \ln 2 \approx 0.693k_B$ and in this case no magnetic order appears in the ground state.

The most surprising behavior of system we have found at the point with coordinates $\alpha = 0$ and $d = -0.25$, where a very interesting partially ordered phase with $m_B = 0$, $\langle S^2_k \rangle \approx 0.642$ and non-saturated value $m_A \approx 0.476$ has been observed. This special magnetic phase has unusually high value of the ground state entropy, $S_0/N \approx 2.213k_B$, and as far as we know, such a phase has been reported only very recently [121].

As one can see from the Fig 5.2, for $\alpha \neq 0$ three standard phase can be stable in the system depending on the value of the crystal field parameter. Namely, the ordered ferrimagnetic phase becomes stable in the region above the line $d = \alpha - 0.25$ for negative values of the nearest-neighbor pair exchange interaction ($\alpha < 0$). On the other hand, for $\alpha > 0$ the ferromagnetic ordering appears in the region above the line $d = -\alpha - 0.25$. These two lines terminate at $d = -0.25$ and for $d > -0.25$ the ordered ferrimagnetic or ferromagnetic phase is respectively stable for arbitrary negative or positive values of $\alpha$.

Next it follows from the Fig. 5.2 that the disordered paramagnetic phase becomes stable in the ground state for arbitrary values of $\alpha$ whenever the crystal-field parameter $d$ satisfies inequality $d < -|\alpha| - 0.25$. Thus the magnetic order can be always destroyed taking the value of single-ion anisotropy negative and strong enough. Along the boundary lines $d = -|\alpha| - 0.25$, the ordered phases can coexist with the paramagnetic one and the system may exhibit a first-order phase transition when crossing this line.

Now, let us briefly mention the effect of a positive next-nearest-neighbor interaction, i.e. $\lambda > 0$. Any positive bilinear exchange interaction supports ferromagnetic ordering of spins on the $A$ sublattice and therefore in this case the disordered paramagnetic phase never becomes stable at $T = 0$. Thus, for $\alpha > 0$ the system will always exhibit the long-range order with $(m_A, m_B) = (1/2, 1)$ and $(m_A, m_B) = (1/2, -1)$ for $\alpha < 0$. The situation for $\alpha = 0$, $d > -0.25$ and $\lambda > 0$ becomes identical with the above discussed case with $\alpha = 0$, $d > -0.25$ and $\lambda = 0$. Finally, for $\alpha = 0$, $d < -0.25$ and $\lambda > 0$, the system will exhibit a long-range order on the $A$ sublattice, despite of the fact that all atoms of the $B$ sub-lattice will occupy the zero-spin states. However, contrary to the case with $\lambda = 0$, the entropy of the system now always vanishes in the limit of $T \to 0$. To avoid confusing, one should notice that all the mixed phases, i.e., partially ordered phases appearing along the lines $\alpha = 0$ and $d = \pm \alpha - 0.25$, should be regarded as new separate phases of the system.
Fig. 5.3: (a) Phase diagrams of the decorated mixed-spin Ising system in the \( d - T_c \) space for \( \lambda = 0 \) and several typical values of \( \alpha \). The insert shows the detail view for \( \alpha = 0.0 \) with re-entrant behavior retaining two critical temperatures. Copyright © 2016 Elsevier. (b) The same as in case (a) but for \( \lambda = 1 \). The critical boundaries are depicted by full lines and compensation temperatures by dashes ones. The insert shows a possibility of two compensation temperatures in a narrow region of negative values of \( d \). Copyright © 2016 Elsevier.

### 5.2.2 Finite temperature phase diagrams

In section 5.1 it has been shown that the critical temperature of the mixed spin1/2 and spin-1 decorated system can be calculated from (5.40) and since this equation is invariant under changing the sign of parameter \( J \) then both ferromagnetic \((J > 0)\) and ferrimagnetic \((J < 0)\) phases will exhibit the same critical temperature. In addition to the critical temperature, it is also interesting to investigate the compensation temperature which is defined as a temperature at which the total magnetization vanishes below the critical temperature, so that in our case it is determined by the condition \( m = (m_A + 2m_B) = 0 \). This temperature is, of course, relevant only for the ferrimagnetic ordering, i.e., for \( J < 0 \). The characteristic phase boundaries in the \( T_c - d \) plane are for \(|\alpha| = 0, 0.5 \) and \( 1 \) depicted in Fig. 5.3a) for \( \lambda = 0.0 \) and in Fig. 5.3b) for \( \lambda = 1.0 \). As one can see from the figures, all critical curves are really independent of the sign of the nearest-neighbor interaction, so that both the ferromagnetic \((m_A > 0, m_B > 0)\) and ferrimagnetic \((m_A > 0, m_B < 0)\) phases always vanish at the same critical temperature. The presented results are naturally in agreement with the analysis of ground state in the previous section. Indeed, as one can see from Fig. 5.3a), the ordered phase is for \( \lambda = 0.0 \) stable at the ground state only for \( d > -|\alpha| - 0.25 \), while outside of this region (i.e., for negative and strong enough values of \( d \)), the system becomes disordered at all temperature including the case \( T = 0 \). As one can expect, for \( d > -|\alpha| - 0.25 \) the magnetization will gradually decrease with the increasing temperature, until it will continuously vanish at some critical temperature \( T_c \). The system under investigation obviously undergoes the conventional second-order phase transition from the ordered (ferromagnetic or ferrimagnetic) phase to disordered paramagnetic phase when crossing the relevant
phase boundary. As we have already mentioned above, all such phase transitions in decorated Ising spin systems are of the second-order and belong to the 2D Ising universality class.

Finally, the special case of the system with the pure three-site four-spin interaction will be inspected. In this case, the partially ordered phase with \( m_A \neq 0 \) and \( m_B = 0 \) is stable below \( T_c \) for \( d > -0.25 \), while the standard paramagnetic phase becomes stable above the critical temperature. Moreover, one observes the C-shaped form of critical boundary in a narrow low-temperature region in the neighborhood of \( d = -0.25 \). This dependence implies a possibility of re-entrant behavior with two phase transitions within the indicated region (see the insert in Fig. 5.3a). We recall that for the particular choice of \( \lambda = 0 \) discussed above, we have never observed the existence compensation points in decorated system under investigation.

On the other hand, as one can expect, the situation will significantly change by setting non-zero next-nearest-neighbor pair interaction, i.e., \( \lambda \neq 0 \). A positive value of the parameter \( \lambda \) eliminates the existence of the paramagnetic phase at \( T = 0 \), regardless of the values of other parameters and it also significantly supports ordering on the \( A \) sublattice, so that compensation phenomenon may appear in the system. The situation is shown in Fig. 5.3 b), where by the full lines some typical phase boundaries are shown for \( \lambda = 1.0 \) and the same values of \( \alpha \) as in Fig. 5.3 a). One can see from the figure, that the ground state of the system never becomes fully disordered, as it also follows from the discussion in previous subsection.

The compensation effect is only possible for relatively strong nonzero values of \( \lambda \), because to get this effect it is necessary to keep the sub-lattice magnetization \( m_A \) strong enough over a large temperature region. Several typical dependencies of the compensation temperature on the parameter \( d \) are depicted in Fig. 5.3 b) by dashed lines for \( \lambda = 1.0, \alpha = -1.0 \) and \( \alpha = -0.5 \). Moreover, the insert in this figure indicates that even two compensation temperatures are possible in a narrow region of the negative values of \( d \). As far as we know, such a finding for the systems with the higher-order spin interactions has been first time reported very recently in [121].

In order to illustrate the influence of non-zero parameter \( \lambda \) on the re-entrant behavior of the system, the phase boundaries in the \( \lambda - T_c \) space are depicted in Fig. 5.4 for \( \alpha = 0 \). As it is
Fig. 5.5: Global phase diagrams of the decorated mixed-spin Ising system in the $d - \alpha - T_c$ space for $\lambda = 0$ (a) and $\lambda = 0.02$ (b).

clearly visible, even a re-entrant behavior with three different critical temperatures may appear in the system for modest values of $\lambda$, if the crystal field parameter is selected in the neighborhood of $d \approx -0.3$.

Finally, to show a global view of the critical surface the three-dimensional phase diagrams of the system under investigation are presented in Figs. 5.5 a) and 5.5b) for $\lambda = 0$ and $\lambda = 0.02$, respectively.

5.2.3 Magnetization, entropy and specific heat

In this part we will support our previous discussion by the analysis of temperature dependencies of relevant physical quantities. At first, in Figs. 5.6a) and 5.6b) there are shown thermal variations of the sublattice magnetization $m_A$ and the quadrupolar moment $q_B$ for $\alpha = \lambda = 0$ and some typical values of $d$. Let us recall that the sublattice $B$ does not exhibit the long-range order, since the magnetization $m_B$ vanishes for arbitrary values of $d$ and the temperature, whenever is $\alpha = 0$. Subsequently, at $T = 0$ the system as a whole will be partially ferromagnetically ordered for $d > -0.25$ with $m_A = 0.5$, $m_B = 0$ and $q_B = 1$. This situation is illustrated in Figs. 5.6a) and 5.6 b) choosing $d = -0.24$, 0 and 1.0. On the other hand, for $\alpha = \lambda = 0$ and $d = -0.25$ one finds that instead of the saturation value, the sublattice magnetization takes the value $m_A = 0.475$, while the quadrupolar moment $q_B = 0.642$. These values indicate that both sublattices exhibit very interesting frustrated behavior which originates from the competition between the three-site four-spin interaction and crystal field. As far as we know, such a finding has been for the Ising models first time reported in [121]. Next, if one selects the value of $d$ slightly bellow $d = -0.25$, then one finds find a reentrant behavior in the temperature behavior of the magnetization $m_A$ as it is shown in Fig 5.6a) for $d = -0.265$. In this case, the stability of paramagnetic phase extends down to zero temperature, since it has the lowest Helmholtz free energy in the relevant temperature range.
According to the results presented in Fig. 5.3b) for $\lambda = 1.0$, very interesting thermal variations of the magnetization may be found for the ferrimagnetic case (i.e., $\alpha < 0$) in the region where compensation effects take place. To illustrate such a behavior, the magnetization curves exhibiting one (the red curve) or two compensation temperatures (the green curve) are shown in Fig. 5.7.

Next it is also of interest to investigate the system with pure three-site four-spin interaction which exhibits finite values of entropy in the ground state. In order to confirm this unexpected
Fig. 5.8: (a) Thermal dependencies of reduced entropy of the decorated mixed-spin Ising system for $\alpha = \lambda = 0.0$ and several typical values of $d$. Copyright © 2016 Elsevier. (b) Thermal dependencies of reduced specific heat of the decorated mixed-spin Ising system for $\alpha = \lambda = 0.0$ and the same values of $d$ as in case a). Copyright © 2016 Elsevier.

behavior, the temperature dependencies of entropy are depicted in Fig. 5.8 a) for $\alpha = \lambda = 0.0$ and several values of $d$ corresponding to Figs. 5.6 a) and 5.6 b). The presented results clearly demonstrate that the ground-state entropy of the system may take three different values depending on the value of $d$, namely,

$$S_0 = N k_B \ln 2 \approx 0.693 N k_B \quad \text{for } d < -0.25$$

$$S_0 = 2 N k_B \ln 2 \approx 1.386 N k_B \quad \text{for } d > -0.25.$$  

$$S_0 \approx 2.213 N k_B \quad \text{for } d = -0.25.$$  \hspace{1cm} (5.43)

Here one should emphasize that the value of $S_0 \approx 0.693 N k_B$ originates solely from the contribution of the $A$ sublattice, while the second non zero value of $S_0 \approx 1.386 N k_B$ represents exclusive contribution of the $B$ sublattice. Both these values correspond to the spin configurations described in detail within discussion of the ground-state phase diagram. On the other hand, the value of entropy $S_0 = 2.213 N k_B$ for $d = -0.25$ cannot be ascribed to the one sublattice only. In fact, the total value consists of two different contributions. i.e., $S_0 = S_{0B} + S_{0A}$, where the major contribution $S_{0B}$ comes from the $B$ sublattice in which all three spin states $S^z_i = 0, \pm 1$ are at $T = 0$ randomly occupied (see the green curve in Fig. 5.8a). The second contribution $S_{0A}$ comes from the $A$ sublattice which is also slightly disordered at $T = 0$. This fact is clearly illustrated by the green curves in Figs. 5.6a) and 5.6b) which do not reach their saturated values at $T = 0$.

Finally, it is also useful to study the temperature dependencies of the magnetic specific heat. The results of the specific heat obtained for a special case of $\alpha = 0$, $\lambda = 0$ are presented in Fig. 5.8b). As one can see from the figure, the curves for $d = 1.0, 0.0$ and $-0.25$ exhibit at critical point the same singularity as the standard spin-1/2 Ising model on a square lattice. Similarly, for strong negative values of $d$ one observes the expected behavior for the paramagnetic
systems. One should emphasize here that despite of non-zero ground-state entropy (see Fig. 5.8 a)), the specific heat goes always to zero for $T \to 0$, in agreement with the Third Law of Thermodynamics.

### 5.3 Numerical results of mixed spin-1/2 and spin-3/2 Ising spin system with three-site four-spin interaction on square lattice

In this part we will continue with the discussion of numerical results for bond-decorated Ising model on a square lattice consisting of nodal atoms with spin 1/2 and decorating atoms with spin 3/2 [122]. Calculations follows directly from relevant equations presented in Sec. 5 and for the convenience of analysis we again introduce the following dimensionless parameters $\alpha = J/J_4$, $d = D/J_4$, $\lambda = J'/J_4$.

#### 5.3.1 Ground-state phase diagram

Similarly as in the case of spin-1 decorating atoms, also for the current system it is necessary at first to investigate the internal energy of all relevant spin configurations at $T = 0$ (see Fig. 5.10) and then construct the phase diagram in $\alpha - d$ plane. The representative ground-state phase diagram is depicted in Fig. 5.9 and one should emphasize that this phase diagram is valid for arbitrary values of the parameter $\lambda$. As one can see from the figure, in different regions of parameter space there are stable the following different ordered magnetic phases:
I. ferrimagnetic phase with $m_A = +\frac{1}{2}, m_B = -\frac{3}{2}, q_B = \frac{9}{4}$ for $\alpha < 0$ $d > \frac{\alpha}{2} - \frac{1}{4}$.

II. ferromagnetic phase with $m_A = +\frac{1}{2}, m_B = +\frac{3}{2}, q_B = \frac{9}{4}$ for $\alpha > 0$ $d > -\frac{\alpha}{2} - \frac{1}{4}$.

III. ferrimagnetic phase with $m_A = +\frac{1}{2}, m_B = -\frac{1}{2}, q_B = \frac{1}{4}$ for $\alpha < 0$ $d < \frac{\alpha}{2} - \frac{1}{4}$.

IV. ferromagnetic phase with $m_A = +\frac{1}{2}, m_B = +\frac{1}{2}, q_B = \frac{1}{4}$ for $\alpha > 0$ $d < -\frac{\alpha}{2} - \frac{1}{4}$.

The boundaries between various phases represent the lines of first-order phase transitions along which relevant couples of phases may co-exist. Let us at first investigate the case of pure three-site four spin interaction, i.e. $\alpha = 0$. It follows from the analysis of sublattice magnetizations and relevant correlation functions that each decorating atom occupies equally likely $\pm\frac{3}{2}$ or $\pm\frac{1}{2}$ spin states, respectively. Subsequently, for $\alpha = 0$ and $d > -1/4$ one finds $m_A = 1/2, m_B = 0$ and $q_B = 9/4$, while for $\alpha = 0$ and $d < 1/4$ we have $m_A = 1/2, m_B = 0$ and $q_B = 1/4$.

Finally, at the special point with co-ordinates $(\alpha, d) = (0, -1/4)$ all four ordered phases coexist, so that the minimum of the internal energy corresponds to the partially ordered phase with $m_A = 1/2, m_B = 0$ and $q_B = 5/4$. In this case, all the states $S_k = \pm 1/2, \pm 3/2$ on $B$ sublattice are occupied equally likely. Here one should notice that the disorder observed along the phase boundary $\alpha = 0$ will naturally lead to non-zero values of the entropy at the ground state.

The situation along two others phase boundaries is simpler, since for $d = \alpha/2 - 1/4$ and $\alpha < 0$ we have found the phase with $m_A = 1/2, m_B = -1$ and $q_B = 5/4$, while for $d = -\alpha/2 - 1/4$ and $\alpha > 0$, one finds $m_A = 1/2, m_B = 1$ and $q_B = 5/4$.

5.3.2 Critical and compensation temperatures

Having obtained the ground-state phase diagram, one can now proceed with the investigation of the system at finite temperatures. As an initial step in this direction, the critical and compensation temperatures for several representative combinations of model parameters will be analyzed.
Fig. 5.11: The critical (solid curves) and compensation temperatures (dashed curves) in $\alpha - T$ space for $\lambda = 1.0$ and different values of $d$. Copyright © 2017 Elsevier.

The typical phase boundaries in $\alpha - T_c$ space are depicted in Fig. 5.11 for $\lambda = 1.0$ and several representative values of the single-ion anisotropy parameter $d$. The solid and dotted curves in the figure correspond to critical and compensation temperatures, respectively. As one can see, the standard ferrie- or ferromagnetic phases appear in the system at low temperatures for $\alpha < 0$ or $\alpha > 0$, respectively, while the paramagnetic phase becomes naturally stable in the high-temperature region, i.e., above each phase boundary. Consequently, in agreement with the ground-state phase diagram, the normalized spontaneous magnetization of these phases will take its saturation value at $T = 0$ and then it will gradually decrease with increasing temperature until it continuously vanishes at the corresponding critical temperature.

Next, one can also notice that for fixed values of $\lambda$ the compensation phenomenon appears for all selected values of $d$, if we choose appropriate negative values of the parameter $\alpha$. Investigating phase boundaries also for other sets of parameters one observes that independently of the values of $d$ and $\lambda$, the relevant curves always exhibit a symmetric U-shape form with minimum values at $\alpha = 0$. Intuitively one can simply understand this minimum value of $T_c$, since for arbitrary combinations of model parameters, the system is for $\alpha = 0$ always ordered only partially and therefore it is easier to destroy the long-range order than in the case of in the fully ordered ferrimagnetic or ferromagnetic phases. Next, it is also of interest to study the phase diagrams in $\lambda - T$ space with the aim to clarify the influence of the next-nearest-neighbor bilinear interaction on critical and compensation temperature.

Some typical results are depicted in Fig. 5.12 for $|\alpha| = 0.1$ and several characteristic values of the parameter $d$. As one should expect, all phase boundaries exhibit almost a perfect linear increase with the increasing strength of the parameter $\lambda$. On the other hand, the compensation phenomenon appears for $\alpha = -0.1$ and all selected values of $d$ and we can see that the compensation temperature does not depend on the next-nearest-neighbor bilinear interaction at all. Finally, one should also investigate the critical and compensation temperatures in $d - T_c$ space. The results are shown in Fig. 5.13 and one can see that the phase boundaries have very similar
Fig. 5.12: The critical (solid curves) and compensation temperatures (dashed curves) in $\lambda - T$ space for $|\alpha| = 0.1$ and different values of $d$. The critical boundaries are identical for ferromagnetic ($\alpha = 0.1$) and ferrimagnetic ($\alpha = -0.1$) cases, while the compensation temperatures occur only for ferrimagnetic phase ($\alpha = -0.1$). Copyright © 2017 Elsevier.

Fig. 5.13: The critical (solid curves) and compensation temperatures (dashed curves) in $d - T$ space for $\lambda = 1.0$ and different values of $\alpha$. Copyright © 2017 Elsevier.

shapes as the phase diagram of standard spin-3/2 Blume-Capel model [126]. Obviously, the positive values of $d$ promote the spin states $\pm 3/2$, while the negative values prefer the occupation of $\pm 1/2$ spin states of decorating atoms. One should emphasize here that such a behavior of spins on the $B$ sublattice has the principal influence on the three-site four-spin exchange interaction. Since this term takes the form of $-J_4 S_k^z \mu_{k1} \mu_{k2}$, then one simply finds that at the ground state this three-site term reduces to $-9 J_4 \mu_{k1} \mu_{k2}/4$ or $-J_4 \mu_{k1} \mu_{k2}/4$ for $d \to \infty$ or $d \to -\infty$, respec-
Fig. 5.14: Thermal variations of the absolute value of total magnetization per spin for $\alpha = -0.25$, $\lambda = 1.0$ and several characteristic values of the parameter $d$. Copyright © 2017 Elsevier.

tively. Therefore for strong values of the crystal field, the three-site four-spin interaction acts as an effective n.n.n pair interaction which substantially reinforces the influence of parameter $\lambda$ and consequently keeps high values of the sublattice magnetization $m_A$ even at higher temperature region. In particular, due to this interesting effect of the crystal field, the compensation temperatures may exist in very large regions of $d$ and they can exhibit very interesting behavior. Indeed, the compensation temperature always takes its saturation value for $d \rightarrow -\infty$ and it very slowly increases with increasing the crystal-field parameter for arbitrary non-zero $\lambda$ and some appropriate values of $\alpha$ (see Fig. 5.13). On the other hand, the change of relevant compensation curves becomes more dramatic in the region of $d > -2.0$, where for $\alpha < -0.211$ each compensation temperature terminates at the relevant critical boundary, while for $\alpha > -0.211$ the compensation temperatures may exist even for very strong positive values of the crystal-field parameter.

5.3.3 Magnetization, entropy, specific heat and free energy

The detailed investigation of critical and compensation temperatures in previous text has uncovered several interesting physical phenomena that may exhibit our decorated system due to the presence of unconventional three-site four-spin interaction. To put further insight on thermodynamic properties of the system under investigation, one should also discuss thermal variations of the magnetization, correlation functions, entropy, specific heat and Helmholtz free energy. One of the most interesting thermal variations of the magnetization pertains to the ferrimagnetic case with the existence of compensation points at finite temperatures. To illustrate such a behavior, several temperature dependencies of the absolute value of total magnetization per one atom are depicted in Fig. 5.14 choosing suitable values of all relevant parameters. As one can see the curves corresponding to negative value $d$ exhibit compensation temperature, while for $d = 0.0$ no compensation appears. These results are in perfect correspondence with those presented in Figs. 5.11-5.13. Here one should mention that the investigation of compensation temperatures is
Fig. 5.15: $T - \alpha$ dependence of the total magnetization per spin for $d = -1$ and a) $\lambda = 0$, b) $\lambda = 1$.

Fig. 5.16: $T - \alpha$ dependence of the correlation function $\langle S_{k\mu k} \rangle$ a) for $d = -1$ and b) for $d = 1$. For both cases $\lambda = 1$.

...also of interest in connection with possible applications in development of new magnetic recording media. In Figs. 5.15 a) and b) there are shown the dependencies of magnetization on $T$ and $\alpha$ for $d = -1.0$ and $\lambda = 0$ and $\lambda = 1$, respectively. In accordance to the ground-state phase diagram (see Fig. 5.9) one observes seven different ground state levels of magnetization. These different magnetization levels originate from the fact that for various combinations of parameters, the minimum value of the internal energy corresponds to different spin configurations at $T = 0.0$.

To support this statement, the correlation functions $\langle S_{k\mu k} \rangle$, $\langle S^2_{k\mu k_1 k_2} \rangle$ and quadrupolar moment $\langle S^2_k \rangle$ as a function of $T$ and $\alpha$ are, respectively, depicted in Figs. 5.16 and Fig. 5.17 for $\lambda = 1.0$, $d = -1$ and $1.0$. The presented dependencies of correlation functions provide the complete information about spin configurations within each local bond which is described by the...
bond Hamiltonian (4.19), while the quadrupolar moment describes the occupation of the ±1/2 and ±3/2 spin states on the B sublattice. One should notice here, that the comparison of results for \( d = -1 \) with those for \( d = 1 \) indicates that the role of the crystal field parameter in the systems with three-site four-spin interaction is significantly reinforced in comparison with the standard Blume-Capel models on decorated lattices [128].

Similarly as in the case of spin-one decorated model studied in previous section, also for the current system with \( S = 3/2 \) exhibits very interesting behavior for the special case of \( \alpha = 0 \), i.e., the systems with pure three-site four-spin interaction. As we have already discussed above, in this particular case the sublattice \( B \) remains strongly disordered down to zero temperature, while the sublattice \( A \) exhibits the standard long-range order at \( T = 0 \).

Subsequently, the system as a whole will be partially ordered with some non-zero entropy at the ground state and moreover this picture remains unchanged even for arbitrary non-negative \( \lambda \). In order confirm this behavior, thermal variations of the entropy for \( \alpha = 0 \) and \( \lambda = 1.0 \) and several typical negative and positive values of \( d \) are presented in Fig. 5.18. As one can see from the figure, for \( d = -0.25 \) one observes \( S/N k_B = \ln(2^4) = 2.7726 \), while for all other values of \( d \neq -0.25 \) one finds \( S/N k_B = \ln(2^2) = 1.3863 \). These values correspond to the co-existence of four and two ground-state phases, respectively, and they are in a perfect agreement with the ground-state phase phase diagram (see Fig. 5.9).

Next, in order to illustrate the influence of both bilinear interactions on magnetic properties of the system, the temperature variations of entropy for \( \alpha = \pm 1, \lambda = 1.0 \) and some generic values of \( d \) are shown in Fig. 5.19. As one can see, the only non-zero value of the entropy appears now for \( d = -0.75 \), that corresponds to the ground-state phase point located exactly on the line given by the equation \( d = \pm 0.5 \alpha - 0.25 \). Moreover, one also observes that the entropy does not depend on the sign of parameter \( \alpha \), thus the system takes exactly the same values of entropy for the ferromagnetic as well as for the ferrimagnetic equilibrium thermodynamic states for arbitrary fixed values of \( \lambda \) and \( d \).
To complete the investigation of thermal properties of our system, one has to calculate the magnetic part of the specific heat. Several interesting results for thermal variations of the specific heat are shown in Fig. 5.20. Here one can notice that all curves exhibit Onsager type singularity at the corresponding critical temperature and moreover, for $T \to 0$ all curves go to zero in agreement with the Third Law of Thermodynamics. It has been also observed that the specific heat exhibits for some combinations of parameters a local maximum in the low-temperature region. This broad maximum appears always, whenever the relevant set of parameters is selected from the close neighborhood of ground-state phase boundaries. In such a case the relevant spin
Fig. 5.20: Temperature dependencies of the reduced magnetic specific heat for $\lambda = 0$ and several characteristic values of the parameter $d$ at a) $\alpha = 0$ and b) $\alpha = \pm 1$. Copyright © 2017 Elsevier.

Fig. 5.21: $T - d$ dependence of the $z$ Helmholtz free energy for the case $\lambda = 0$ and $\alpha = 0$.

states are very easily thermally excited and there appears a strong mixing of different spin states on the $B$ sublattice.

Finally, it well known from general thermodynamic principles that the equilibrium Helmholtz free energy must be a concave function of temperature. The representative case confirming such a behavior is displayed in Fig. 5.21. Additionally, one can see from the figure that for negative values of $d$ parameter, the temperature dependence of free energy starts from positive values.
Since at $T = 0$ the free energy equals to internal energy, then the boundary between $f > 0$ and $f < 0$ at $T = 0$ is given by $0 = -0.25J_4 S_k^2 - dS_k^2$. At the ground state this causes, that the $B$ sublattice of the system with spins $S_k$ cannot take $\pm \frac{3}{2}$ values. This behavior shifts the system to significantly higher energy level. Subsequently, when the temperature increases, a number of decorating $S_k$ spins flip to $\pm \frac{3}{2}$ states balancing the thermodynamic equilibrium. Here we can clearly see, how the higher value of negative crystal field pushes the system to the less favorable energy conditions.
6 Critical properties of the mixed spin-1/2 and spin-1 Ising model with three-site four-spin interaction on the honeycomb lattice

In previous sections we have discussed two models with three-site four-spin interaction on the square lattice, the bond of which have been decorated by spin-1 or by spin-3/2 atoms. The results presented for various physical quantities have revealed how the value of decorating spin influences magnetic properties of the system when others parameters are fixed. Another very interesting task related to the models under investigation is to clarify the influence of topology of underlying decorated lattice on its magnetic behavior. In order to put some insight on this problem, we will study in this section phase diagrams of the mixed spin-1/2 and spin-1 Ising model with three-site four-spin interaction on the honeycomb lattice.

6.1 Definition of the model and its exact solution

The system under investigation is represented by different kind of atoms with spins $\mu = 1/2$ and $S = 1$ arranged in a two-dimensional honeycomb lattice with the coordination number $z = 3$, as it is depicted in Fig. 6.1. That lattice may be apparently divided onto two interpenetrating sublattices with the equal number of lattice sites, to be denoted as $A$ and $B$ sublattice, respectively. The number of atoms on each separate sublattice will be by definition set to $N$, so that the total number of atoms on the whole honeycomb lattice will be $2N$.

The model presented in Fig. 6.1 can be readily solved exactly by applying the general formalism of $Y - \Delta$ transformation (see Subsec. 4.2). For this purpose, the total Hamiltonian is again expressed as a sum of site Hamiltonians, i.e.,

$$
\mathcal{H} = \sum_{k=1}^{N} \mathcal{H}_k(S_k, \mu_{k1}, \mu_{k2}, \mu_{k3}),
$$

(6.1)

![Honeycomb lattice with the three-site four-spin interactions and corresponding simple triangular lattice that appears after its transformation.](image)
where the site Hamiltonian $H_k$ reads

$$H_k = -J(\mu_{k1} + \mu_{k2} + \mu_{k3})S_k - J'(\mu_{k1}\mu_{k2} + \mu_{k1}\mu_{k3} + \mu_{k2}\mu_{k3})$$

$$- J_4(\mu_{k1}\mu_{k2} + \mu_{k1}\mu_{k3} + \mu_{k2}\mu_{k3})S_k^2 - DS_k^2. \quad (6.2)$$

Here the physical meaning of parameters $J$, $J'$, $J_4$ and $D$ is exactly the same as in Eq. (5.1).

Now, following the standard procedures, one simply obtains the following relations for the partition function and the Helmholtz free energy of the system under investigation

$$Z_h = A^N Z_t(\beta R), \quad (6.3)$$

and

$$F_h = -Nk_B T \ln(A) + F_t(\beta R), \quad (6.4)$$

where the subscripts $h$ and $t$ denote the honeycomb and triangular lattice, respectively. The parameters $A$ and $R$ are in general given by (4.16) and for the functions $V_1$ and $V_2$ one simply derives from (4.17) and (4.18) the following expressions

$$V_1 = e^{\frac{3}{4} \beta J'} \left[ 1 + 2 e^{\frac{3}{4} \beta J} e^{\beta D} \cosh \left( \frac{3}{2} \beta J \right) \right], \quad (6.5)$$

$$V_2 = e^{-\frac{1}{4} \beta J'} \left[ 1 + 2 e^{-\frac{1}{4} \beta J} e^{\beta D} \cosh \left( \frac{1}{2} \beta J \right) \right]. \quad (6.6)$$

The Helmholtz free energy of the triangular spin-1/2 lattice $F_t = F_t(\beta R) = -k_B T \ln Z_t(\beta R)$ has been obtained exactly [129–132] and it is given by

$$F_t = -\frac{1}{8\pi^2 \beta} \int_0^{2\pi} \int_0^{2\pi} \ln \left\{ (1 + D^2)^{3/2} + D^3 - D(\cos \theta + \cos \phi + \cos(\theta + \phi)) \right\} \, d\theta d\phi$$

$$- \frac{1}{\beta} \ln 2, \quad (6.7)$$

where $D = \sinh(\beta R/2)$.

### 6.2 Ground state phase diagrams

We again start the ground state analysis by investigating the internal energy $U = \langle H \rangle$ at $T = 0$. Similarly, as for the decorated square lattice, one obtains the internal energy in the form

$$\frac{U}{N} = - J \langle (\mu_{k1} + \mu_{k2} + \mu_{k3})S_k \rangle - J' \langle \mu_{k1}\mu_{k2} + \mu_{k1}\mu_{k3} + \mu_{k2}\mu_{k3} \rangle$$

$$- J_4 \langle (\mu_{k1}\mu_{k2} + \mu_{k1}\mu_{k3} + \mu_{k2}\mu_{k3})S_k^2 \rangle - DS_k^2, \quad (6.8)$$

where the values of correlations function on the r.h.s of previous equation can be simply deduced from the possible spin configuration at $T = 0$. The minimum values of the internal energy for a given spin configuration then determine which phase will be stable in the relevant sector of phase space. Similarly, as in the previous text, numerical results will be presented in terms of reduced dimensionless parameters $\alpha = J/J_4$, $\lambda = J'/J_4$ and $d = D/J_4$. The ground-state
Fig. 6.2: Ground-state phase diagram for arbitrary non-negative values of \( \lambda \). Displayed values in curly brackets denote values of spin \( S_k \) corresponding to each region. Values of spins \( \mu_k \) are equal to \( +\frac{1}{2} \) in the entire plane.

boundaries following from the above mentioned analysis are summarized in Fig. 6.2, where the phase diagram together with relevant spin configurations of decorating atoms are depicted.

The phases observed in relevant regions of Fig. 6.2 can be characterized as follows:

For \( \lambda = 0 \) and \( \alpha = 0 \) there are three different states:

- In the case of \( d < -\frac{3}{4} \) the value \( S_k = 0 \) is preferred with paramagnetic ordering, phase III.
- In the case of \( d = -\frac{3}{4} \) either of the values \( S_k = \pm 1, 0 \) are preferred at equal probability creating partially ordered phase VII.
- In the case of \( d > -\frac{3}{4} \) the values \( S_k = \pm 1 \) are preferred at equal probability creating partially ordered phase VI.

For \( \lambda = 0 \) and \( \alpha < 0 \) there are the following states:

- In the case of \( d < \frac{3}{2}\alpha - \frac{3}{4} \) the value \( S_k = 0 \) is preferred with paramagnetic ordering, phase III.
- In the case of \( d = \frac{3}{2}\alpha - \frac{3}{4} \) the values \( S_k = -1, 0 \) are preferred at equal probability creating partially ordered phase IV.
- In the case of \( d > \frac{3}{2}\alpha - \frac{3}{4} \) the value \( S_k = -1 \) is preferred with ferrimagnetic ordering, phase I.

For \( \lambda = 0 \) and \( \alpha > 0 \) there are also three different states:

- In the case of \( d < -\frac{3}{2}\alpha - \frac{3}{4} \) the value \( S_k = 0 \) is preferred with paramagnetic ordering, phase III.
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<table>
<thead>
<tr>
<th>Phase</th>
<th>Ordering</th>
<th>Entropy</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.</td>
<td>ferrimagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>II.</td>
<td>ferromagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>III.</td>
<td>paramagnetic</td>
<td>0</td>
<td>$\pm\frac{1}{2}$</td>
</tr>
<tr>
<td>IV.</td>
<td>partially ordered</td>
<td>ln 2</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>V.</td>
<td>partially ordered</td>
<td>ln 2</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>VI.</td>
<td>partially ordered</td>
<td>ln 2</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>VII.</td>
<td>partially ordered</td>
<td>ln 3</td>
<td>$+\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Tab. 6.1: Entropy and spin configurations in the ground state areas and also on their boundaries for $\lambda = 0$.

- In the case of $d = -\frac{3}{2}\alpha - \frac{3}{4}$ the values $S_k = +1, 0$ are preferred at equal probability creating partially ordered phase V.

- In the case of $d > -\frac{3}{2}\alpha - \frac{3}{4}$ the value $S_k = +1$ is preferred with ferromagnetic ordering, phase II.

The ground-state phase diagram of the present system is very similar as that one presented in Fig.5.2 for the decorated square lattice. The ferromagnetic, ferrimagnetic and paramagnetic phases are again stable in different regions of the phase space and they are separated by linear phase boundaries given by $d = \pm 3\alpha/2 - 3/4$. Of course, along these phase boundaries the relevant couples of phases may co-exist exhibiting a non-zero value of the entropy. Finally, as it is clear from our analysis, the partially ordered phases also exist for $\alpha = 0$, i.e., for the system with pure three-site four-spin interactions. Let us recall here that one should again treat all partially ordered phases as new separate phases of the system, to be consistent with the discussion in Subsec. 5.2 for the decorated square lattice.

It is also of interest to calculate the entropy of all ground-state phases. This task can be performed using the Boltzmann definition of entropy $S = \mathcal{N}k_B \ln \Omega$, where $\mathcal{N} = 2N$ determines the total number of lattice spins and $\Omega$ denotes the number of states. Obtained values of the entropy for every phase of the mixed spin-1/2 and spin-1 Ising model with three-site four-spin interaction on the honeycomb lattice are listed in Tab. 6.1.
6.3 Finite temperature phases and phase transitions

In order to derive an equation for finite-temperature phase diagrams one substitutes the value of inverse critical temperature of the spin-1/2 triangular lattice (i.e., $\beta_c R = \ln 3$) into Eq. (4.16) and then using Eqs. (6.5) and (6.5) we easily obtains the following relation

$$\lambda \beta_c J_4 + \ln \left[ \frac{1 + 2e^{\frac{3}{2}\beta_c J_4}e^{d\beta_c J_4} \cosh \left( \frac{3}{2} \alpha \beta_c J_4 \right)}{3 + 2e^{-\frac{3}{2}\beta_c J_4}e^{d\beta_c J_4} \cosh \left( \frac{1}{2} \alpha \beta_c J_4 \right)} \right] = 0. \quad (6.9)$$

The phase diagrams in $d - T_c$ space for $\lambda = 0$ and $\lambda = 1.0$ obtained from Eq. (6.9) are depicted in Figs. 6.3a) and b). As one can see, the presented results are very similar as those in Figs. (5.3)a) and b) for the decorated square lattice. The main difference is that for the present model all phase boundaries shifted to higher temperature region, so that magnetic ordering (including the partial ordering) now exists in a wider region of the phase space. Moreover, for the mixed-spin honeycomb lattice one does not observe the re-entrant behavior. These differences, as compared to decorated square lattice, may be attributed to geometric structure of the honeycomb and also to the structure of triangular lattice. Next, an alternative view on the phase diagrams in the $\alpha - T_c$ space for $\lambda = 0$ and $\lambda = 1.0$ is shown in Figs. 6.4a) and b). The results exhibit an expected symmetry around the line $\alpha = 0.0$ and they are in a full agreement with the ground-state phase diagram, shown in Fig. 6.2.

In order to illustrate the fundamental influence of the of the non-zero interaction $J'$ on the phase boundaries, there are in Figs. 6.5a) and b) compared critical surfaces of the mixed spin-1/2 and spin-1 honeycomb lattice lattice for $\lambda = 0.0$ and $\lambda = 1.0$, respectively. Here we again observe qualitatively very similar results as those in the case of the mixed spin-1/2 and spin-1 decorated square lattice. One can clearly see that non-zero $\lambda$ (i.e., $J' \neq 0$) shifts the critical surface towards high temperatures, so that no intersection of this surface with the $\alpha - d$ plane can appear. Consequently, the ground state will be always at least partially ordered.
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Fig. 6.4: Phase diagrams in $\alpha - T_c$ space for $\lambda = 0$ and 1.0.

Fig. 6.5: Phase diagram in $d - \alpha - T_c$ space for $\lambda = 0.0$ a) and for $\lambda = 1$ b).

Finally, it is worth emphasizing that all other physical quantities of the present model will exhibit qualitatively similar behavior as those of the mixed spin-1/2 and spin-1 decorated square lattice, therefore we will not analyze them in this work.
7 Magnetic and critical properties of the decorated triangular lattice with spin 1/2 and 3/2 and three-site four-spin interactions

The main attention is in this part focused on additional clarifying of the influence of multispin interactions on magnetic properties of a decorated triangular system. For this purpose we will again study the mixed spin-1/2 and spin-3/2 Ising model with three-site four-spin interactions (see Fig. 7.1). The ground state, phase diagrams, entropy and magnetization will be discussed and compared with the results obtained for similar models in previous sections. It is clear that such a triangular model is in many regards very similar to that one studied on the decorated square lattice in Subsec. 5.3. Consequently, we can use here all relations derived before with only few small modifications. For this reason, one can now formulate the theory in a very compact form, emphasizing mainly the differences arising due to different geometrical structure of the decorated triangular lattice.

The total Hamiltonian of the system is again defined as a sum of bond Hamiltonian, i.e.,

$$\mathcal{H} = \sum_{k}^{3N} \mathcal{H}_k,$$  \hspace{1cm} (7.1)

where the bond Hamiltonian $\mathcal{H}_k$ has the usual form

$$\mathcal{H}_k = -J(\mu_{k1} + \mu_{k2})S_k - J'\mu_{k1}\mu_{k2} - J_4\mu_{k1}\mu_{k2}S_k^2 - DS_k^2.$$  \hspace{1cm} (7.2)

Fig. 7.1: Fragments of the triangular lattices. Left: Decorated triangular lattice under investigation, where dotted lines denote bilinear interactions $J$, black lines denote bilinear interactions $J'$ and orange lines indicate three-site four-spin interactions $J_4$. The open circles display $\mu_{ki}$ atoms creating a sublattice $A$ and full, light-blue colored ones display decorating $S_k$ atoms creating a sublattice $B$. Right: Original triangular lattice with a simple nearest neighbors bilinear interaction $R$ and $\mu_{ki}$ atoms.
The meaning of all parameters in previous equation is the same as in Eq. (5.1) and spin variables take the values \( \mu_{ki} = \pm 1/2 \) and \( S_k = \pm 1/2, \pm 3/2 \), as it follows from the definition of the model (see Fig. 7.1). Taking into account previous relations, one easily applies the general formalism developed in Sec. 4 to the present model and obtains for the partitions functions the following expression

\[
Z = A^{3N} Z_t(\beta R).
\] (7.3)

In the previous equation \( Z_t(\beta R) \) represents the partition function of the spin-1/2 Ising model on the triangular lattice which of course known exactly [129–132]. The parameters \( A \) and \( R \) are given by Eqs (5.3), (5.6)-(5.9), and the Helmholtz free energy takes the form

\[
F(\beta, J, J_4, J', D) = -3N\beta^{-1} \ln A(\beta, J, J_4, J', D) + F_t(\beta R),
\] (7.4)

where the Helmholtz free energy energy of the non-decorated spin-1/2 triangular lattice \( F_t(\beta R) \) is given by (6.7).

### 7.1 Ground-state phase diagram

Similarly as in previous cases, one has at first to analyze the internal energy of the system, which is given by

\[
\frac{U}{3N} = -J\langle (\mu_{k1} + \mu_{k2})S_k \rangle - J'\langle \mu_{k1}\mu_{k2} \rangle - J_4\langle (S_k^2)^2 \rangle - D\langle (S_k^2) \rangle.
\] (7.5)

Substituting all possible spin configurations into previous equation and looking for its global minima, one obtains the ground-state phase diagram as it is depicted in reduced variables in Fig. 7.2 for \( \lambda = 0.0 \). In the figure, there are also shown possible spin configurations in relevant phases. As one can see, the ground-state phase diagram of the decorated triangular system is
identical with that one of the mixed spin-1/2 and spin-3/2 Ising model on the decorated square lattice. This is obviously a consequence of the fact that the internal energies reduced per one bond are given by the same formula for both decorated lattices (see Eqs. (5.42) and (7.5)). Moreover, it easy to understand that other decorated lattices will have also the same reduced internal energy. Thus one can conclude that ground state of all models with spin-3/2 decorating atoms will have the same ground-state phase diagram independently of the lattice structure, assuming that they are described by the same bond Hamiltonian (7.2).

Indeed, for the present model one again finds four different ordered phases that are separated by phase boundaries at which the system undergoes the first order phase transitions. Along relevant phase boundaries takes place the mixing of neighboring phases, so that one again observes there partially ordered phases with non-zero entropy at \( T = 0 \).

The careful analysis of the phase boundaries leads to following conclusions:

- In the case of \( \alpha = 0 \), \( d = -\frac{1}{4} \) either of the value \( S_k = \pm \frac{3}{2}, \pm \frac{1}{2} \) is preferred with equal probability.
- In the case of \( \alpha = 0 \), \( d > -\frac{1}{4} \) the values \( S_k = \pm \frac{3}{2} \) are preferred.
- In the case of \( \alpha = 0 \), \( d < -\frac{1}{4} \) the values \( S_k = \pm \frac{1}{2} \) are preferred.
- In the case of \( \alpha < 0 \), \( d = \frac{1}{2} \alpha - \frac{1}{4} \) either of the value \( S_k = -\frac{3}{2}, -\frac{1}{2} \) is preferred with equal probability.
- In the case of \( \alpha > 0 \), \( d = -\frac{1}{2} \alpha - \frac{1}{4} \) either of the value \( S_k = +\frac{3}{2}, +\frac{1}{2} \) is preferred with equal probability.

On basis of this analysis one easily calculates possible values of the entropy at \( T = 0 \) that are summarized in Table 7.1.

Moreover, one easily finds, that switching on the pair exchange interaction \( J' \) will not change the ground-state phase diagram.

### 7.2 Finite temperature properties

Although we have found for the decorated triangular system the same ground-state phase diagram as in that one for the decorated square lattice, one can see from Eqs.(5.42) and (7.5) that the value of the total internal energy of the triangular decorated lattice is at \( T = 0 \) lower than the total internal energy of the decorated square lattice. It is therefore of interest to investigate how this difference in total internal energies will influence the phase diagrams at finite temperatures.

The equation for critical boundaries of the mixed spin-1/2 and spin-3/2 sing model on decorated triangular lattice can easily found utilizing Eqs. (5.6)-(5.9) and takes the following form

\[
\ln 3 = \beta_c \left( J' + \frac{9}{8} J_4 \right) + 2 \ln \frac{\cosh \left( \frac{3}{2} \beta_c J \right) + e^{-2 \beta_c (D + \frac{J_4}{4})} \cosh \left( \frac{1}{2} \beta_c J \right)}{1 + 2 e^{-2 \beta_c (D - \frac{J_4}{4})}},
\]

(7.6)

with \( \beta_c = 1/(k_B T_c) \). In deriving of Eq. (7.6) one applies the fact that the inverse critical temperature of the spin-1/2 triangular lattice is given by \( \beta_c R = \ln 3 \).
Solving previous equation numerically, one obtains phase diagrams that are in a perfect agreement with the ground-state phase diagram (see Fig. 7.2). As expected, the phase diagrams for the decorated triangular lattice presented in Figs. 7.3 and 7.4 are very similar to corresponding results for the decorated square lattice (see Figs. 5.11 and 5.13). The main difference is that all phase boundaries are now shifted towards higher temperature region and this effect can be clearly attributed to the higher co-ordination number of the original triangular lattice ($z = 6$).

Next, comparing the results for $\lambda = 0$ and $\lambda = 1$, one can conclude that the next-nearest neighbor bi-linear exchange $J'$ causes increase of the critical temperature $T_c$ and thus enhancing of ordered region, as one can see comparing Figs. 7.3b)-7.3b) with Figs. 7.4a)- 7.5b), respectively. Finally, the critical surfaces depicted in Figs. 7.5 clearly illustrate that the paramagnetic phase can never be stable at $T = 0$, since the critical surfaces do not intersect the $d - \alpha$ plane. In addition, comparing the results for the lattices decorated with spin-3/2 atoms with those obtained for decorating spin-1 atoms, one can conclude that the paramagnetic phase can be stable at $T = 0$ only if decorating atoms have an even spin.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Ordering</th>
<th>Entropy</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$S/ (Nk_B)$</td>
<td>$\mu_k$</td>
</tr>
<tr>
<td>I.</td>
<td>ferrimagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>II.</td>
<td>ferromagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>III.</td>
<td>ferrimagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>IV.</td>
<td>ferromagnetic</td>
<td>0</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>I./II.</td>
<td>partially ordered</td>
<td>$\ln 2^2$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>I./III.</td>
<td>partially ordered</td>
<td>$\ln 2^2$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>II./IV.</td>
<td>partially ordered</td>
<td>$\ln 2^2$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>III./IV.</td>
<td>partially ordered</td>
<td>$\ln 2^2$</td>
<td>$+\frac{1}{2}$</td>
</tr>
<tr>
<td>I./II./III./IV.</td>
<td>partially ordered</td>
<td>$\ln 2^4$</td>
<td>$+\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Tab. 7.1: Entropy and spin configurations in the ground state areas and also on their boundaries for $\lambda = 0$.
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Fig. 7.3: Phase diagrams in $\alpha - T$ space a) for $\lambda = 0$, b) for $\lambda = 1$.

Fig. 7.4: Phase diagrams in $d - T$ space a) at $\lambda = 0$, b) at $\lambda = 1$.

Fig. 7.5: Phase diagrams in $d - \alpha - T$ space a) for $\lambda = 0$, b) for $\lambda = 1$. 
7.3 Magnetization

The analysis presented in previous section can be significantly supported by calculating thermal variations of the sublattice and total reduced magnetizations.

The total magnetization of the decorated triangular lattice reduced per one atom is given by

\[ m = \frac{1}{4} (m_A + 3m_B), \]

where the reduced sublattice magnetizations \( m_A \) and \( m_B \) are defined as

\[ m_A = \langle \mu_{ki} \rangle, \]

and

\[ m_B = \langle S_k \rangle. \]

Applying general equations (5.31) one simply gets

\[ m = \frac{1}{4} (1 + 3A_1)m_t, \]

where the coefficient \( A_1 \) is given by (5.26).

The magnetization \( m_t(\beta R) = \langle \mu_{ki} \rangle_t \) of the original non-decorated triangular lattice has been already analytically calculated by Potts [133] in the form

\[ m_t = \langle \mu_k \rangle_0 = \frac{1}{2} \left( 1 - \frac{16a^6}{(1 + 3a^2)(1 - a^2)^3} \right)^{\frac{1}{2}}, \quad a = e^{-\frac{\beta R}{2}}. \]

The numerical results obtained for sublattice magnetizations using previous formulas are for \( \lambda = 0.0, \alpha = 0 \) and \( |\alpha| = 1.0 \) shown in Figs. 7.6a) and 7.6b). The most important
Fig. 7.7: Magnetization per 1 spin on the sublattice $B$ dependence on $k_B T/J_4$ in several significant $d$ values for $\lambda = 0$ and a) at $\alpha = +1$, b) at $\alpha = -1$.

Fig. 7.8: Total magnetization per 1 spin dependence on $k_B T/J_4$ in several significant $d$ values for $\alpha = \pm 1$ and $\lambda = 0$.

finding following from the figures is that the sublattice magnetization $m_A$ takes its saturated value $m_A = 0.5$ at $T = 0.0$ for an arbitrary set of interaction parameters. On the other hand, the saturated value of $m_B$ strongly depends on the value of $\alpha$ and in agreement with the ground-state analysis one finds the following three possibilities:

- $m_B = 0$ for $\alpha = 0$
- $m_B > 0$ for $\alpha > 0$
- $m_B < 0$ for $\alpha < 0$

The thermal variations of $m_B$ are for $\alpha \pm 1$ depicted in Figs. 7.7. Finally, the total magnetization as a function of temperature may be seen in Fig. 7.8 for $\alpha \pm 1$. Accordingly, there are six different magnetization levels at $T = 0$ depending on the value of $d$. 
8 Magneto-elastic and spin-phonon interaction on triangular lattice

In this part we will briefly comment on magnetic properties of a spin system on the triangular lattice where beside conventional spin-spin interactions are present also magneto-elastic and spin-phonon interactions.

8.1 Definition of the model and its exact solution

The system under investigation is a mixed spin-1 and spin-1/2 Ising model on the two-dimensional triangular lattice with several different interactions as it is shown in Fig. 8.1 a).

The vertices of each triangle are occupied by A-type atoms with spin variable $\mu_{ki}$ assumed to take the values $\mu_{ki} = \pm \frac{1}{2}$, while in the middle of each edge are located B-type atoms with spin variable $S_k$ assumed to take the values $S_k = \pm 1, 0$. The total number of A-type atoms is $N$ and the total number of bonds is $Nz/2 = 3N$, where $z$ denotes coordination number of the non-decorated lattice. The total number of B-type atoms is equal to the total number of bonds, so it equals $3N$. From now on, we simply name A-type atoms as $\mu_{ki}$ spins and B-type atoms as $S_k$ spins and therewith the word bond means one entire edge of the triangle created by two A-type atoms. In contrast to previously investigated models, the $S_k$ spins are allowed to vibrate harmonically around a mean position located in the middle of the relevant bond.

Due to magneto-elastic properties, the magnetic energy of the $k$-th bond must be mathemati-

---

Fig. 8.1: a) The fragment of the decorated triangular lattice under investigation. The dotted lines denote bilinear interactions $J$ between nearest neighbors and orange lines indicate three-site four-spin interactions $J_4$. The open circles display spin-1/2 atoms creating a sublattice $A$ and full, light-blue colored ones, display decorating spin-1 atoms positioned flexibly and creating a sub-lattice $B$. b) The fragment of the original undecorated triangular lattice occupied with $\mu_{ki}$ spins which are coupled with $R$ interaction.
cally described by the modified bond Hamiltonian which takes the form

\[ \hat{H}^{(me)}_k = -DS^2_k - JS_k [(1 - \varepsilon \hat{x}_k) \mu_{k1} + (1 + \varepsilon \hat{x}_k) \mu_{k2}] . \] (8.1)

Here \( J \) denotes the bilinear exchange interaction between nearest neighbors \( \mu_{ki} - S_k \), \( D \) indicates a single-ion anisotropy parameter and \( \hat{x}_k \) stands for the position operator of \( S_k \) spin. The interaction parameters \( J, D \) are allowed to take arbitrary positive or negative values. The elasticity of the \( k \)–th bond is expressed by means of the parameter \( \varepsilon \) representing the impact of change of \( S_k \) spin position to the magnitude of \( J \) interaction.

The energy of quantum harmonic oscillations of decorating B-type atoms with spin variable \( S_k \) can be obviously described using the phononic part of Hamiltonian, i.e.,

\[ \hat{H}^{(ph)}_k = \frac{1}{2} \hat{p}_k^2 + \frac{1}{2} K_2 (-\hat{x}_k)^2 + \frac{1}{2} K_2 (+\hat{x}_k)^2 , \] (8.2)

where \( \hat{p}_k \) is the momentum operator of B-type atoms and \( K_2 \) means the stiffness constant of \( \mu_k - S_k \) bond (a greater value for \( K_2 \) signifies a tighter bond).

The total Hamiltonian of the system is then given by

\[ \hat{H} = \sum_{k=1}^{3N} \left( \hat{H}^{(me)}_k + \hat{H}^{(ph)}_k \right) \] (8.3)

and contributions to the bond Hamiltonians can be, respectively, rewritten as

\[ \hat{H}^{(me)}_k = -DS^2_k - JS_k (\mu_{k1} + \mu_{k2}) - L\hat{x}_k S_k (-\mu_{k1} + \mu_{k2}) \] (8.4)

\[ \hat{H}^{(ph)}_k = \frac{1}{2} \hat{p}_k^2 + K_2 \hat{x}_k^2 , \] (8.5)

where the new parameter \( L = J\varepsilon \) in (8.4) can be interpreted as an effective two-spin interaction appearing due to small change of \( S_k \) spin position.

In order to determine the partition function one firstly needs to separate the magnetic variables from the position operators in (8.4). For this purpose we introduce the following canonical transformations [134], [135]

\[ \hat{x}_k = \hat{X}_k + \frac{1}{2} \frac{L}{K_2} S_k (-\mu_{k1} + \mu_{k2}) , \] (8.6)

and

\[ \hat{p}_k = \hat{P}_k . \] (8.7)

Substituting previous equations into (8.4) and (8.5) one obtains

\[ H^{(M)}_k = -JS_k (\mu_{k1} + \mu_{k2}) - DS^2_k - \frac{1}{8} \frac{L^2}{K_2} S_k^2 + \frac{1}{2} \frac{L^2}{K_2} S_k^2 \mu_{k1} \mu_{k2} \] (8.8)

\[ H^{(P)}_k = \frac{1}{2} \frac{\hat{P}_k^2}{m} + K_2 \hat{X}_k^2 . \] (8.9)
As one can see the transformation procedure introduced above really separates magnetic and translation degrees of freedom and mathematically generates a new effective multispin interaction which is surprisingly the well-known three-site four-spin interaction. Consequently, the total bond Hamiltonian takes the form
\[ \hat{H}_k = \hat{H}_k^{(M)} + \hat{H}_k^{(P)} \] (8.10)
and the total partition function of the present system can be expressed as
\[ Z = \sum_{\{\mu_{ki}\}}^{3N} \prod_{k=1}^{3N} Z_k^{(M)} Z_k^{(P)} \] (8.11)
or
\[ Z = \left( Z_k^{(P)} \right)^{3N} \sum_{\{\mu_{ki}\}}^{3N} \prod_{k=1}^{3N} Z_k^{(M)}, \] (8.12)
where
\[ Z_k^{(P)} = \sum_{n=0}^{\infty} e^{-\beta \hbar \omega (n+\frac{1}{2})}, \quad \omega^2 = \frac{2K_2}{m} \] (8.13)
and
\[ Z_k^{(M)} = \sum_{S_k=0,\pm 1} e^{-\beta H_k^{(M)}}. \] (8.14)
After evaluating the summation in (8.13) and (8.14), one obtains for the phononic and magnetic partition function of \( k \)-th bond the following simple expressions
\[ Z_k^{(P)} = \frac{1}{2 \sinh \left( \frac{1}{2} \beta \hbar \omega \right)}. \] (8.15)
and
\[ Z_k^{(M)} = 2 e^{\beta D} e^{\frac{1}{2} \beta \frac{\mu_1^2}{K_2} e^{-\frac{1}{2} \beta \frac{\mu_2^2}{K_2} \mu_1 \mu_2}} \cosh \left[ \beta J (\mu_{k1} + \mu_{k2}) \right] + 1. \] (8.16)
Using Eq. (8.15) and introducing the total partition function of magnetic subsystem
\[ Z^{(M)} = \sum_{\{\mu_{ki}\}}^{3N} \prod_{k=1}^{3N} Z_k^{(M)}, \] (8.17)
one rewrites Eq.(8.12) as
\[ Z = \left( \frac{1}{2 \sinh \left( \frac{1}{2} \beta \hbar \omega \right)} \right)^{3N} Z^{(M)}, \] (8.18)
and moreover, one may evaluate the magnetic partition function \( Z^{(M)} \) applying the decoration-iteration transformation (see Sec. 5). After a straightforward calculation one obtains

\[
Z^{(M)}(\beta, J, L, K, D) = A^{3N} Z_t(\beta R),
\]

where \( Z_t(\beta R) \) is of course the partition function of the spin-1/2 triangular lattice [129–132] and \( R \) represents the interaction present in that original triangular lattice as it is depicted in Fig. 8.1 b). The equations for transformation parameters \( A \) and \( \beta R \) take the standard form, i.e.

\[
\beta R = 2 \ln \frac{w_1}{w_2},
\]

and

\[
A^2 = w_1 w_2,
\]

where

\[
w_1 = 2e^{\beta D} \cosh(\beta J) + 1,
\]

\[
w_2 = 2e^{\beta D} e^{\frac{\beta J}{\sqrt{\kappa_2}}} + 1.
\]

Obviously, the total magnetization per one site of decorated lattice comprises both sublattice magnetization in the following way

\[
m = \frac{1}{4} (m_A + 3m_B),
\]

where for the evaluation of \( m_A \) and \( m_B \) one may apply all procedures and equations derived in Sec. 5

### 8.2 Ground state phase diagram

We will now briefly review numerical results for the model under investigation using the reduced dimensionless parameters \( d = D/J, \kappa_2 = K_2/J \) and \( \varepsilon = L/J \). In order to establish the ground state of the system, we have to find global minima of the total reduced internal energy, which now takes the form

\[
\frac{U}{3N J} = -\langle S_k(\mu_{k1} + \mu_{k2}) \rangle - d \langle S_k^2 \rangle - \frac{1}{8} \frac{\varepsilon^2}{\kappa_2} \langle S_k^2 \rangle - \frac{1}{2} \frac{\varepsilon^2}{\kappa_2} \langle S_k^2 \mu_{k1} \mu_{k2} \rangle + \frac{h\omega}{J}.
\]

In general, the existence and stability of various phases in the decorated system depend also on the behavior of the original lattice, therefore it is very useful to investigate also the parameter \( \beta R \) in the limit of \( \beta \to \infty \), i.e.,

\[
\lim_{\beta \to \infty} \beta R = \lim_{\beta \to \infty} 2 \ln \frac{2 \cosh(\beta J) + \exp(-d\beta J)}{2 \exp\left(\frac{\varepsilon^2}{4\kappa_2} \beta J\right) + \exp(-d\beta J)}.
\]

On the basis of this analysis one can discern five different regimes of \( \beta R \) interaction that are listed in Tab. 8.1. As one can see, the competition of single-ion anisotropy term \( \exp(-d\beta J) \)
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<table>
<thead>
<tr>
<th>$βR$ interaction value</th>
<th>Region</th>
<th>$⟨μ_k⟩$</th>
<th>$⟨S_k⟩$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$βR → ∞$</td>
<td>Ferromagnetic</td>
<td>$1/2$</td>
<td>$1$</td>
</tr>
<tr>
<td>$0 &lt; βR ≈ 1.39 &lt; ∞$</td>
<td>Ferro-Paramagnetic</td>
<td>$0.475$</td>
<td>$0.475$</td>
</tr>
<tr>
<td>$βR = 0$</td>
<td>Paramagnetic</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$∞ &lt; βR ≈ −0.81 &lt; 0$</td>
<td>Ferro-Antiferro, Paramagnetic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$βR → −∞$</td>
<td>AntiFerromagnetic</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 8.1: Table of spin mean values for various $βR$ interaction values at zero-temperature limit for $λ = 0$ and $κ_2 = 1$. In this $βR$ analysis, $⟨μ_k⟩$ and $⟨S_k⟩$ values for AF states are not calculated because here used formula for $⟨μ_k⟩$ is valid for the ferromagnetic phase only.

Fig. 8.2: Ground-state phase diagram in $ε − d$ space for $κ = 1.0$. Ferro denotes ferromagnetic state, Para means paramagnetic state and AF indicates anti-ferromagnetic state.

at the point $d = −1$ with the nearest neighbor bilinear interaction term $\cosh (βJ)$ is just the reason causing the finite and also non-zero $βR$ limit here. Thus, the competition of single-ion anisotropy term with another interaction is the reason inflicting the special partially ordered phase with non-saturated magnetic order $m_A = m_B = 0.475$ at zero temperature. The typical ground-state diagram in $ε − d$ plane is depicted in Fig. 8.2 for $κ = 1.0$ and similarly as in other works [135], the range of $ε$ is left to be large enough in order to identify all possible phases in the system. One can see from the figure that three standard magnetic phases (ferromagnetic,
antiferromagnetic and paramagnetic) may exist in different regions of the phase space. Along phase boundaries the relevant couples of phases may co-exist, thus the system will exhibit a first order phase transition when crossing a phase boundary. Additionally, for $d = -1$, one observes again an unusual partially ordered phase with $m_A = m_B = 0.475$. Although this value exactly coincides with the value of $m_A$ obtained for the partially ordered phase in the mixed spin-1/2 and spin-1 Ising model on decorated square lattice (see Subsec. 5.2), there is a principal difference between two cases. Namely, the above mentioned partially ordered phase appears on the decorated square lattice only if all pair exchange interactions are zero and moreover one also finds there the sublattice magnetization $m_B = 0$. In the present system, the pair interaction is non-zero and the partially disordered phase has also $m_B = 0.475$. Another important finding is that such a partially ordered phase apparently appears also in the system with $\epsilon = 0$, which corresponds to the standard mixed spin-1/2 and spin-1 decorated triangular lattice. In fact, this findings are very surprising and indicate that in the investigation of standard decorated lattices has been overlooked the existence of very interesting unconventional magnetic phase.

### 8.3 Finite temperature phase diagrams and magnetization

The finite temperature phase transitions can be obtained solving the following equation numerically

$$\ln 3 = 2 \ln \frac{2 \cosh(\beta c J) + \exp(-d \beta c J)}{2 \exp\left(\frac{\epsilon^2}{4\kappa_2} \beta c J\right) + \exp(-d \beta c J)}.$$  \hspace{1cm} (8.27)

At first, in Fig. 8.3 there is depicted a global view on the critical surface taking parameters $d$ and $\epsilon$ as independent variables. As one can see, the critical surface enwraps the region of ferromagnetically ordered states, where both sub-lattice magnetizations have nonzero values and
one should also note that these ordered states are firmly restricted to particular values of elasticity and single-ion anisotropy parameters, namely \( d > -1 \) and \( |\varepsilon| < 2 \). In order to uncover further details, that are to a large extent lost in three-dimensional picture, we present in Figs. 8.4 and 8.5 two dimensional variations of critical temperature. The dependence of critical temperature on single-ion anisotropy \( d \) is illustrated in Fig. 8.4 for several typical values of elasticity. As usually, above each critical line, the system \( d > -1 \) support the existence of ordered state bellow a proper critical temperature. On the other hand, the increasing elasticity destroys the magnetic ordering and supports the paramagnetic phase at lower temperatures and as it follows from Fig. 8.5 for values \( |\varepsilon| \geq 2 \) the elasticity prevents to get ordered state at any temperature.

Next one should notice the critical curves in Fig. 8.5 corresponding to specific single-ion...
anisotropy values from a narrow region \( d \in (-1.061, -1) \). These closed curves of the critical temperature reveal a special issue, when with the decreasing temperature the system firstly proceeds from a disordered phase to the ordered one (which is inside of the self-closed line) and then reaches again the disordered phase which extends down to zero temperature. The appearance of partially ordered phase with \((m_A, m_B) = (0.475, 0.475)\) can be definitely confirmed from the study of thermal variations of magnetization down to zero temperature, by selecting the values of crystal field from the neighborhood of \( d = -1.0 \). In Figs. 8.6 and 8.7 there are depicted the thermal dependencies of sublattice magnetizations for \( \varepsilon = 0.5 \) and \( \varepsilon = 0.0 \), respectively, selecting three typical values of the crystal field a putting \( \kappa_2 = 1 \). The presented dependencies are in a perfect agreement with the ground-state analysis and they also clearly demonstrate the existence of partially ordered phase for \( d = -1 \), as well as, the reentrant behavior (see the curve for \( d = -1.01 \)).
In this work we have reviewed experimental and theoretical studies dealing with higher-order interactions. In particular, we have focused our attention on the detailed discussion of magnetic systems with higher-order spin interactions. In general, there are many kinds of multispin interactions that can be relevant for the description of many real magnetic compounds. In order to enlighten the impact of higher-order spin interactions in magnetic systems, we have in Sec. 2 extensively reviewed research works treating this subject both experimentally and theoretically. We have discussed many interesting physical phenomena, understanding of which requires to go beyond the standard physical picture based on the pair bilinear interactions only. As it follows from our discussion, the most important higher-order interactions in magnetic systems are the four-spin ones. The existence and impact of these interactions has been experimentally established in many real magnetic compounds and these observations have initiated the development of theoretical methods that are able to incorporate the energy terms with higher-order spin interactions and explain experimental data. Many novel results that are closely related to the four-spin interactions have been accumulated over decades and therefore, we have tried in Sec. 3 to classify these interactions in a logical manner. The particular attention has been payed to the explanation of three-site four spin interactions, which can be related to the magneto-elastic and magnetostriction phenomena. In fact, this type of interactions has a very special kind of symmetry with respect to the spin reversal procedure and therefore these interactions may produce some unexpected physical phenomena in magnetic systems.

Here it is necessary to emphasized, that the theoretical investigation of multispin interactions in magnetic systems is as a rule based on various Ising and Heisenberg models, which are able to incorporate higher-order spin interaction energy terms in a simple and consistent manner. Moreover, the theoretical studies based on Ising and Heisenberg models may provide even exact results for all relevant physical quantities. Taking into account this important feature and owing also to some exclusivity of the three-site four-spin interactions, we have in the second part of this work reviewed in detail recent theoretical results obtained for different exactly solvable mixed-spin Ising models with three-site four-spin interactions on various decorated lattices. It follows from our analysis that this kind of higher-order spin interactions initiates the appearance of several unconventional partially ordered magnetic phases, that may exhibit different non-zero values of the entropy at $T = 0$. Moreover, the careful analysis of the exactly solvable mixed-spin Ising model on the decorated triangular lattice with magneto-elastic coupling has revealed that the partially disorder phase may be found also in the standard decorated models with pair interactions and crystal field only.

Without any doubts, the research of higher-order interactions in general, and investigation of magnetic spin systems with multispin interactions in particular, represent a very important field of study which deserves in the future much more attention both from experimental and theoretical physicists. The future development of this research field will definitely help to understand observed experimental data in many magnetic compounds and from the viewpoint of basic physics it has a potential to discover new physical phenomena originating deeply from the new symmetries present in the systems with higher-order interactions.
Acknowledgments

Acknowledgement: This work was financially supported by the grant of Scientific Grant Agency of The Ministry of Education, Science, Research, and Sport of the Slovak Republic under contract No. VEGA: 1/0531/19 and by the grant of Slovak Research and Development Agency provided under contract No. APVV 16-0186.
References

Exactly solvable Ising models with multispin interactions

Professor Michal Jaščur received his PhD degree in condensed matter physics in 1995 from P. J. Šafárik University in Košice under supervision of Prof. Andrej Bobák. In 2000 he defended the habilitation in physics and since then until 2014 he served at P. J. Šafárik University in Košice as an associate professor. Now he holds the position of full professor in physics at the same institution. In the past he spent two years as a researcher under supervision of Prof. Takahito Kaneyoshi at Nagoya University. He also was JSPS fellow and for many years he develops a research collaboration with Prof. Tadeusz Balcerzak and Dr. Karol Szalowski from the University of Lodz in Poland. His primary research interests are in the condensed matter theory including an investigation of magnetic, thermal, electron and elastic properties of various physical systems.

RNDr. Ing. Viliam Štubňa, PhD. received his PhD degree in the field of general and mathematical physics in 2019 from P. J. Šafárik University in Košice under supervision of Prof. Michal Jaščur. Within his study he spent three months as a researcher at JINR Dubna working on development of various mathematical methods using parallel programming in CUDA environment. His research interests cover the statistical physics and its applications to magnetic systems, mainly those with the higher-order interactions.