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In the current review, we study the model of quantum graphs. We focus mainly on the reso-
nance properties of quantum graphs. We define resolvent and scattering resonances and show
their equivalence. We present various results on the asymptotics of the number of resolvent
resonances in both non-magnetic and magnetic quantum graphs and find bounds on the coef-
ficient by the leading term of the asymptotics. We explain methods how to find the spectral
and resonance condition. Most of the notions and theorems are illustrated in examples. We
show how to find resonances numerically and, in a simple example, we find trajectories of
resonances in the complex plane. We discuss Fermi’s golden rule for quantum graphs and
distribution of the mean intensity for the topological resonances.
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1 Introduction

Quantum mechanics is quite an unintuitive theory, in which experience from our common life
often fails to describe the results of experiments. However, a mathematical theory based on a
few simple axioms gives quite a precise explanation of experimental results. One of the most
famous examples is the sequential Stern-Gerlach experiment, where particles with spin 1/2 are
by a non-homogeneous magnetic field split up into two beams with different spin components
and spin in different directions is measured (see e.g. chapter 1 in [Sak94]).

Also, waveguides provide an example, where our intuition fails. If a small ball rolls in a bent
groove on the table, it continues moving in after the turn. On the other hand, an electron in a bent
waveguide behaves differently than the ball in this mechanical example. For certain energies,
it “gets stuck” in the curve. More precisely, there are bound states in a bent infinite quantum
waveguide, as proven in [EŠ89].

In the present survey, we are interested in a network build from these waveguides (or quantum
wires) in the limit where their width approaches zero. This quantum graph is quite a simple
model which studies the behaviour of a quantum particle on this network. The simplicity of this
model allows to exactly solve various problems and therefore discover nontrivial phenomena and
better understand them.

First attempts to place a quantum particle to a graph date back to 1930’s (Pauling [Pau36]
studied diamagnetic properties of aromatic molecules) and 1950’s (work of Ruedenberg and
Scherr [RS53] on π-electron behavior in aromatic molecules). There are three electrons present
for each carbon atom in the molecule of naphthalene. Two of them are σ-electrons, which are
responsible for bonds between the carbon atoms and they therefore form two hexagons with one
joint edge. The remaining one π electron can move through the whole structure in the effective
potential. In the simplified model, the π electrons move only in the edges which connect two
neighbouring carbon atoms, i.e. the corresponding quantum graph. The model of quantum
graphs has been developed mainly in the last thirty years. Relations to various areas of physics
have been established; the quantum graphs can be used e.g. for describing photonic crystals,
carbon nano-structures, thin waveguides or some problems in dynamical systems.

The metric graph is equipped with a second order differential operator (acting as − d2

dx2 ),
which is the quantum Hamiltonian in a certain set of units. One can add an electric potential
V (x) on the internal edges of the graph (in this review we will not consider this case) or con-
sider a magnetic Hamiltonian (acting as −

(
d
dx + iAj(x)

)2
) on the internal edges of the graph.

One can show (see e.g. [EL11]) that the magnetic Hamiltonian is equivalent to a non-magnetic
Hamiltonian with changed coupling conditions. Magnetic Hamiltonians on quantum graphs were
studied e.g. in [Pan06,GG08,BW14,Ber13,EM15,Exn97,Kur11,EL11]. In this review, attention
is paid to magnetic quantum graphs in Section 11.

From a mathematical point of view, the model of quantum graphs is quite simple – it is a
set of ordinary differential equations. Hence, it can be used as a toy model for various notions.
For instance, it has been used for the study of quantum chaos; see e.g. two pioneering articles
[KS97, KS99a], the paper [GS06] or the study [BBK01], where spectral statistics of quantum
graphs is compared to the previously known chaotical two-dimensional system of Šeba billiard
[Šeb90].

Effects of disorder on the stability of the absolutely continuous spectra were studied e.g.
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in [ASW06a, ASW06b]. This topic is closely related to so-called Anderson localization, where
random perturbation causes that localized states arise at the edges of absolutely continuous spec-
tra. Again, due to their relative simplicity, quantum graphs can be used to study these effects.

The coupling conditions used in this review were defined in the papers [KS99b,KS00,Har00]
and previously in a more general form in the book [GG91]. For quantum graphs also the number
of nodal domains can be studied (see e.g. papers [GSW04, Ban14, OB12]).

Another interesting problem is the question of isospectrality. Famous Kac’s question “Can
one hear a shape of a drum?” can be rephrased also for quantum graphs as “Can one hear a shape
of a graph?”. This means if there exist two different graphs with the same spectra or not. (It is
easy to show that pairs of such graphs exist if one allows for general coupling; for a more non-
trivial setting we assume standard coupling at the vertices – continuity of the functional value
and sum of the outgoing derivatives being equal to zero.) It was formerly established that there
exist pairs of isospectral combinatorial graphs. For quantum graphs, existence of pairs of graphs
with the same spectrum was proven e.g. in [vBe01, GS01, BPB09]. On the other hand, Gutkin
and Smilansky [GS01] also show that for graphs with rationally independent edges, which are
strongly coupled (i.e., there are no zeros in the vertex-scattering matrices defined in Section 12)
and do not have loops (edges starting and ending at one vertex) and multiple edges between a
given pair of the vertices, the spectrum is unique.

For a more detailed introduction to quantum graphs and more examples of their usage, we
refer the reader to the book by Berkolaiko and Kuchment [BK13], papers [Kuc04,Kuc05,Kuc08]
or Chapter 17 of the book [BEH08]. There exist generalizations of quantum graphs, we mention
the hedgehog manifolds, where to a Riemannian manifold half-lines are attached. The reader can
find more details in the publications [BEG03, BG03, EŠ97, ETV01, Kis97, EL13]. Hamiltonians
on “fat” graphs can be also considered and convergence to quantum graphs is studied. This “fat”
graph is some neighbourhood of a metric graph and, of course, corresponding partial differential
equations should be solved to find its spectral and resonance properties. For results on conver-
gence of “fat” graphs to quantum graphs we refer to the book [Pos12] or a series of papers by
Exner and Post [EP05, EP07, EP09, EP13]. These results show that quantum graphs are feasible
approximations of graph-like structures made from quantum wires.

Another generalization of quantum graphs are so-called “leaky” graphs where tunneling be-
tween nearby edges is allowed (see review [Exn07] and references therein). In this model the
spectral problem

−∆u = α(x)δ(x− Γ)u+ λu

is considered, where δ(x−Γ) is a delta distribution supported on the metric graph Γ, α(x) is the
coefficient giving strength of the interaction, λ is the spectral parameter and u is the wavefunction
in two or three dimensions.

Aside from the spectrum of quantum graphs, we can study transport properties of this model.
In the current review, we define resonances and introduce some of their properties, which we
illustrate in simple examples. By resonances we mean complex points in the energy plane. The
resonances can be obtained by the method of external complex scaling developed in 1970’s by
Aguilar, Baslev and Combes, see pioneering works [AC71, BC71, Si79]. Its main idea is that
functions (generalized eigenfunctions for a resonance) which were not square integrable become
after transformation square integrable. Therefore, resonances may be obtained as eigenvalues
of a certain non-self-adjoint operator (scaled Hamiltonian). For quantum graphs it was applied
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in [EL07] to obtain equivalence of resolvent and scattering resonances, which is in a more general
setting described in [EL13] and this review.

Resonances appear in various branches of physics; we can find them in acoustics, mechanics,
in electrical circuits or particle physics. In quantum physics we can look at them as certain
generalization of the notion of eigenvalues; the main difference is that corresponding generalized
eigenfunctions are not necessarily square integrable. We may also further look at the dynamics of
the states. Eigenvalues of the Hamiltonian describe bound states of the system. These states exist
forever if they are not perturbed, their probability density is constant in time, only the phase of the
eigenfunction may change. For a resonance En = EnR + iEnI with a non-trivial imaginary part
EnI < 0 the situation is different. The time evolution of the generalized wavefunction un(x, t)
is given by

un(x, t) = e−itHun(x, 0) = e−itEnun(x, 0) = e−it(EnR+iEnI)un(x, 0) ,

where H denotes the time-independent Hamiltonian and the second equality is given by time-
independent Schrödinger equation. For another way how to obtain the time dependence of the
generalized eigenfunctions see Section 6.

The probability of survival of the resonance state beyond time t is then

p(t) =
|un(x, t)|2

|un(x, 0)|2
=

∣∣e−itEnRetEnI)
∣∣2

1
= e−2|EnI|t .

So the resonance state exponentially decays in time and the rate of decay is bigger if the reso-
nance is farther from the real axis. Therefore, resonances with small imaginary parts are from
the physical point of view most interesting. (For result on the disappearance of the resonances
close to the real axis see e.g. end of Section 19.)

The generalized wavefunction in the energy representation is obtained by the inverse Fourier
transform of the generalized wavefunction in the time representation.

v(x,E) = F−1u(x, t) =
1√
2π

∫ ∞

0

eiEtu(x, t) =

=
1√
2π

∫ ∞

0

eiEte−iEnRt+EnItu(x, 0) =
1√
2πi

1
EnR − E + iEnI

.

Sometimes instead of EnI the symbol−Γn/2 is used and the notion is denoted as a half-width of
the resonance. We do not use this notation in order not to confuse the reader, since the notation Γ
is later used for a graph. The probability density of the resonance with energy E is proportional
to the square of the absolute value of v(x,E) and hence we can obtain that the probability density
is

− 1
π

EnI

(E − EnR)2 + E2
nI

dE .

This distribution is usually denoted as Breit-Wigner, Cauchy or Lorentz distribution and is typical
for the shape of the resonance in many branches of physics. More details on this interpretation
of resonances can be found e.g. in [DZ, Zwo99].

Spectral and resonance properties of quantum graphs can be directly measured; the quantum
graph is simulated by a microwave network using coaxial cables. Most of the measurements were
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Fig. 1.1. In the upper figure several resonances for the example in Subsections 5.1 and 6.1, l = 1, α = 1
are shown. In the lower figure there is the absolute value of the determinant of the scattering matrix for
the curve k = kR + 0.05i

√
kR depending on kR. We can see that minima of this function approximately

correspond to the real parts of the resonances. The figure is not adjusted to the actual frequency in the
experiment; here speed of light is equal to 2π.

done by the group of L. Sirko from Polish Academy of Sciences (see e.g. [HBP+04, HTB+05,
HŠS09,LBH+11,LBH+12,HLB+12,LBS+13,LSB+14]). In the measurement, the values of the
coefficients of the scattering matrix can be found and therefore, its determinant can be computed.
If we plot the absolute value of the determinant of the scattering matrix on the frequency (which
is proportional to the real part of k, where k2 is the energy), we can find the real parts of the
resonances as valleys (local minima) of this graph of this dependence.

In Figure 1.1 we show a model which illustrates how resonances in microwave graphs are
found. We consider a certain example of a quantum graph, which is in detail described in Sub-
sections 5.1 and 6.1. In the upper figure, there are resonances plotted as blue dots in the complex
plane. The lower figure shows the absolute value of the determinant of the scattering matrix (in
this case determinant is not needed, since the scattering matrix is only a number) on the real part
of k if losses are taken into account. It follows from the scattering theory that the scattering ma-
trix is unitary for real k, hence its determinant is 1 in modulus. The losses are described by taking
k = kR + ci

√
kR with c > 0. Since in the upper half-plane there are zeros of the determinant of

the scattering matrix at the positions which correspond to negatively taken poles of the scattering
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matrix (resonances) and since the resonances are symmetric with respect to the imaginary axis,
we find that zeros of the scattering matrix are reflections of its poles with respect to the real axis.
If we choose the real part of k close to the real part of the resonance, we come closer to the zero
of the scattering matrix and the determinant in modulus decreases.

The resonances in quantum graphs were studied in [CdVT, DEL10, EL07, EL10, EL11, EL,
EŠ94, Exn97, Exn13, GSS13, Lip15, Lip16, LZ16]. For a general theory of resonances suitable
not only for quantum graphs we refer the reader to the book in preparation by Dyatlov and
Zworski [DZ]. There is a large bibliography on scattering from obstacles; without trying to list
all of them we refer, e.g., to [Mel84, Chr08, DH12, LV12, FL90, Jin14].

The current review is not intended as an exhaustive summary of all results in quantum
graphs; it focuses mainly on the resonance properties of graphs with attached half-lines. Most
of the results for compact quantum graphs are shown (or at least mentioned) in the recent
book by Berkolaiko and Kuchment [BK13]. This review can be viewed as its complement
for non-compact graphs. It is intended for motivated undergraduate and postgraduate students
and young researchers willing to study the resonance properties of quantum graphs. Although
main concepts for quantum graphs are explained in the text (see Section 2 and the following
sections or Appendices A and B), we recommend mentioned book [BK13], introductory pa-
pers [Kuc04, Kuc05, Kuc08] or Chapter 17 of the book [BEH08] for readers who are not very
familiar with quantum graphs. To have a deeper understanding of studied phenomena, the reader
should be familiar with the spectral theory of linear operators, see book [BEH08] or a series
of four books by Reed and Simon [RS75a, RS75b, RS79, RS78]. Basics of the theory of self-
adjoint extensions are summarized in Appendix C. Methods used in this review can be useful for
scientists studying mathematical aspects of resonances in different systems (e.g. scattering on
obstacles, resonances for point interactions, etc.). If the reader is more interested in the general
theory of resonances, we recommend the book in preparation [DZ].

In this review the results of papers [KS99b, Har00, EL07, DP11, DEL10, EL10, EL11, Lip16,
Lip15, LZ16, GSS13, CdVT] are presented with in many cases simplified and improved proofs.
In the Section 2 the model of quantum graphs is described and in Section 3 the coupling con-
ditions are studied (with the use of results of papers [KS99b, Har00]). In Section 4 spectrum
of a graph is found in a simple example. Sections 5 and 6 introduce resolvent and scattering
resonances and describe their main properties. In Sections 7 and 8 the resonance condition is
found and the equivalence to the two types of resonances is established (result of [EL07], gen-
eralized in [EL13]). In Section 9 effective coupling on a finite graph is introduced, which is
used in the following sections. Later, results for asymptotics of the number of resonances for
non-magnetic graphs (Section 10, results of [DP11, DEL10]) and magnetic graphs (Section 11,
results of [EL11]) are shown. The method of pseudo-orbit expansion is introduced in Sections 12
and 13 for finding the spectral (see [BHJ12]) or resonance condition (see [Lip16, Lip15]). This
method is used in Section 15 to find more results on the asymptotics of the number of resonances
(results of [Lip16]). In Sections 16 and 17 we show how to find numerically the positions and
trajectories of resonances if lengths of the edges are changed (similarly to [EL10]). In Section 18
Fermi’s golden rule for quantum graphs is found (the result of [LZ16], which is written with
significantly more details than the original paper) and in Section 19 results of [GSS13,CdVT] on
the topological resonances are introduced. The appendices introduce the definitions and summa-
rize the main results for combinatorial and metric graphs, spaces of functions and the theory of
self-adjoint extensions.
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2 Description of the model

First, we consider a metric graph Γ. It consists of the set of verticesXj , the set ofN internal edges
Ei of positive lengths `j and set of M infinite edges Ee – half-lines which can be parametrized by
[0,∞). The Hilbert space of our system consists of functions with components square integrable
on each edge

H =
N⊕

i=1

L2((0, `i))⊕
M⊕
i=1

L2((0,∞)) .

The vector in this Hilbert space is

ψ = (ψ1, . . . , ψN , ψN+1, . . . , ψN+M )T .

The whole structure is equipped with a second order operator, the Hamiltonian which acts as
− d2

dx2 +V (x) with a bounded potential V (x). The potential is located only on the internal edges.
This Hamiltonian corresponds to a simplified Hamiltonian of a quantum particle − h̄2

2m
d2

dx2 +
V (x); we have chosen the set of units in which h̄ = 1 and m = 1/2. For the purposes of
this paper, we will assume potential equal to zero. The domain of our Hamiltonian consists
of functions in Sobolev space on the graph W 2,2(Γ) (which is an orthogonal sum of Sobolev
spaces on the edges). The function belongs to Sobolev space W k,p(e) on the edge e if its weak
derivatives up to the order k belong to Lp(e). Moreover, functions from the domain of the
Hamiltonian must satisfy the coupling conditions at the vertices

(Uj − I)Ψj + i(Uj + I)Ψ′
j = 0 , (2.1)

where Uj is a dj × dj matrix, where dj is degree (see Appendix A for definition) of j-th vertex,
I is dj × dj identity matrix, Ψj is the vector of limits of functional values from various edges to
the j-th vertex and, similarly, Ψ′

j is the vector of outgoing derivatives.
The following construction can be used to describe easily the coupling on the whole graph.

One joins all the vertices into one and obtains one-vertex “flower-like” graph (see Figure 2.1).
The coupling on the whole graph can be described by only one big unitary (2N+M)×(2N+M)
matrix U [Kuc08, EL10] with coupling condition

(U − I)Ψ + i(U + I)Ψ′ = 0 , (2.2)

l1

l2l3

l4

lN

Fig. 2.1. A flower-like graph. Reproduced from [EL10].
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This matrix describes not only the coupling but also the topology of the graph. The flower-like
model with eq. (2.2) will be equivalent to the multivertex graph with eq. (2.1) if we choose the
matrix U to be block-diagonal in the bases corresponding to the topology of the graph with
blocks Uj .



274 Quantum Graphs and Their Resonance Properties

3 Coupling conditions and their derivation

In this section, we prove that the equation (2.2) describes all possible self-adjoint Hamiltonians
(see Appendix C) defined in the previous section.

Definition 3.1 Let L be an operator in the Hilbert space H with the scalar product (·, ·) and
let its domain D(L) be dense in H. By its adjoint we denote the operator L∗, which acts as
L∗y = y∗, where (y, Lx) = (y∗, x) for all x ∈ D(L). The domain of L∗ consists of all y for
which the above relation holds. The operator is symmetric if (y, Lx) = (Ly, x) and self-adjoint
if L = L∗, i.e. the domains of L and L∗ coincide. A self-adjoint operator L1 is called self-adjoint
extension of L if D(L) ⊂ D(L1) and L = L1 on D(L).

There has been a theory developed how to construct self-adjoint extensions, but we will
not reproduce it here. It can be found e.g. in the textbooks [BEH08, RS75b]. We define a
symmetric operator H0 which acts as − d2

dx2 + Vj(x) on the j-th edge of the flower-like graph,
with the domain consisting of functions in W 2,2(Γ) for which both functional value and the
derivative vanish at the central vertex. The domain of its adjoint isW 2,2(Γ) without any coupling
conditions at the central vertex.

We study the following skew-Hermitian form

Ω(φ, ψ) = −Ω(ψ, φ) = (H∗
0φ, ψ)− (φ,H∗

0ψ)

with the domain D(H∗
0 ). Using integration by parts one can find that

Ω(φ, ψ) =
N+M∑
j=1

∫
ej

[
−φ̄j

′′(x)ψj(x) + Vj(x)φ̄j(x)ψj(x)−

−
(
−φ̄j(x)ψ′′j (x) + Vj(x)φ̄j(x)ψj(x)

)]
dx =

=
N+M∑
j=1

∫
ej

(
−φ̄j

′′(x)ψj(x) + φ̄j(x)ψ′′j (x)
)

=

=
N+M∑
j=1

(
−φ̄j

′(0)ψj(0) + φ̄j(0)ψ′j(0)
)

+
N∑

j=1

(
φ̄j
′(lj)ψj(lj)− φ̄j(lj)ψ′j(lj)

)
−

−
N+M∑
j=1

∫
ej

(
−φ̄j

′(x)ψ′j(x) + φ̄j
′(x)ψ′j(x)

)
dx =

= Φ∗Ψ′ − Φ′∗Ψ = ω([Φ], [Ψ]) = ([Φ],J [Ψ])C4N+2M .

where ej , j = 1, . . . , N are internal edges and j = N + 1, . . . , N + M are external edges,

J =
(

0 I
−I 0

)
and vectors [Φ] = (Φ,Φ′)T, [Ψ] = (Ψ,Ψ′)T contain limits of functional

values and derivatives in the central vertex. The star in the last line of the equation denotes
transposition and complex conjugation.

Definition 3.2 Let W be a subspace of C4N+2M . We denote by W⊥ = {[Ψ] ∈ C4N+2M :
ω([Ψ], [Φ]) = 0,∀[Φ] ∈W}. We call the subspace W maximal isotropic or a Lagrangian plane
if W⊥ = W .
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The self-adjoint extensions of a symmetric operator are closely related to Lagrangian planes
of a Hermitian symplectic space. The boundary form of a symmetric operator (which is in our
case ω([Ψ], [Φ])) is a Hermitian symplectic form (i.e. satisfies ω([Ψ], [Φ]) = −ω([Φ], [Ψ])) and
the extensions of a symmetric operator can be identified with the isotropic subspaces (these are
the subspaces for which W ⊂ W⊥ holds) in the associated Hermitian symplectic space (it is
a vector space over C which has defined on it a non-degenerate Hermitian symplectic form).
Hence maximal isotropic subspaces (Lagrangian planes) can be identified with domains of self-
adjoint extensions of a symmetric operator.

Now we prove the theorem on the coupling conditions. It has been independently proven by
Kostrykin and Schrader [KS99b] and Harmer [Har00]. In the proof of the theorem, we use the
simple argument from [FT00] originally based on physical reasons.

Theorem 3.3 All self-adjoint extensions of the operatorH0 can be uniquely parametrized by the
set of unitary matrices U of rank (2N +M)× (2N +M) by the equation (2.2).

Proof: We will prove that the subspace is a Lagrangian plane if and only if it is parametrized by
the equation (2.2). First, we prove that every Lagrangian plane is parametrized by equation (2.2).
Necessary condition for ω([Φ], [Ψ]) = 0 for all [Φ], [Ψ] ∈W is ω([Φ], [Φ]) = 0 for all [Φ] ∈W .
Let us now compute the following expression

‖Φ + iΦ′‖2C2N+M − ‖Φ− iΦ′‖2C2N+M =

= (Φ + iΦ′,Φ + iΦ′)C2N+M − (Φ− iΦ′,Φ− iΦ′)C2N+M =

= Φ∗Φ− iΦ′∗Φ + iΦ∗Φ′ + Φ′∗Φ′ − Φ∗Φ− iΦ′∗Φ + iΦ∗Φ′ − Φ′∗Φ′ =
= 2i[Φ∗Φ′ − Φ′∗Φ] = 2iω([Φ], [Φ]) = 0 .

Hence the norm of the vectors Φ+ iΦ′ and Φ− iΦ′ must be the same and therefore these vectors
must be related by a unitary matrix U . From the equation U(Φ + iΦ′) = Φ − iΦ′ the equation
(2.2) follows.

Now we prove that every subspace parametrized by (2.2) is a Lagrangian plane. We notice
that the form ω can be rewritten as

ω([Φ], [Ψ]) = (Φ∗,Φ′∗)
(

0 I
−I 0

)(
Ψ
Ψ′

)
=

= (Φ∗,Φ′∗)
(
V −1 0

0 V −1

)(
V 0
0 V

)(
0 I
−I 0

)
·

·
(
V −1 0

0 V −1

)(
V 0
0 V

)(
Ψ
Ψ′

)
=

= ((V Φ)∗, (V Φ′)∗)
(

0 I
−I 0

)(
VΨ
VΨ′

)
,

where V is a (2N +M)× (2N +M) unitary matrix. Since we can rewrite the equation (2.2) as

V −1(D − I)VΨ + iV −1(D + I)VΨ′ = 0 ,
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where D is a (2N + M) × (2N + M) diagonal unitary matrix, it suffices to prove it only for
diagonal matrices. If D does not have eigenvalues −1, we obtain from the previous equation
VΨ′ = i(D + I)−1(D − I)VΨ, (V Φ′)∗ = (V Φ)∗(−i)(D∗ − I)(D∗ + I)−1 and consequently

ω([Φ], [Ψ]) = ((V Φ)∗, (V Φ)∗)
(

0 i(D + I)−1(D − I)
i(D∗ − I)(D∗ + I)−1 0

)(
VΨ
VΨ

)
.

From the unitary properties of D we have

(D + I)(D∗ − I) + (D − I)(D∗ + I) = DD∗ −D +D∗ − I +DD∗ −D∗ +D − I = 0

and hence for no eigenvalue -1

(D∗ − I)(D∗ + I)−1 + (D + I)−1(D − I) = 0 .

Therefore, the form ω vanishes

ω([Φ], [Ψ]) = iV Φ∗[(D∗ − I)(D∗ + I)−1 + (D + I)−1(D − I)]VΨ = 0

for every [Φ], [Ψ] satisfying (2.2). If D has eigenvalues −1, from the coupling condition fol-
lows that entries of VΨ and V Φ corresponding to these eigenvalues vanish. In the subspace
corresponding to other eigenvalues, previous argument can be used. Q.E.D.

Remark 3.4 Condition ω([Φ], [Φ]) = Φ∗Φ′−Φ′∗Φ = 0 has a simple physical interpretation. It
means that the probability current j = h̄

2mi (φ̄φ
′ − φ̄′φ) through the central vertex is conserved.

We could have used in the difference ‖Φ + i`Φ′‖2 − ‖Φ − i`Φ′‖2 with ` ∈ R in the proof and
obtain the coupling condition (U − I)Ψ + i`(U + I)Ψ′ = 0, but this equation can be related to
an equivalent form (U1−I)Ψ+ i(U1 +I)Ψ′ = 0 and hence does not add any degree of freedom.
The choice of ` just fixes the length scale.

Remark 3.5 If we start from the flower-like graph and obtain coupling condition (2.2), we have
for the corresponding multivertex graph coupling conditions which allow for “hopping” particle
between vertices. If we want to get rid of it, we need to choose the coupling matrix U block
diagonal with respect to the topology of the graph.

Now we describe the most common coupling conditions.

• permutation symmetric coupling conditions
This type of the condition is symmetric to the change of any two leads emanating from the
vertex. The unitary matrix is U = aJ + bI , where J has all entries equal to one and a and
b are complex constants. Using J2 = nJ (n is a degree of a vertex) and JI = IJ = J
and unitarity of the coupling matrix we have

|a|2nJ + bāJ + ab̄J + |b|2I = I . (3.1)

From this we can obtain that |b| = 1 and |an+ b| = 1. The first relation obviously follows
from the previous equation, the proof of the second one is following

|an+ b|2 = |a|2n2 + ābn+ ab̄n+ |b|2 = n(|a|2n+ āb+ ab̄) + 1 = 1 ,

the term in the parentheses is zero, since the term by J in eq. (3.1) must be zero.
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• δ-coupling
It is a special case of permutation symmetric coupling, with the conditions

f(X ) ≡ fi(X ) = fj(X ) , for all i, j ∈ {1, . . . , n}
n∑

j=1

f ′j(X ) = αf(X ) ,

where f denotes the wavefunction at the vertex X and f ′ its outgoing derivative. The
unitary matrix is U = 2

n+iαJ − I .

• standard (Kirchhoff, free, Neumann) conditions
This condition is the special kind of δ-condition for α = 0, i.e. functional value is con-
tinuous in the vertex and sum of outgoing derivatives is equal to 0. It is the most physical
one since the particle moves freely through the vertex. The name Kirchhoff is not a good
choice since for all self-adjoint coupling conditions the probability current is conserved.
The unitary matrix is U = 2

nJ − I .

• Dirichlet conditions
In this case all functional values are zero. The unitary matrix is U = −I .

• Neumann conditions
For this condition all the derivatives are zero. The unitary matrix is U = I .
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4 Spectrum of a quantum graph

First, we recall some definitions from the spectral theory of linear operators, more details can be
found in the standard textbooks, e.g. [BEH08, RS75a].

Definition 4.1 Let T be a closed linear operator from a Banach space X to itself. Then the
resolvent set ρ(T ) is a set of those λ ∈ C for which T − λ id, where id is identity operator,
is a bijection with bounded inverse. If T is a closed operator in a Hilbert space H, we define
the resolvent set as the set of those λ ∈ C for which T − λ id is a bijection of D(T ) onto H
with a bounded inverse. The set σ(T ) = C\ρ(T ) is called the spectrum of T . Such v for which
Tv = λv for some λ ∈ C is called eigenvector and the corresponding λ is eigenvalue. The set of
all eigenvalues is called the point spectrum σp. For the rest of the spectrum holds that T − λ id
is injective but Ran (T − λ id) 6= X . This set can be divided into two parts. If Ran (T − λ id) is
dense, λ belongs to the continuous spectrum σc(T ). If Ran (T − λ id) is not dense, λ belongs to
the residual spectrum σr(T ). It holds σ(T ) = σc(T ) ∪ σr(T ) ∪ σp(T ).

If T is a Hilbert-space operator, we can define essential spectrum σess(T ); it consists of
such λ ∈ C for which there is a sequence of unit vectors vn ∈ D(T ) which has no convergent
subsequence and satisfies (T − λ)vn → 0. Its complement σd = σ\σess is called discrete
spectrum and it consists of isolated eigenvalues of finite multiplicity.

4.1 Example: particle on a loop – spectrum

Now we show an example, how to find the point spectrum of a simple graph. We assume a graph
without half-lines with only one edge starting and ending at one vertex (see Figure 4.1). The
loop has length `.

We will find the eigenvalues of this problem. The wavefunction on the loop f(x) must satisfy
the eigenvalue equation

− d2

dx2
f(x) = λf(x) = k2f(x)

0
ℓ

f(x)

Fig. 4.1. Figure to Subsection 4.1 – loop.
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for the eigenvalue λ = k2. From the theory of ordinary differential equations we know that the
fundamental system of this equation consists of functions

{
eikx, e−ikx

}
and the general form of

the solutions is therefore the linear combination of the functions in the fundamental system

f(x) = a sin kx+ b cos kx .

We must bear in mind that the function must satisfy the coupling condition. If we introduce
a vertex on the loop (in Figure 4.1 on the right), both functional value and the derivative must
be continuous at this vertex, in other words, we assume standard condition (see Section 3 for
definition). Hence we have the conditions

f(0) = f(`) ⇒ b = a sin k`+ b cos k` ,
f ′(0)− f ′(`) = 0 ⇒ ka− ka cos k`+ kb sin k` = 0 .

The system of these two equations can be written as(
sin k` −(1− cos k`)

k(1− cos k`) k sin k`

)(
a
b

)
= 0 .

It is solvable if the determinant of the above matrix is zero. The condition gives

0 = k(sin2 k`+ (1− cos k`)2) = k(2− 2 cos k`) .

Hence we have eigenvalues λ = k2 with k = 2nπ
` , n ∈ N0. Eigenvalues have multiplicity two

with eigenfunctions sin 2nπx
` , cos 2nπx

` , the only exception is k = 0 for which there is only one
constant eigenfunction.
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5 Resolvent resonances and external complex scaling

In the current and following section, we are interested in defining the resonances properly. By
a resonance, we understand a complex number. The physical meaning of this number is follow-
ing. If the resonance is close to the real axis, the particle sent with the energy corresponding to
its real part stays in the central part of the graph longer than for other energies. Its life time is
longer, the closer the resonance to the real axis is. There are two main definitions of resonances,
resolvent resonances and scattering resonances. Resolvent resonances are poles of the meromor-
phic continuation of the resolvent (H − λ id)−1 to the second (unphysical) Riemann sheet. It
is more convenient to study the whole problem in the k-plane, where k2 = λ. The expression
k =

√
λ defines function analytic in the complex plane in λ (energy) with the exception of the

cut (0,∞). To the upper half-plane in k the first (physical) sheet of λ corresponds, while the
second (unphysical) sheet corresponds to the lower half-plane in k. The upper edge of the cut of
the first sheet is connected to the lower edge of the cut of the second sheet and vice versa. The
scattering resonances are poles of the continuation of the determinant of the scattering matrix to
the second Riemann sheet. The physical meaning of these poles is described in Section 1.

Definition 5.1 There is a resolvent resonance at k2 if there is a pole of the meromorphic con-
tinuation of the resolvent (H − k2id)−1 to the second Riemann sheet across the positive real
axis. For the operator described in section 2 one can define a resolvent resonance as such k2,
for which there exists solution of the Schödinger equation which fulfills the coupling conditions
and has the asymptotics αjeikx for all half-lines.

Theorem 5.2 There are resolvent resonances only for Im k ≤ 0 or for Re k = 0 (see figure 5.1).

Fig. 5.1. Resolvent resonances are only in the lower halfplane or on the imaginary axis.



Resolvent resonances and external complex scaling 281

Proof: We know that the wavefunction components on the half-lines are gj(x) = αjeikx. Let
there be a resolvent resonance for k = kr + iki with ki > 0. Then there exists a solution of the
Schrödinger equation on the graph with the above behaviour on the half-lines. But the function
gj(x) = αjeikrxe−kix is square integrable

∫∞
0
|gj(x)|2 dx < ∞ and this means that k2 is an

eigenvalue of the Hamiltonian H . This contradicts the fact that the Hamiltonian is self-adjoint,
since a self-adjoint Hamiltonian has only real eigenvalues (which corresponds to real or purely
imaginary k). Q.E.D.

Resolvent resonances can be effectively studied by the method developed in 1970’s by Aguilar,
Baslev and Combes [AC71, BC71] called external complex scaling. The idea is to perform the
transformation

Uθg(x) = eθ/2g(eθx) .

on the external edges, while the internal edges are not scaled. For real θ this transformation is
unitary, but it has the desired behaviour for θ with a nontrivial imaginary part. We transform the
HamiltonianH to a non-self-adjoint one and then prove that resolvent resonances are eigenvalues
of this non-self-adjoint operator.

Theorem 5.3 LetHθ = UθHU−θ and fj be the wavefunction components on the internal edges,
gj wavefunction components on the external edges. Then it acts as

Hθ

(
fj(x)
gj(x)

)
= UθHU−θ

(
fj(x)
gj(x)

)
=
(
−f ′′j (x) + Vj(x)fj(x)

−e−2θxg′′j (x)

)
Proof: Clearly, the internal edges are not scaled, for the external edges we obtain

Uθ(−d2/dx2)U−θgjθ(x) = Uθ(−d2/dx2)e−θ/2gjθ(e−θx) =

= −Uθe−2θe−θ/2g′′jθ(e
−θx) = −e−2θe−θ/2eθ/2g′′jθ(x) = −e−2θg′′jθ(x) ,

where gjθ is the scaled component of the generalized wavefunction on the j-th half-line. Q.E.D.
Now we state a theorem on the spectrum of the scaled operator. The main idea of the external

complex scaling is to obtain resonances as eigenvalues of this non-self-adjoint operator. As
stated in the previous section, the spectrum σ(T ) of the operator T can be divided into two
parts – discrete spectrum and essential spectrum. The discrete spectrum σd(T ) is the set of
eigenvalues with finite multiplicity which are isolated points of σ(T ); the essential spectrum is
its complement in σ(T ). We will show the idea of the proof of the essential spectrum of the
operator Hθ and complete proof of the fact that resolvent resonances are for imaginary part of θ
large enough eigenvalues of Hθ.

Theorem 5.4 The essential spectrum ofHθ is e−2θ[0,∞). The resonances ofH can be obtained
as eigenvalues of Hθ for Im θ large enough.

Proof: Let HDθ be operator acting as Hθ with the coupling conditions changed to Dirichlet.
Using Krein formula (which states that two self-adjoint extension of the same operator differ
only by a compact operator) and Weyl’s theorem (which states that if two operators differ by a
compact operator, then their essential spectra are the same) one can prove that essential spectra
of operators HDθ and Hθ are the same. Since the essential spectrum of minus second derivative
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D δ

f(x) g(x)0 ℓ 0

Fig. 5.2. Example: a half-line with an appendix.

on the half-line with Dirichlet coupling is [0,∞), the essential spectrum of the operator HDθ and
hence Hθ is e−2θ[0,∞).

Let k2 with k = kr + iki be a resolvent resonance with ki < 0 and kr > 0. Then
the corresponding solution of the Schrödinger equation with the Hamiltonian H has half-line
components not square integrable. Let for simplicity be θ = iϑ, ϑ ∈ R and large enough
−ϑ < arg k < 0. The component on the j-th edge is gjθ(x) = αjeiϑ/2exp(ikeiϑx). Since
−ϑ < arg k, is Im (keiϑ) > 0 and therefore gjθ(x) is square integrable. Therefore, the solutions
of the Schrödinger equation for H are after the scaling the eigenvalues of Hθ. Q.E.D.

Now we present examples, which show how to compute resolvent resonances for simple
graphs.

5.1 Example: a half-line with an appendix – resolvent resonances

Let us consider a graph consisting of an abscissa of length ` and a half-line (see figure 5.2).
There is a Dirichlet coupling at one end of the abscissa and δ-coupling of strength α between the
abscissa and the half-line. We assume the potential on the abscissa and the half-line to be zero.
We parametrize the abscissa by the interval (0, `) and the half-line by (0,∞) and describe the
wavefunction components by f and g, respectively. The coupling conditions can be written as

f(0) = 0 , f(`) = g(0) , −f ′(`) + g′(0) = αg(0) .

We take a general ansatz for solutions of the Schrödinger equation as

f(x) = ae−ikx + beikx , g(x) = ce−ikx + deikx .

Now we perform the scaling transformation gθ(x) = Uθg(x) = eθ/2g(eθx) with Im θ > 0 large
enough and search for eigenvalues of operator Hθ. Hence one can take c = 0 since the scaled
function ceθ/2e−ikxeθ

is not square integrable. We have

g(0) = e−θ/2gθ(0) , g′(0) = ikg(0) = ike−θ/2gθ(0) .

The coupling conditions can be rewritten as

a+ b = 0 , ae−ik` + beik` = e−θ/2gθ(0) ,
ik(ae−ik` − beik`) = (α− ik) e−θ/2gθ(0) .

Using b = −a we have

a(e−ik` − eik`) = e−θ/2gθ(0) ,
ika(e−ik` + eik`) = (α− ik) e−θ/2gθ(0) .
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f1

f2

f3

g1

g2g3

ℓ

ℓ

ℓ

Fig. 5.3. Triangle with attached half-lines – illustration to Subsections 5.2 and 6.2.

Now substituting from the first equation for e−θ/2gθ(0) to the second one and dividing the second
equation by (−2i) we obtain

−ak eik` + e−ik`

2
= (α− ik)a

eik` − e−ik`

2i

which leads to the resonance condition

(α− ik) sin k`+ k cos k` = 0 .

5.2 Example: triangle with half-lines – resolvent resonances

Let us study more complicated example, where we will show how to compute the resonance
condition. The internal part of the graph is an equilateral triangle (all the edges have lengths `).
At all vertices one half-line is attached (see Figure 5.3). We assume standard coupling at all the
vertices.

We assume ansatz on the internal edges fj(x) = aj sin kx+ bj cos kx. On the half-lines we
use the ansatz gj(x) = djeikx; we use only the outgoing edge according to the definition 5.1
because only this function is square integrable after the complex scaling with positive θ. The
coupling conditions at the vertices give the following set of equations.

b1 = a3 sin k`+ b3 cos k` = d1 ,

k(a1 − a3 cos k`+ b3 sin k`+ id1) = 0 ,
b2 = a1 sin k`+ b1 cos k` = d2 ,

k(a2 − a1 cos k`+ b1 sin k`+ id2) = 0 ,
b3 = a2 sin k`+ b2 cos k` = d3 ,

k(a3 − a2 cos k`+ b2 sin k`+ id3) = 0 .
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This set of equations can be in the matrix form written (using dj = bj , j = 1, 2, 3) as
0 −1 0 0 sin k` cos k`
k ik 0 0 −k cos k` k sin k`

sin k` cos k` 0 −1 0 0
−k cos k` k sin k` k ik 0 0

0 0 sin k` cos k` 0 −1
0 0 −k cos k` k sin k` k ik




a1

b1
a2

b2
a3

b3

 = 0 .

Condition of the solvability of this system (determinant of this matrix is equal to zero) is our
desired resonance condition. After rearrangements one obtains

0 = −k3(−2 + 2 cos k`− i sin k`)(1 + 2 cos k`− i sin k`)2 =

= −k3(−2i) sin
k`

2

(
cos

k`

2
− 2i sin

k`

2

)
(1 + 2 cos k`− i sin k`)2 =

= 2ik3 sin
k`

2

(
1
2
e

ik`
2 +

1
2
e−

ik`
2 − e

ik`
2 + e−

ik`
2

)(
1 + eik` + e−ik` − 1

2
eik` +

1
2
e−ik`

)2

=

= 2ik3 1
2
e−

ik`
2

(
1
2
e−ik`

)2

sin
k`

2
(
3− eik`

) (
3 + 2eik` + e2ik`

)2
.

The resonance condition therefore is

0 = k3 sin
k`

2
(
3− eik`

) (
3 + 2eik` + e2ik`

)2
(5.1)
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6 Scattering resonances

The second possibility how to define resonances is as poles of the meromorphic continuation
of the determinant of the scattering matrix. In this view, the compact part of the graph is a
scattering center and the half-lines are the leads. Since we consider zero potential on the half-
lines, the solution on the semiinfinite leads can be expressed as a linear combination of e−ikx

and eikx. The first one we call the incoming wave and the second one the outgoing wave.
To elucidate why we have used this notation, let us for a while consider a time dependent

Schrödinger equation on the half-line (−∂2
x − i∂t)uj(x, t) = 0. Its solution can be after separat-

ing the variables found in the form uj(x, t) = e−itk2
gj(x), where gj(x) is the solution of time

independent Schrödinger equation. Substituting the combination of e−ikx and eikx we obtain
uj(x) = cje−ik(x+kt) + djeik(x−kt). The first wave is incoming (for growing t the x must be
smaller to get the same exponent), the second one is outgoing.

The scattering matrix S = S(k) is the operator, which maps the vector of amplitudes of the
incoming waves into the vector of amplitudes of the outgoing waves. The complex energies, for
which its determinant diverges, are called scattering resonances.

6.1 Example: a half-line with an appendix – scattering resonances

Let us now study the same example as in the subsection 5.1 in the case of resolvent resonances.
We again assume an abscissa of length ` and a half-line in figure 5.2 with Dirichlet coupling at
one end of the segment and δ-coupling between the abscissa and the half-line.

f(0) = 0 , f(`) = g(0) , −f ′(`) + g′(0) = αg(0) .

We use the ansatz f(x) = ae−ikx + beikx and g(x) = ce−ikx + deikx and obtain

a+ b = 0 , ae−ik` + beik` = c+ d ,

ik(d− c) + ik(ae−ik` − beik`) = α(c+ d) .

Substituting b = −a we obtain

a(e−ik` − eik`) = c+ d ,

ik(d− c) + ika(e−ik` + eik`) = α(c+ d) .

Using definitions of sine and cosine and substituting now for a from the first equation to the
second we get

ik(d− c) sin k`− k cos k`(c+ d) = α(c+ d) sin k` ,
[(α− ik) sin k`+ k cos k`] d = − [(α+ ik) sin k`+ k cos k`] c .

We finally obtain

S(k) =
d

c
= − (α+ ik) sin k`+ k cos k`

(α− ik) sin k`+ k cos k`
.

The scattering matrix is in this case only a number (we have one half-line) and its poles give the
same resonance condition as resolvent resonances.
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6.2 Example: triangle with half-lines – scattering resonances

Let us consider the same graph as in the Subsection 5.2 (see Figure 5.3) and let us find the
scattering matrix and scattering resonances. We use the ansatz fj(x) = aj sin kx+ bj cos kx on
the internal edges and gj(x) = cje−ikx + djeikx.

The coupling conditions at the vertices lead to the set of equations

b1 = a3 sin k`+ b3 cos k` = c1 + d1 ,

k[a1 − a3 cos k`+ b3 sin k`+ i(d1 − c1)] = 0 ,
b2 = a1 sin k`+ b1 cos k` = c2 + d2 ,

k[a2 − a1 cos k`+ b1 sin k`+ i(d2 − c2)] = 0 ,
b3 = a2 sin k`+ b2 cos k` = c3 + d3 ,

k[a3 − a2 cos k`+ b2 sin k`+ i(d3 − c3)] = 0 .

Substituting for bj = cj + dj , j = 1, 2, 3 we obtain the following set of equations

a3 sin k`+ (c3 + d3) cos k`− c1 − d1 = 0 ,
a1 − a3 cos k`+ (c3 + d3) sin k`+ id1 − ic1 = 0 ,

a1 sin k`+ (c1 + d1) cos k`− c2 − d2 = 0 ,
a2 − a1 cos k`+ (c1 + d1) sin k`+ id2 − ic2 = 0 ,

a2 sin k`+ (c2 + d2) cos k`− c3 − d3 = 0 ,
a3 − a2 cos k`+ (c2 + d2) sin k`+ id3 − ic3 = 0 .

This can be written in the form(
A C D
E F G

) a
c
d

 = 0 , (6.1)

where

A =

 0 0 sin k`
1 0 − cos k`

− cos k` 1 0

 , C =

 −1 0 cos k`
−i 0 sin k`

sin k` −i 0

 ,

D =

 −1 0 cos k`
i 0 sin k`

sin k` i 0

 , E =

 sin k` 0 0
0 sin k` 0
0 − cos k` 1

 ,

F =

 cos k` −1 0
0 cos k` −1
0 sin k` −i

 , G =

 cos k` −1 0
0 cos k` −1
0 sin k` i

 ,

the vectors are a = (a1, a2, a3)T, c = (c1, c2, c3)T and d = (d1, d2, d3)T. Notice that we
switched third and fourth equation in definition of the matrices to obtain matrix A which is
invertible.
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The upper equation in (6.1) gives

a = −(A−1Cc +A−1Dd)

and substituting it for a in the lower equation we obtain

−EA−1Cc− EA−1Dd + Fc +Gd = 0 ,

from which we have
d = −(G− EA−1D)−1(F − EA−1C)c

and the scattering matrix

S(k) = −(G− EA−1D)−1(F − EA−1C) .

We can express this equation in the numerical software and find

Sii = −
2 cos k`

2 + i
(
sin k`

2 − 3 sin 3k`
2

)
2
(
cos k`

2 − 2i sin k`
2

)
(1 + 2 cos k`− i sin k`)

, i = 1, 2, 3 ,

Sij = −
2 cos k`

2(
cos k`

2 − 2i sin k`
2

)
(1 + 2 cos k`− i sin k`)

, i 6= j .

The determinant of the scattering matrix is

detS(k) =
(−1 + 3eik`)(1 + 2eik` + 3e2ik`)2

(3− eik`)(3 + 2eik` + e2ik`)2

and hence comparing with (5.1) we find that the set of resolvent resonances is the union of the set
of the scattering resonances, eigenvalues k2 =

(
2nπ

`

)2
(obtained from sin k`

2 = 0) and resonance
at zero with multiplicity 3.
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7 The resonance condition

In this section we express the resonance condition for finding resolvent resonances for a general
graph. We will use the flower-like model (Figure 2.1). On the internal edges we use the ansatz
fj(x) = aj sin kx+ bj cos kx, and on the external edges gj(x) = dj eikx. Using this ansatz we
have

fj(0) = bj , fj(`j) = aj sin k`j + bj cos k`j ,
f ′j(0) = kaj , −f ′j(`j) = −kaj cos k`j + kbj sin k`j ,

These relations can be expressed as(
fj(0)
fj(lj)

)
=
(

0 1
sin klj cos klj

)(
aj

bj

)
, (7.1)(

f ′j(0)
−f ′j(lj)

)
= k

(
1 0

− cos klj sin klj

)(
aj

bj

)
. (7.2)

On the half-lines we use external complex scaling gjθ(x) = eθ/2gj(xeθ) with an imaginary θ,
we obtain

gj(0) = e−θ/2gjθ, g′j(0) = ike−θ/2gjθ. (7.3)

We can now substitute equations (7.1), (7.2) and (7.3) into (2.2). We rearrange the equations
so that we have in Ψ and Ψ′ values corresponding to both ends of the first edge, then both ends
of the second edge, etc. The matrix U is rearranged accordingly. After substituting we obtain

(U − I)C1(k)



a1

b1
a2

...
bN

e−θ/2g1θ

...
e−θ/2gMθ


+ ik(U + I)C2(k)



a1

b1
a2

...
bN

e−θ/2g1θ

...
e−θ/2gMθ


= 0, (7.4)

where the matrices C1(k), C2(k) consist of blocks

C1(k) = diag (C(1)
1 (k), C(2)

1 (k), . . . , C(N)
1 (k), IM×M )

and
C2(k) = diag (C(1)

2 (k), C(2)
2 (k), . . . , C(N)

2 (k), iIM×M ) ,

respectively, where

C
(j)
1 (k) =

(
0 1

sin klj cos klj

)
, C

(j)
2 (k) =

(
1 0

− cos klj sin klj

)
and IM×M is a M ×M identity matrix.



The resonance condition 289

The equation of solvability of the system (7.4) is

det [(U − I)C1(k) + ik(U + I)C2(k)] = 0 .

This is our resonance condition.
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8 The equivalence of resonances

In this section, we prove that for quantum graphs the two previous definitions of resonances
are equivalent. To be precise, the set of resolvent resonances is equal to the set of scattering
resonances unified with the set of eigenvalues with corresponding eigenfunctions supported on
the internal part of the graph. This result was obtained first for a certain set of coupling conditions
in [EL07], for all graphs and hedgehog manifolds it was proved in [EL13].

Theorem 8.1 Let us consider the quantum graph with the Hamiltonian defined in section 2.
Then there is a resolvent resonance at k2

0 iff there is a scattering resonance at k2
0 or there is an

eigenvalue at k2
0 with the eigenfunction supported on the internal part of the graph.

Proof: We assume the coupling condition (2.2) with Ψ =
(

Ψint

Ψext

)
and Ψ′ =

(
Ψ′

int

Ψ′
ext

)
.

Since the solution on the j-th internal edge is a combination of two linearly independent solutions
ajuj(x) + bjvj(x), we have entries of the vector of functional values ajuj(v) + bjvj(v) (v
denotes the vertex), similarly for the vector of derivatives aju

′
j(v) + bjv

′
j(v). For an external

edge we have solution as combination of incoming and outgoing wave cje−ikx + djeikx, hence
Ψext = c + d, Ψ′

ext = ik(d− c).
Therefore, the coupling condition (2.2) can be rewritten as

A(k)a +B(k)b + C(k)c +D(k)d = 0 ,

whereA(k),B(k) are (2N+M)×N energy-dependent matrices,C(k),D(k) are (2N+M)×M
energy-dependent matrices and a, b, c, d are vectors with entries aj , bj , cj and dj . We define a

(2N +M)× 2N matrix E(k) = (A(k), B(k)) and the vector e =
(

a
b

)
corresponding to the

internal coefficients. The previous equation can be thus rewritten as

E(k)e + C(k)c +D(k)d = 0 . (8.1)

If E(k0) has less then 2N linearly independent rows, it means that there exist a solution of (8.1)
with c = d = 0, i.e. eigenvalue with eigenfunction supported only on the internal part of the
graph. We know that k2

0 ∈ R. Clearly, this eigenvalue belongs also to the family of resolvent
resonances (solutions with c = 0).

Now we assume that E(k0) has exactly 2N linearly independent rows. We rearrange the
equations (8.1) so that first 2N rows of E(k0) are linearly independent. From these first 2N
equations we express e and substitute it into the remaining M equations. We obtain

C̃(k)c + D̃(k)d = 0

withM×M matrices C̃(k) and D̃(k). The resolvent resonances are solutions with only outgoing
waves, i.e. c = 0; this means that the resonance condition is det D̃(k) = 0. The scattering
matrix is S(k) = (D̃(k))−1C̃(k), the condition for scattering resonances also is det D̃(k) = 0.
Therefore these families of resonances coincide. Q.E.D.
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9 Effective coupling on a finite graph

The content of this section will be used later. We will introduce effective coupling equation in
the case where all the half-lines of the graph are “cut off”.

Theorem 9.1 Let H be a Schrödinger operator on a quantum graph Γ with 2N internal and M
external edges and coupling given by (2N + M) × (2N + M) unitary matrix U consisting of
blocks

U =
(
U1 U2

U3 U4

)
,

where the 2N×2N matrixU1 corresponds to the coupling between internal edges,M×M matrix
U4 corresponds to the coupling between the half-lines and 2N×M matrixU2 andM×2N matrix
U3 correspond to the mixed coupling. Let {λi}M

i=1 be eigenvalues of U4. Then all resolvent
resonances of Γ with k on C\{λ1−1

λ1+1 , . . . ,
λM−1
λM+1} are given as eigenvalues of operator with the

same action on the internal edges as H but satisfying energy-dependent coupling conditions

(Ũ(k)− I2N )f + i(Ũ(k) + I2N )f ′ = 0

with

Ũ(k) = U1 − (1− k)U2[(1− k)U4 − (k + 1)IM ]−1U3 . (9.1)

Proof: Let f and g denote the vector of amplitudes of functional values on the internal and
external edges, respectively and let f ′ and g′ be the vectors of amplitudes of outgoing derivatives.
Then the coupling condition (2.2) can be rewritten as

(
U1 − I2N U2

U3 U4 − IM

)(
f
g

)
+ i

(
U1 + I2N U2

U3 U4 + IM

)(
f ′

g′

)
= 0 ,

where IN denotes the N × N identity matrix. Performing external complex scaling means
replacing g and g′ by e−θ/2gθ and ike−θ/2gθ, respectively.(
U1 − I2N U2

U3 U4 − IM

)(
f

e−θ/2gθ

)
+
(
i(U1 + I2N ) −kU2

iU3 −k(U4 + IM )

)(
f ′

e−θ/2gθ

)
= 0 .

Now eliminating gθ for det ((1− k)U4 − (k + 1)IM ) 6= 0 we get

[U1 − I2N − (1− k)U2[(1− k)U4 − (k + 1)IM ]−1U3]f +
+[U1 + I2N − (1− k)U2[(1− k)U4 − (k + 1)IM ]−1U3]f ′ = 0

which can be written as

(Ũ(k)− I2N )f + i(Ũ(k) + I2N )f ′ = 0 (9.2)

with

Ũ(k) = U1 − (1− k)U2[(1− k)U4 − (k + 1)IM ]−1U3 . (9.3)

We can easily show that the condition det ((1− k)U4 − (k + 1)IM ) = 0 which for eigenvalues
means (1−k)λj−(k+1) = 0 implies k = λj−1

λj+1 . With exception of these points the construction
works. Q.E.D.
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10 Asymptotics of resonances for non-magnetic graphs

We start the main part of this text by a topic at the first sight different from quantum graphs
and their resonance properties. The asymptotical behaviour of the number of eigenvalues of
Laplace–Beltrami operator on a Riemannian manifold of the dimension d is given by Weyl’s
law [Wey11]. We show the result of Ivrii from [Ivr80]. The number of eigenvalues which are in
modulus smaller than λ is given by

N(λ) =
ωd|Ω|
(2π)d

λd/2 ± ωd−1|∂Ω|
4(2π)d−1

λ(d−1)/2 + o(λ(d−1)/2) ,

where ωd stands for the volume of a d-dimensional ball with radius 1 and |Ω| and |∂Ω| denote
the volume of the manifold and volume of its boundary, respectively. The plus sign corresponds
to the Neumann condition on the boundary of the manifold, the minus sign to the Dirichlet
condition.

The problem solved by Weyl was laid by Lorenz and is connected to Rayleigh-Jeans law. Let
us consider a blackbody in the shape of a cube. If we want to find the energy radiated between
frequencies ν and ν+dν, we have to count the number of normal modes in this frequency interval
and by an equipartition theorem multiply it by kBT . The electric field of the n-th mode satisfies
Maxwell’s equations; after separation of variables one obtains the equation for eigenvalues of
the Laplacian. Since the blackbody is conducting, the electric field must vanish at the boundary.
Hence we have the problem for the number of eigenvalues of the Dirichlet Laplacian in the cube.
For d = 3 we obtain from the Weyl’s law

N(λ) ≈ 4π|Ω|
3(2π)3

λ3/2 =
1

6π2
|Ω|λ3/2 .

Using the relation λ = 4π2

c2 ν
2 we have

N(ν) ≈ 1
6π2

8π3

c3
|Ω|ν3 =

4π
3c3

|Ω|ν3 .

For the difference of the counting functions we have for small dν

N(ν + dν)−N(ν) ≈ 4π
c3
|Ω|ν2 dν .

Using the equipartition theorem and the fact that taking both polarizations of light adds a factor
of two, we obtain the Rayleigh-Jeans law. The energy density is

ρ = 8πkBT
ν2

c3
dν .

More details can be found in [Mus16].
Now we will get the expression for the asymptotics of the number of eigenvalues of a compact

quantum graph. We will work in the k-plane, where k is the square root of energy. The formula
for the number of eigenvalues in modulus smaller than R is

N(R) =
2V
π
R+O(1) , (10.1)
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where V is the sum of the lengths of the (internal) edges. This result follows from the previous
equation taking λ = R2 and adding an extra factor of 2, because we count every eigenvalue twice
since (−k)2 = k2.

Our aim will be to find the asymptotical behaviour of the number of resolvent resonances
for a non-compact quantum graph. To be precise, we want the number of resolvent resonances
enclosed in the circle of radius R in the k-plane in the limit R → ∞. We would expect that it
behaves as the equation (10.1) with V being the sum of the lengths of the internal edges of the
graph. It holds true for most of the graphs (we will call these graphs Weyl), but there is a class
of graphs for which the constant in the asymptotics is smaller than expected (we denote these
graphs as non-Weyl).

The behaviour of the counting function of resolvent resonances was studied first for quan-
tum graphs with the standard condition by Davies and Pushnitski [DP11]. They found a nice
geometric condition: the graph is non-Weyl iff it has a balanced vertex. By a balanced vertex,
we mean the vertex which connects the same number of internal and external edges. Later this
result was generalized to all possible couplings in [DEL10]. There was a condition found on the
eigenvalues of the effective coupling matrix in the previous section which distinguishes the Weyl
and non-Weyl graphs. In this text, both results will be stated in the opposite order. First, we prove
the theorem on the general graphs and then we show the condition by Davies and Pushnitski as
its corollary.

10.1 Main theorems

We state a lemma on the number of zeros of exponential polynomials. It was in this form stated
in [DEL10], but it follows from the result from 1930’s by Langer [Lan31] and previous results
by Pólya. We present a sketch of the proof, more details can be found in [Lan31] for the first part
and [DEL10] for the second part of the proof. See also the books [BC63, BG95].

Lemma 10.1 Let F (k) =
∑n

r=0 k
νrar(k) eikσr , where νr ∈ R, ar(k) are rational functions

of the complex variable k with complex coefficients that do not vanish identically, and σr ∈ R,
σ0 < σ1 < . . . < σn. Suppose also that νr are chosen so that limk→∞ ar(k) = αr is finite and
non-zero for all r. Then the counting function behaves in the limit R→∞ as

N(R,F ) =
σn − σ0

π
R+O(1) .

Proof: Let us first assume function

Φ(z) =
n∑

j=0

Aj(z) ecjz

of the complex variable z = x + iy. We are interested in zeros of this function. We will start
from particular subcases and finally arrive to the general case.

1. Aj = aj constant, cj ∈ R commensurable
We can take cj = αpj , j = 1, . . . , n, α ∈ R, pj ∈ N and without loss of generality also
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c0 = p0 = 0. Since the exponents are commensurable, we have

Φ(z) =
n∑

j=0

aj (eαz)pj , p0 = 0 , pn ∈ N .

This is a polynomial of degree pn in eαz and its roots are eαz = ξj , j = 1, 2, . . . , pn.
Therefore its zeros are in lines parallel to the y axis

z =
1
α

(2πim+ ln ξj) , m ∈ Z .

On the line y = y1 we have

Im
[

1
a0

Φ(x+ iy1)
]

=
n∑

j=1

aj sin (αy1pj) (eαx)pj =
n∑

j=1

bj(y1) (eαx)pj , (10.2)

where the coefficients bj depend on y1 and the sum is from 1 and not from 0 because
from p0 = 0 follows Im

(
eα(x+iy)p0

)
= 0. The expression (10.2) vanishes on y = y1

at most (n − 1)-times. This follows from Descartes’s rule of signs (number of roots of a
polynomial is bounded from above by the number of sign changes).

Now we find the number of zeros in the rectangular region R′. We choose y1 and y2 so
that there is no zero of Φ(z) on these lines. Then Arg Φ(z) increases or decreases by at
most nπ, since (10.2) vanishes at most (n−1)-times. Now we come to the lines x = ±K.
For sufficiently large K, Φ(z) goes to a0 at x = −K and hence Arg Φ(z) is small. On
x = K, Φ(z) goes to an ecnz for sufficiently large K and hence Arg Φ(z) increases its
value arbitrarily near cn(y2 − y1).

Hence the number of zeros n(R′) in the region bounded by |x| < K and lines y = y1 and
y = y2 is bounded by

− n+
cn
2π

(y2 − y1) ≤ n(R′) ≤ n+
cn
2π

(y2 − y1) . (10.3)

2. Aj constant, cj ∈ R and general
Then we have

Φ(z) =
n∑

j=0

aj ecjz , c0 = 0 . (10.4)

Since the first term of the above function is dominant for x = −K and the last term is
dominant for x = K with sufficiently large K, the zeros are again in a strip |x| < K.
The change in Arg Φ(z) at x = ±K can be computed similarly to the previous case.
Establishing the relation (10.3) depends only on the relation (10.2) on a line with constant
y. We cannot use the Descartes rule, but using the similar result by Pólya and Szegö [PS25]
it can be proven that the expression (10.4) vanishes at most as many times that there are
changes in sign in the sequence of aj and hence we again have (10.3).
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3. Aj asymptotically constant
We again study the number of resonances in the same rectangle R′ bounded by curves
|x| < K, y = y1, y = y2. We will assume that a0, an 6= 0. Let

Aj(z) = aj + ε(z) in |z| > M ,

where ε(z) denotes the set of functions analytic in every finite portion of R′, which ap-
proach to zero uniformly in R′ as |z| → ∞. Then we have

Φ(z) =
n∑

j=0

(aj + ε(z)) ecjz , a0, an 6= 0

and hence

Φ(z) = Φ1(z) + ε(z) , Φ1(z) =
n∑

j=0

aj ecjz , |x| < K , |z| > M .

By smartly choosing the contours enclosing the zeros of Φ1 one has that zeros of Φ(z) lie
within the distance δ from zeros of Φ1(z) and for values not within this contours |Φ(z)| is
bounded uniformly from zero and we have Φ(z) = Φ1(z)(1 + ε(z)). The zeros of Φ(z)
are asymptotically represented by zeros of Φ1(z).

4. Aj(z) asymptotically power functions Aj(z) = zνj (aj + ε(z)), a0, an 6= 0, and νj are
proportional to cj , i.e. νj = βcj
We have

Φ(z) =
n∑

j=0

(aj + ε(ζ)) ecjζ

with ζ = z + β ln z, which is the previous case. If ζ = ξ + iη, we have from the previous
relation

ξ = x+ β ln |z| ,
η = y + βArg z .

The condition |ξ| < K now means that the resonances are in the region bounded by
logarithmic curves

x+ β ln |z| = ±K .

5. general values of νj

We have

Φ(z) =
n∑

j=0

zνj (aj + ε(z)) ecjz .

To each pair Pj = (cj , νj) a point in the plane corresponds. We define a broken line L
with the vertices in the subset of {Pj}n

j=0 which is convex line and no points Pj lie above
it. On its segment Lr there are points Prh, h = 1, . . . , nr.
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Let us assume an intermediate segment of this line with the slope mr, the slope of the
previous segment is mr−1. Then for parameter k,

mr−1 − δ ≥ k > mr − δ ,

with δ > 0 but sufficiently small the curve

x = −k ln |z| (10.5)

is in the region bounded by curves

x = −(mr−1 − δ) ln |z| ,
x = −(mr − δ) ln |z| .

On the curve (10.5) it holds
|zνlseclsz| = |z|νls−kcls

and for l 6= k
νls − kcls < νr1 − kcr1 .

Therefore,
zνlseclsz = zνr1ecr1zε(z) , l 6= r

for any curve (10.5) and hence we have

Φ(z) =
νr∑

h=1

zνrh(arh + ε(z)) ecrhz ,

which is the previous case.

6. Now we can realize that the function in our lemma belongs to the class in the previous
point, only with z = ik. It remains to prove that there is asymptotically the same number of
resonances in the rectangle as in the circle. This, a bit technical part, is shown in [DEL10].

First, we realize that the number of zeros in the circle with centre 0 and radius R can be
estimated from above by the number of zeros satisfying |Re k| ≤ R. The bound from
below satisfies

|Re k| ≥
√
R2 − (K +m lnR)2

with K := max1≤r≤nKr and m := max1≤r≤n |mr|. Since

lim
R→∞

R−
√
R2 − (K +m lnR)2 = 0

both pairs of lines asymptotically approach each other. The only difference to [Lan31] is
that the role of cn is replaced by σj’s.

Q.E.D.
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Theorem 10.2 The asymptotics of the number of resolvent resonances in quantum graph is

N(R) =
2W
π
R+O(1) , (10.6)

where 0 ≤ W ≤ V . We have strict inequality W < V iff the matrix Ũ(k) has eigenvalue either
1+k
1−k or 1−k

1+k ; we call this graph non-Weyl.

Proof: We choose the ansatz on the j-th edge

fj(x) = αj eikx + βj e−ikx ,

hence we have
f ′j(x) = ik(αj eikx − βj e−ikx) .

This leads to

fj(0) = αj + βj , fj(`j) = αj eik`j + βj e−ik`j ,

f ′j(0) = ik(αj − βj) , −f ′j(`j) = ik(−αj eik`j + βj e−ik`j ) .

From equation (9.2) we have

[(Ũ(k)− I2N )E1(k) + iik(Ũ(k) + I2N )E2(k)]α = 0 ,

where α = (α1, β1, α2, β2, . . . , αN , βN )T, E1 and E2 are 2N × 2N block diagonal matrices
with blocks

Ej1 =
(

1 1
ej+ ej−

)
, Ej2 =

(
1 −1

−ej+ ej−

)
,

respectively, and ej± = e±ik`j . Equation of solvability of the above system is

det
{

[Ũ(k)(1 + k)− I2N (1− k)]E3(k) + [Ũ(k)(1− k)− I2N (1 + k)]E4(k)+

+(Ũ(k)− I2N )E5 − k(Ũ(k) + I2N )E6

}
= 0 , (10.7)

where block diagonal matrices E3, E4, E5 and E6 consist of blocks

Ej3 =
(

0 0
ej+ 0

)
, Ej4 =

(
0 0
0 ej−

)
, Ej5 =

(
1 1
0 0

)
, Ej6 =

(
1 −1
0 0

)
.

The coefficient by the exponential with the largest multiple of ik in the exponent is det [Ũ(k)(1+
k)−I2N (1−k)], the coefficient by the exponential with the smallest multiple of ik in the exponent
is det [Ũ(k)(1− k)− I2N (1 + k)]. From this fact and Lemma 10.1 the result follows. Q.E.D.

Now we will prove the result of Davies and Pushnitski [DP11] as a corollary of this theorem.

Corollary 10.3 The graph with standard coupling is non-Weyl iff there is a balanced vertex, i.e.
the vertex which connects the same number of internal and external edges.



298 Quantum Graphs and Their Resonance Properties

Proof: The coupling matrix for standard condition is Uj = 2
dJd − Id, where d is the degree of

the vertex, Jd is d × d matrix with all entries equal to one and Id identity matrix. Clearly, the
effective graph coupling matrix Ũ(k) has an eigenvalue 1+k

1−k or 1−k
1+k iff one of the vertex effective

coupling matrices Ũj(k) has the same eigenvalue. The matrices Ũj(k) are constructed similarly
to Ũ(k). If there is n internal and m external edges in the given vertex, one has

U1j =
2

m+ n
Jn − In , U4j =

2
m+ n

Jm − Im ,

and the matrices U2j and U3j are 2
m+n -multiples of the matrices with all entries equal to one,

which are n×m or m× n, respectively. One can straightforwardly prove that

(aJm + bIm)−1 = −1
b

(
a

am+ b
Jm − Im

)
. (10.8)

Hence we have

[(1− k)U4 − (1 + k)Im]−1 = [(1− k)
2

n+m
Jm − 2Im]−1 =

1
2

(
− 1− k

km+ n
Jm − Im

)
.

This gives

Ũ(k) =
2

n+m
Jn − In − (1− k)

4
(m+ n)2

(
−m

2

2
1− k

km+ n
Jn −

m

2
Jn

)
=

=
2

km+ n
Jn − In .

Since eigenvalues of Jn are n and 0 with multiplicity n− 1, eigenvalues of Ũ(k) are n−km
n+km and

−1 with multiplicity n− 1. Comparing it with 1∓k
1±k gives

n− km± kn∓ k2m = km+ n∓ k2m∓ kn ⇒ 2km = ±2kn

Hence the graph is non-Weyl iff n = m for at least one vertex. Q.E.D.
Finally, we illustrate the general theorems in a simple example.

Example 10.4 (two internal edges and two half-lines)
Let us consider the graph on figure 10.1 which consists of two internal edges of the same lengths
` and two half-lines attached at the central vertex (in the figure lines with arrows). There is
standard coupling at the central vertex and Dirichlet coupling at the loose ends of the internal
edges. We can see that the central vertex is balanced, hence the graph is non-Weyl. We will prove
it by constructing explicitly the resonance condition. Let us denote the wavefunction components
on the internal edges by f1(x), f2(x) with x = 0 at the loose end and x = ` at the central vertex.
We denote the wavefunction components on the half-lines g1(x), g2(x) with x = 0 in the central
vertex.

We have (using the Dirichlet condition)

f1(x) = a1 sin kx , f2(x) = a2 sin kx , g1(x) = d1 eikx , g2(x) = d2 eikx .
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ℓℓ

Fig. 10.1. Example: two internal edges and two half-lines.

Therefore we obtain

f1(`) = a1 sin k` , f2(`) = a2 sin k` ,
−f ′1(`) = −a1k cos k` , −f ′2(`) = −a2k cos k` ,

g1(0) = d1 , g2(0) = d2 , g′1(0) = ikd1 , g′2(0) = ikd2 .

This gives the following system of equations
0 0 1 −1

sin k` 0 −1 0
0 sin k` −1 0

−k cos k` −k cos k` ik ik




a1

a2

d1

d2

 = 0 .

The determinant of the above matrix gives the condition of the solvability of the above equation,
which is the resonance condition.

−2k cos k` sin k`+ 2ik sin2 k` = 0 ,

which can be rewritten as
ik
(
1− e−2ik`

)
= 0 .

We see that there is not the term with e2ik`, so W in the asymptotics in the Theorem 10.2 is `
instead of 2`.

10.2 Permutation symmetric coupling

Now we will show the result of [DEL10] which graphs with permutation symmetric coupling are
non-Weyl. We can revise that graphs with permutation symmetric coupling have the coupling
matrix Uj = ajJ + bjI , where J is the matrix with all entries equal to one and I is the identity
matrix and aj , bj are complex constants. These constants can be different for each vertex but for
the sake of simplicity we will omit the index j.

Theorem 10.5 Let us consider the graph with coupling matrices Uj = ajJ + bjI and with nj

internal edges and mj half-lines in the j-th vertex. Then the graph is non-Weyl iff there exists a
vertex for which mj = nj and one of the following possibilities holds true
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a)

Uj =
1
mj

J − I , i.e. fi = fj ∀i, j ≤ 2n,
2n∑

j=1

f ′j = 0 .

b)

Uj = − 1
mj

J + I , i.e. f ′i = f ′j ∀i, j ≤ 2n,
2n∑

j=1

fj = 0 .

Proof: In the proof we will omit the subscript j and we consider one particular vertex. The
effective vertex coupling matrix is according to the equation (9.3)

Ũ(k) =
ab(1− k)− a(1 + k)

(am+ b)(1− k)− (k + 1)
Jn×n + bIn×n .

We have used the inverse of the matrix (10.8).
Now we will use the fact that eigenvalues of the matrix U = aJn×n + bIn×n are b with

multiplicity n−1 and na+b. We will compare these eigenvalues to 1±k
1∓k . Clearly, b cannot equal

to neither of these values. For the second eigenvalue we have

an
b(1− k)− (1 + k)

(am+ b)(1− k)− (1 + k)
+ b =

1± k

1∓ k
.

We have for the case with the upper sign

[a(m+ n) + b]b(1− k)− (an+ am+ 2b)(1 + k) = − (1 + k)2

1− k
,

which cannot be satisfied for any value of the parameters a, b, n and m. The case with the lower
sign gives

{[a(n+m) + b]b+ 1}(1− k)− (1 + k)(an+ b) = (am+ b)
(1− k)2

1 + k
.

This equation has to be fulfilled for all k and hence we obtain

an+ b = 0, am+ b = 0 ⇒ n = m,

[a(n+m) + b] b+ 1 = 0 ⇒ (an)2 = 1 ,

and hence the graph is non-Weyl iff U = ± 1
nJn×n ∓ In×n. Q.E.D.

To conclude, this result shows that non-Weyl behaviour is quite exceptional. We have it
either for standard (Kirchhoff) coupling or for its counterpart “anti-Kirchhoff” coupling. For
both cases, there has to be the same number of internal and external edges in the vertex.
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Fig. 10.2. A polygon considered in subsection 10.3. Reproduced from [DEL10].

10.3 Example with a regular polygon

We take the following example from [DEL10]. Let us consider a graph Γn which is a regular
n-gon with all the internal edges of lengths ` (see figure 10.2). There are two half-lines attached
at each vertex and we assume standard coupling at each vertex. Since the graph has two internal
and two external edges attached to each vertex, it is by Corollary 10.3 non-Weyl. In this section,
we will show that the “effective size” of the graph Γn, the coefficient W by the leading term
of the asymptotics (10.6), depends on n. Unlike the criterion, whether the graph is non-Weyl,
which was given by the (local) vertex properties of the graph, the effective size depends on global
parameters of the graph.

Theorem 10.6 The effective size of the graph Γn is given by

Wn =
{

n`/2 if n 6= 0 mod 4,
(n− 2)`/2 if n = 0 mod 4.

Proof: We will find the resonance condition by Bloch-Floquet decomposition of the Hamilto-
nian with respect to the cyclic rotational group Zn. We define by T the rotational operator in
L2(Γn) which maps the vertex to the next one. The whole space L2(Γn) is an orthogonal direct
sum of spaces

Hω = {f ∈ L2(Γn) : Tf = ωf}.

ω with ωn = 1 are the eigenvalues of the operator T . Now we restrict our attention to the unit
cell which consists of one internal edge and two half-lines (see figure 10.3). We also need to
consider the neighbouring internal edge denoted by dashed line.
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f4 = ωf1 f1

f2 f3

Fig. 10.3. The unit cell considered in subsection 10.3. Reproduced from [DEL10].

The resonance eigenfunction f on this cell has components (see figure 10.3)

f1(x) = aeikx + be−ikx, 0 ≤ x ≤ `,

f2(x) = (a+ b)eikx, 0 ≤ x <∞,

f3(x) = (a+ b)eikx, 0 ≤ x <∞,

f4(x) = ωf1(x), 0 ≤ x ≤ `,

The standard coupling condition gives

ωaeik` + ωbe−ik` = a+ b,

ωaeik` − ωbe−ik` = 2(a+ b) + a− b.

The condition of solvability of the above system is given by determinant of certain 2 × 2
matrix is equal to zero. The direct computation of the determinant gives

− 2(ω2 + 1) + 4ωe−ik` = 0. (10.9)

From the condition we can see that the graph is non-Weyl for all n, because the term with eik`

is missing. If ω2 +1 6= 0 then the contribution of this cell to the effective size of the whole graph
is `/2, if ω2 + 1 = 0 then it does not contribute to the effective size. We obtain the effective size
of the whole graph as the sum of the contributions of particular cells. Clearly, there exists such
ω for which ω2 + 1 = 0 iff n = 0 mod 4. From this, the claim of the theorem follows. Q.E.D.

More complex study of the effective size can be found in [Lip16, Lip15]. In [Lip16] bounds
on the effective size are found. The paper [Lip15] in examples shows how to obtain the effective
size using the pseudo-orbits.

10.4 Size reduction

The simple example of a non-Weyl graph is a graph which has a vertex of degree two connecting
one internal edge and one half-line with standard coupling. Since the coupling condition pre-
scribes continuity of the functional value and the derivative, there is no physical interaction in
this vertex at all. Therefore, this internal edge and the half-line can be replaced by one half-line,
which reduces the size of the graph (sum of the lengths of the internal edges). For a general
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Fig. 10.4. Figure to size reduction in subsection 10.4. Reproduced from [DEL10].

coupling condition the size reduction is more complicated, one has to choose the proper sub-
space in which the quantum particle can propagate freely through the vertex. We show a result
from [DEL10] which presents this size reduction for a large class of non-Weyl graphs.

We consider the flower-like graph in Figure 2.1. The coupling matrix in the only vertex of this
graph is denoted by U (1). The internal edges can have different lengths. Let the smallest internal
edge have length 2`0. Then we introduce another vertex in this graph in the distance `0 from
the former vertex of this flower-like graph on all the internal edges and join these vertices to one
(see Figure 10.4). The coupling matrix in this vertex is U (2). Let there be p half-lines, p internal
edges between the vertices X1 and X2 with coupling matrices U (1) and U (2), respectively, and
let U (2) be q × q matrix with q ≥ p.

Theorem 10.7 Let Γ be the graph described above with the coupling given by arbitrary U (1)

and U (2). Let V be an arbitrary unitary p × p matrix, V (1) := diag (V, V ) and V (2) :=
diag (I(q−p)×(q−p), V ) be 2p × 2p and q × q block diagonal matrices, respectively. Then H
on Γ is unitarily equivalent to the Hamiltonian HV on topologically the same graph with the
coupling given by the matrices [V (1)]−1U (1)V (1) and [V (2)]−1U (2)V (2).

Proof: We define u an element of the domain of H , which consists of edge components
u1, . . . , up on the internal edges connected to X1, f1, . . . , fp the components on the half-lines,
and u0 component on the rest of the graph Γ0. We define the following map

(u1, . . . , up)T 7→ (v1, . . . , vp)T = V −1(u1, . . . , up)T

(f1, . . . , fp)T 7→ (g1, . . . , gp)T = V −1(f1, . . . , fp)T

u0(x) 7→ v0(x) = u0(x)

which is a bijection of the domain H to HV . One can check that the new Hamiltonian HV sat-
isfies the coupling conditions (2.1) with the matrices [V (1)]−1U (1)V (1) and [V (2)]−1U (2)V (2).
Q.E.D.

Using this theorem we can transform the Hamiltonian on a non-Weyl graph with a given
coupling matrix into the Hamiltonian with different coupling matrices which decouple into line
standard condition. Therefore, one can “delete” some internal edges of the graph and hence re-
duce the size of the graph. For instance, one can choose a graph with standard coupling and a
balanced vertex and by symmetrization of the components of the wavefunction on the internal
edges and symmetrization of the components on the external edges obtain an equivalent Hamil-
tonian corresponding to this symmetrical subspace. This equivalent graph is a half-line and an
internal edge connected by line standard condition.



304 Quantum Graphs and Their Resonance Properties

11 Asymptotics of the resonances for magnetic graphs

The results from this section come from the letter [EL11]. We will consider slightly different
setting than in the previous part of our review. We add magnetic potential to the graph. Again
we consider a graph with N internal and M external edges. On this graph the Hamiltonian acts
as −d2/dx2 on the infinite leads and as −(d/dx+ iAj(x))2 on the internal edges. Here Aj(x)
is the tangent component of the vector magnetic potential. The reason why we choose magnetic
potential as zero on the half-lines is that it can be transformed out by gauge transformation.

The domain of the Hamiltonian consists of functions in W 2,2(Γ) which satisfy the coupling
conditions

(Uj − I)Ψj + i(Uj + I)(Ψ′
j + iAjΨj) = 0 ,

where Ψj and Ψ′
j are the corresponding vectors of functional values and derivatives, respectively,

and Aj is the matrix with limits of the magnetic potential Aj to the vertices on the diagonal and
zeros outside diagonal.

Similarly to a non-magnetic graph, we can introduce a flower-like graph on Figure 2.1 and
the coupling condition becomes

(U − I)Ψ + i(U + I)(Ψ′ + iAΨ) = 0 . (11.1)

Here Ψ and Ψ′ are the vectors of functional values and derivatives which have 2N +M entries
and A is the (2N +M)× (2N +M) diagonal matrix

A = diag (A1(0),−A1(l1), . . . , AN (0),−AN (lN ), 0, . . . , 0) .

There is a trick how to obtain formally the same coupling condition as (2.1). We use local
gauge transformation ψj(x) 7→ ψj(x)e−iχj(x) with χj(x)′ = Aj(x) and we get rid of the term
with A. The new coupling condition is

(UA − I)Ψ + i(UA + I)Ψ′ = 0 , UA := FUF−1 (11.2)

where
F = diag (1, exp (iΦ1), . . . , 1, exp (iΦN ), 1, . . . , 1)

with magnetic fluxes Φj =
∫ lj
0
Aj(x) dx.

Similarly to the construction in Section 9 we can construct the effective coupling matrix Ũ(k)
from the coupling matrix UA.

Now we will prove a theorem on the resonance asymptotics of a graph with transformed
coupling condition, which has a corollary about asymptotics of magnetic graphs.

Theorem 11.1 Let us consider a graph Γ with N internal and M external edges and the cou-
pling condition (11.2) with a (2N + M) × (2N + M) unitary matrix U . Let ΓV be quantum
graph with coupling (11.2) and the coupling matrix V −1UV where

V =
(
V1 0
0 V2

)
is a unitary block-diagonal matrix consisting of a 2N × 2N block V1 and an M ×M block V2.
Then Γ is non-Weyl iff ΓV is.
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Fig. 11.1. Graph to example 11.3. Reproduced from [EL11].

Proof: Let the matrix U have the same block structure as in Section 9; U1, U2, U3 and U4

being the blocks corresponding to the coupling between internal edges (U1), external edges (U4)
and mixed coupling (U2 and U3). The corresponding blocks of UV are V −1

1 U1V1, V −1
1 U2V2,

V −1
2 U3V1, and V −1

2 U4V2. From equation (9.3) we have

ŨV (k) = V −1
1 U1V1 − (1− k)V −1

1 U2V2[(1− k)V −1
2 U4V2 − (k + 1)I]−1 ·

·V −1
2 U3V1 = V −1

1 Ũ(k)V1 ,

where ŨV (k) is the effective coupling matrix for UV and Ũ(k) the effective coupling matrix
for U . Similar matrices have the same eigenvalues and hence by Theorem 10.2 one graph is
non-Weyl if and only if the second one is non-Weyl. Q.E.D.

Corollary 11.2 Let Γ be a non-magnetic quantum graph with the coupling matrix U and the
coupling condition (2.2). Let ΓA be a magnetic graph with coupling matrix U and the coupling
condition (11.1). Then the graph ΓA has non-Weyl resonance asymptotics iff the graph Γ has
non-Weyl resonance asymptotics. This holds true for any profile of the magnetic field.

Proof: The coupling condition (11.1) is equivalent to (11.2) with transformed coupling matrix
UA. This transformation is of type used in Theorem 11.1, hence both effective coupling matrices
have same eigenvalues. Q.E.D.

This corollary means that one cannot switch a non-Weyl graph to a Weyl one and vice versa
using the magnetic field.

Now we will consider an example which shows that one can change the effective size of a
non-Weyl graph. This example also appeared in [EL11].

Example 11.3 Let us consider a graph which consists of one loop of length ` and two half-lines
attached to this loop (see Figure 11.1). It is placed into the magnetic field with a constant value
of the tangent component of the potential A. One can obtain the resonance condition by the
method of complex scaling (see Section 5). We use the ansatz

f(x) = e−iAx(aeikx + be−ikx)
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for the wavefunction component on the loop and gj(x) = cjeikx, j = 1, 2 for the wavefunction
components on the half-lines. Substituting into the coupling conditions we obtain

ik[a− b− e−iA`(aeik` − be−ik`) + 2e−θ/2gθ(0)] = 0 ,
a+ b = e−iA`(aeik` + be−ik`) = e−θ/2gθ(0) ,

where gθ denotes the scaled function on the half-line. The equation of solvability of the above
system is the resonance condition

−2 cos Φ + e−ik` = 0 ,

where we have denoted by Φ = A` the magnetic flux.
Clearly, the graph is non-Weyl, since there is not the term with eik` in the resonance con-

dition. One can have zero effective size (finite number of resonances) if Φ = π
2 + nπ, n ∈ Z,

because the term with cosine disappears. The effective coupling matrix has the form

ŨA(k) =
1

k + 1

(
−k eiΦ

e−iΦ −k

)
. (11.3)

Inspired by the previous example, we present a theorem from [EL11], which shows when the
effective size of a one-loop graph is zero. One sees from equation (11.3) that the graph has zero
effective size if the sum of the non-diagonal terms of ŨA is zero.

Theorem 11.4 The effective size of a graph with one loop is zero iff it is non-Weyl and its effective
coupling matrix Ũ(k) satisfies ũ12 + ũ21 = 0 .

Proof: By a similar construction as in equation (10.7) only with the ansatz fj(x) = αj sin kx+
βj cos kx we obtain the resonance condition as F (k) = 0 with

F (k) := det
{

1
2
[(Ũ − I) + k(Ũ + I)]

(
0 0
−i 1

)
eik`+

1
2
[(Ũ − I)− k(Ũ + I)]

(
0 0
i 1

)
e−ik` + k(Ũ + I)

(
i 0
0 0

)
+ (Ũ − I)

(
0 1
0 0

)}
;

The first term vanishes, because the graph is non-Weyl and the matrix Ũ(k) has eigenvalue 1−k
1+k .

To obtain zero effective size one needs to cancel the term without exponentials in the determinant.
This can be obtained either from combination of the first two terms in equation for F (k), which
gives

−ikũ12(ũ22 − 1) + ikũ12(ũ22 + 1) = 2ikũ12 ,

and the last two terms, which gives

ik[(ũ11 + 1)ũ21 − ũ21(ũ11 − 1)] = 2ikũ21 .

From this we obtain the condition ũ12 + ũ21 = 0. Q.E.D.
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12 Pseudo-orbit expansion for the eigenvalue condition in compact graphs

In this section, we turn to the graphs without half-lines and introduce the method of finding the
secular equation via pseudo-orbits. In this construction, we will mostly follow [BHJ12].

Before we come to the pseudo-orbits, we start with defining notions which will be used in the
formula for the secular determinant. Let us assume a graph Γ with N finite edges and no half-
lines. We define a graph Γ2 which is obtained from Γ by replacing each edge ej by two directed
edges bj , b̂j (which we will call bonds) of the same length as ej and with opposite directions.
For each vertex of the graph Γ we define a vertex-scattering matrix.

Definition 12.1 Let v be a vertex of the graph Γ connecting n finite edges. The wavefunction on
each edge can be written as a combination of incoming and outgoing wave fj(x) = αin

j e−ikx +
αout

j eikx, j = 1, . . . , n. Then the vertex-scattering matrix σ(v)(k) is the matrix which maps the
vector of amplitudes of the incoming waves into the vector of amplitudes of the outgoing waves
~αout

v = σ(v)~αin
v , where ~αout

v is n× 1 vector with entries αout
j and, similarly, ~αin

v has entries αin
j .

The vertex-scattering matrix is in general energy-dependent, but for some special couplings
it does not depend on energy. Now we present a result how this matrix is connected with the
unitary coupling matrix.

Lemma 12.2 Let us consider a graph Γ without half-lines and its vertex v connecting n (inter-
nal) edges. Let In denote n× n identity matrix. Let the coupling at the vertex v be described by
condition (2.1) with the coupling matrix Uv . If we drop the sub- (super-)script v the connection
between U and the vertex-scattering matrix σ is

σ(k) = −[(1− k)U(k)− (1 + k)In]−1[(1 + k)U(k)− (1− k)In] .

Proof: We substitute to the equation (2.1) limits of functional values and derivatives at the
vertex

Ψj = αin
j + αout

j , Ψ′
j = ik(αout

j − αin
j ) .

We obtain

[(U − In) + k(U + In)]αin
j + [(U − In)− k(U + In)]αout

j = 0 .

This leads to the above vertex-scattering matrix. Q.E.D.
Now we move to the oriented graph Γ2. On each bond bj , b̂j we use the following ansatz

which again corresponds to the combination of the incoming and outgoing edge.

fbj (x) = αin
bj

e−ikxbj + αout
bj

eikxbj ,

fb̂j
(x) = αin

b̂j
e−ikxb̂j + αout

b̂j
eikxb̂j ,

Here xbj is the coordinate on the bond bj and xb̂j
is the coordinate on the bond b̂j . Since both

bond correspond to the same edge ej of the graph Γ, the functional values on both bonds must be
the same. The points xbj = 0 and xb̂j

= 0 are at the opposite vertices of the edge, hence we have
the relation xbj +xb̂j

= `bj with the length of the bonds `bj ≡ `j . For the correspondence of the



308 Quantum Graphs and Their Resonance Properties

functional values we obtain fbj (xbj ) = fb̂j
(`j − xb̂j

) and this leads to the following relations
between the incoming and outgoing coefficients.

αin
bj

= eik`jαout
b̂j

, αin
b̂j

= eik`jαout
bj

. (12.1)

Furthermore, we define several matrices, which will be used in the secular equation.

Definition 12.3 The matrix Σ(k) is an energy-dependent block-diagonalizable 2N ×2N matrix
with blocks σv(k). The similarity transformation, under which the matrix is block-diagonal, is
given as a transformation between the basis

~α = (αin
b1 , . . . , α

in
bN
, αin

b̂1
, . . . , αin

b̂N
)T

and the basis
(αin

bv11
, . . . , αin

bv1d1
, αin

bv21
, . . . , αin

bv2d2
, . . .)T ,

where bv1j is the j-th edge ending in the vertex v1.

Moreover, we define three 2N × 2N matrices Q =
(

0 IN
IN 0

)
, scattering matrix S(k) =

QΣ(k) and
L = diag (`1, . . . , `N , `1, . . . , `N ) .

The defined matrices will be subject of the following theorem on the secular equation.

Theorem 12.4 The secular condition is given by

det (eikLQΣ(k)− I2N ) = 0 .

Proof: If we introduce the vectors

~αin
b = (αin

b1 , . . . α
in
bN

)T

and
~αout

b = (αout
b1 , . . . α

out
bN

)T ,

we may subsequently write(
~αin

b

~αin
b̂

)
= eikL

(
~αout

b̂
~αout

b

)
= eikLQ

(
~αout

b

~αout
b̂

)
= eikLQΣ(k)

(
~αin

b

~αin
b̂

)
.

In the first equation we used relations (12.1). The second one uses definition of the matrix Q.
The last equation uses definition of the matrix Σ(k), since the matrices σ(v) map the vector of
amplitudes of the incoming waves into the vector of the amplitudes of the outgoing waves. Now
we realize that the vector of the lhs is the same as the vector on the rhs. The equation can be
rewritten as

(eikLQΣ(k)− I2N )
(
~αin

b

~αin
b̂

)
= 0 .

We obtain the secular equation as the condition of the solvability of this system of equations.
Q.E.D.
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In the previous theorem, we obtained the secular equation in the terms of certain matrices. In
the following part of the section, we rewrite the determinant in the terms of pseudo-orbits. Fol-
lowing the notation of [BHJ12] we define periodic orbits, pseudo-orbits and irreducible pseudo-
orbits.

Definition 12.5 Let us describe the bond b by end vertices b = (u, v); let the origin be o(b) = u
and terminus t(b) = v. A periodic orbit γ on the graph Γ2 is a closed path that begins and
ends in the same vertex. We can denote it by the bonds that it subsequently contains, e.g.
γ = (b1, b2, . . . , bn); this means t(bi) = o(bi+1), i = 1, . . . n − 1 and t(bn) = o(b1). Cyclic
permutation of bonds does not change the periodic orbit. A pseudo-orbit is a collection of
periodic orbits (γ̃ = {γ1, γ2, . . . , γm}). An irreducible pseudo-orbit γ̄ is a pseudo-orbit that
does not contain any bond more than once. The metric length of a periodic orbit is defined as
`γ =

∑
bj∈γ `bj

; the length of a pseudo-orbit is the sum of the lengths of all periodic orbits
the pseudo-orbit is composed of. We denote the product of scattering amplitudes along the pe-
riodic orbit γ = (b1, b2, . . . bn) as Aγ = Sb2b1Sb3b2 . . . Sb1bn , where Sbibj denotes the entry of
the matrix S(k) in the row corresponding to the bond bi and column corresponding to the bond
bj . For a pseudo-orbit we define Aγ̃ =

∏
γj∈γ̃ Aγj

. By mγ̃ we denote the number of periodic
orbits in the pseudo-orbit γ̃. The set of irreducible pseudo-orbits also contains the null orbit, an
irreducible pseudo-orbit on zero edges, with mγ̄ = 0, `γ̄ = 0 and Aγ̄ = 1.

Now we rewrite the Theorem 12.4 in the terms of irreducible pseudo-orbits.

Theorem 12.6 The condition for the eigenvalues of the graph is given by∑
γ̄

(−1)mγ̄Aγ̄(k) eik`γ̄ = 0 ,

where the sum goes over all irreducible pseudo-orbits γ̄.

Proof: We rewrite the determinant in Theorem 12.4 using permutation

det (I − U(k)) =
∑

ρ∈S2N

sgn (ρ)
2N∏
b=1

[I − U(k)]ρ(b),b , (12.2)

where S2N is the set of permutation of 2N elements, U(k) = eikLS(k), the indices of the matrix
ρ(b), b label the bonds. Each permutation can be uniquely determined by disjoint cycles.

ρ = (b1, b2, . . . , bn1)(bn1+1, . . . , bn1+n2) . . . (b(
∑mρ−1

j=1
nj)+1

, . . . b∑mρ

j=1
nj

) , (12.3)

wheremρ denotes the number of cycles of the permutation, the parentheses in the above equation
denote the cycle. The notation means ρ(bi) = bi+1, i = 1, . . . , n1−1, ρ(bn1) = b1 and similarly
for the other cycles. This representation is unique up to permutation of each cycle and no bond
is used more than once.

We have [U(k)]ρ(b),b 6= 0 only if o(ρ(b)) = t(b), which means that the bond ρ(b) is connected
to the bond b. Hence a non-identical permutation ρ can have a non-zero contribution only if
o(ρ(b)) = t(b). Therefore, we can interpret the permutation (12.3) as irreducible pseudo-orbit
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Fig. 12.1. Figure of a graph in Subsection 12.1: star graph with three edges.

(no directed bond is included more than once) and each disjoint cycle corresponds to periodic
orbit in this irreducible pseudo-orbit.

We can rewrite (12.2) as

∑
ρ∈S2N

sgn (ρ)(−1)

mρ∑
j=1

nj

(Ub2b1Ub3b2 . . . Ub1bn1
)(Ubn1+2bn1+1Ubn1+3bn1+2 . . . Ubn1+1bn1+n2

) . . . .

Since now Ub2b1 = eik`b2Sb2b1 , we obtain the term eik`γ̄Aγ̄ . The sign is obtained by

sgn (ρ)(−1)
∑mρ

j=1
nj = (−1)

∑mρ

j=1
(nj+1)(−1)

∑mρ

j=1
nj = (−1)mρ ,

since the sign of one-cycle permutation is (−1)nj+1. Q.E.D.

12.1 Example: star graph with three edges

We illustrate the method of finding the secular equation using pseudo-orbits in a simple example.
Consider a star graph Γ consisting of three edges of the same length `with δ-condition of strength
α in the middle vertex (v4 in Figure 12.1) and Dirichlet conditions at the loose ends of the edges
(v1, v2 and v3 in Figure 12.1).

First, we compute the vertex-scattering matrix for the middle vertex σ4. We use both ap-
proaches: we compute it using Lemma 12.2 and directly. Using expression for the unitary cou-
pling matrix in Section 3 we have U = 2

3+iαJ3 − I3. We recall that by J3 we denote the 3 × 3
matrix with all entries equal to 1 and by I3 the 3 × 3 identity matrix. From Lemma 12.2 using
(10.8) and J2

3 = 3J3

σ4 = −[(1− k)U − (1 + k)I3]−1[(1 + k)U − (1− k)I3] =

= −
[
2(1− k)
3 + iα

J3 − 2I3

]−1 [2(1 + k)
3 + iα

J3 − 2I3

]
=
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= −
(

(1− k)(1 + k)
(−3k − iα)(3 + iα)

3− 1− k

−3k − iα
− 1 + k

3 + iα

)
J3 − I3 =

=
3(1− k2)− (1− k)(3 + iα) + (3k + iα)(1 + k)

(3k + iα)(3 + iα)
J3 − I3 =

2k
3k + iα

J3 − I3 .

Now we compute the vertex scattering matrix directly. We use the ansatz on the edges
fj(x) = αin

j e−ikx + αout
j eikx and the coupling conditions become

αin
j + αout

j = αin
i + αout

i , i, j ∈ 1, 2, 3 ,

ik

3∑
j=1

(αout
j − αin

j ) = α(αin
i + αout

i ) .

From the first of the above equations we have

αout
j = αin

i + αout
i − αin

j

and substituting it into the second one

3ik(αin
i + αout

i )− 2ik
3∑

j=1

αin
j = α(αin

i + αout
i ) .

Hence

αout
i = − 2ik

α− 3ik

3∑
j=1

αin
j − αin

i ,

from which we have

σ4(k) = − 2ik
α− 3ik

J3 − I3 =
2k

3k + iα
J3 − I3 . (12.4)

The vertex scattering matrices for other vertices can be constructed easily; one substitutes to the
expression in Lemma 12.2 U = −1 and finds σ1 = σ2 = σ3 = −1.

The graph Γ2 is in Figure 12.2. It consists of six bonds the ones without a hat have direction
into the central vertex and those with a hat out from the central vertex.

The matrix Σ is

Σ =



− k+iα
3k+iα

2k
3k+iα

2k
3k+iα 0 0 0

2k
3k+iα − k+iα

3k+iα
2k

3k+iα 0 0 0
2k

3k+iα
2k

3k+iα − k+iα
3k+iα 0 0 0

0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
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1

1̂ 2

2̂

3 3̂

Fig. 12.2. Graph Γ2 for example in Subsection 12.1: star graph with three edges. Reproduced from [Lip16].

The matrix S = QΣ is (rows and columns are denoted by the corresponding bonds)

S =

1 2 3 1̂ 2̂ 3̂
1 0 0 0 −1 0 0
2 0 0 0 0 −1 0
3 0 0 0 0 0 −1
1̂ − k+iα

3k+iα
2k

3k+iα
2k

3k+iα 0 0 0
2̂ 2k

3k+iα − k+iα
3k+iα

2k
3k+iα 0 0 0

3̂ 2k
3k+iα

2k
3k+iα − k+iα

3k+iα 0 0 0

The matrix S is constructed in the following way: the entry of the vertex scattering matrix
corresponding to the way from bond b to the bond b′ (which follows in the irreducible pseudo-
orbit) is written into the column corresponding to b and row corresponding to b′. If these bonds
correspond to the same edge of the graph Γ, we write the diagonal term of the vertex-scattering
matrix, otherwise the non-diagonal term. If b is not followed by b′ in any irreducible pseudo-
orbit, than the entry in the b-th column and b′-th row is 0.

The secular condition is

0 = det (eikLS − I6) = det
[(

0 −I3
σ4 0

)
eik` −

(
I3 0
0 I3

)]
=

= det
(

−I3 −I3 eik`

σ4 eik` −I3

)
= det

(
I3 + σ4 e2ik`

)
=

= det

 1 + 3k−iα
3k+iαe2ik` 0 0

0 1− e2ik` 0
0 0 1− e2ik`

 .

In the rearrangements we used Laplace’s formula to obtain a determinant 3× 3 from a determi-
nant 6×6, the fact that eigenvalues of the matrix σ4 are 3k−iα

3k+iα and−1 with multiplicity two (the
eigenvalues of σ4 can be simply obtained using the fact that eigenvalues of Jn are n and 0 of
multiplicity n−1) and the fact that determinant of a matrix is not changed by similarity transfor-
mation. Determinant of the last matrix is obtained as multiplication of its diagonal entries. The
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secular equation becomes

0 = (1− e2ik`)2(3k + iα+ (3k − iα)e2ik`) = −8e3ik` sin2 k` (3k cos k`+ α sin k`)

We will rewrite the secular equation to a different form, which we will use later.

0 =
(

1 +
3k − iα

3k + iα
e2ik`

)
(1− e2ik`)2 = 1 +

(
3k − iα

3k + iα
− 2
)

e2ik` +

+
(

1− 2
3k − iα

3k + iα

)
e4ik` +

3k − iα

3k + iα
e6ik` =

= 1− 3
k + iα

3k + iα
e2ik` − 3

k − iα

3k + iα
e4ik` +

3k − iα

3k + iα
e6ik` . (12.5)

Now we come to the construction of the secular equation using pseudo-orbits. Let us consider
the graph Γ2 in Figure 12.2. Let us find the irreducible pseudo-orbits. One can simply realize
that there are no irreducible pseudo-orbits on a odd number of bonds. This is because the graph is
bipartite. Bipartite graph has two sets of vertices (in this example one set consists of the middle
vertex and the second one from three other vertices) for which there are no edges between the
vertices of one set, there are only edges between the vertex from the first set and the vertex from
the second set. Another possible definition is that the graph can be colored with only two colors.

We have trivial irreducible pseudo-orbit on zero edges. We have the following irreducible
pseudo-orbits on two bonds (the irreducible pseudo-orbits are divided by semicolons, one pe-
riodic orbit is in the parenthesis): (11̂); (22̂) and (3, 3̂). We have the following irreducible
pseudo-orbits on four bonds: (11̂)(22̂); (11̂)(33̂); (22̂)(33̂); (12̂21̂); (13̂31̂); (23̂32̂). The first
three consist of two periodic orbits and the last three of one periodic orbit. And finally, the
irreducible pseudo-orbits on six bonds are (11̂)(22̂)(33̂); (12̂21̂)(33̂); (13̂31̂)(22̂); (23̂32̂)(11̂);
(12̂23̂31̂) and (13̂32̂21̂). The first consists of three periodic orbits, next three of two periodic
orbits and the last two of one periodic orbit.

Now we write the contributions of these irreducible pseudo-orbits to the secular condition.
We compute the constant by each enik` by Theorem 12.6.

e0ik` : 1 ,

e2ik` : 3(−1)
(
− k + iα

3k + iα

)
(−1)1 = −3

k + iα

3k + iα
,

e4ik` : 3(−1)2
(
− k + iα

3k + iα

)2

(−1)2 + 3(−1)2
(

2k
3k + iα

)2

(−1)1 =

3(k + iα− 2k)(k + iα+ 2k)
(3k + iα)2

= 3
−k + iα

3k + iα
,

e6ik` : (−1)3
(
− k + iα

3k + iα

)3

(−1)3 + 3(−1)3
(
− k + iα

3k + iα

)(
2k

3k + iα

)2

(−1)2 +

+2(−1)3
(

2k
3k + iα

)3

(−1)1 =
−(k + iα)3 + 3(k + iα)(2k)2 + 2(2k)3

(3k + iα)3
=

=
(3k − iα)(3k + iα)2

(3k + iα)3
=

3k − iα

3k + iα
.

This gives again condition (12.5).
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13 Pseudo-orbit expansion for the resonance condition

The method of pseudo-orbit expansion can be adapted for finding the resonance condition for
graphs with attached half-lines. The method is similar to the one in Section 12, only the vertex-
scattering matrix is replaced by the effective vertex-scattering matrix. The method was developed
in [Lip16] and it was illustrated in many examples in [Lip15].

We first define the effective vertex scattering matrix.

Definition 13.1 Let us assume a graph Γ and its vertex v. Let there be n internal andm external
edges emanating from v. The internal edges are parametrized by by (0, `j) with x = 0 corre-
sponding to v and the half-lines by (0,∞) with 0 corresponding to v. Let us assume solutions as
combination of incoming and outgoing waves on the internal edges fj(x) = αin

j e−ikx+αout
j eikx,

j = 1, . . . , n and only outgoing waves on the external edges gs(x) = βseikx, s = 1, . . . ,m.
Then the effective vertex-scattering matrix σ̃(v) is n×n matrix which on the internal edges maps
the vectors of incoming waves into the vector of outgoing waves ~αout

v = σ̃(v)~αin
v , where ~αin

v

and ~αout
v are vectors with entries αin

j and αout
j , respectively. At the same time, the coupling

conditions (2.1) at the vertex v must be satisfied.

Now we, similarly to the compact case, state its correspondence to the coupling matrix or,
in fact, the effective coupling matrix which can be made from the unitary coupling matrix. For
simplicity, we drop the sub- (super-) script v.

Theorem 13.2 (general form of the effective vertex-scattering matrix)
Let us consider a graph Γ with the vertex v, the unitary matrix U describing the coupling (2.1)
in v and effective vertex-scattering matrix σ̃(k) at v. Let there be n internal edges and m half-
lines in v. Let Ũ(k) be the effective coupling matrix at v defined by (9.1). Then the effective
vertex-scattering matrix is given by

σ̃(k) = −[(1− k)Ũ(k)− (1 + k)In]−1[(1 + k)Ũ(k)− (1− k)In] .

The inverse relation is

Ũ(k) = [(1 + k)σ̃(k) + (1− k)In][(1− k)σ̃(k) + (1 + k)In]−1 .

Proof: We use the ansatz on the internal edges emanating from v as fj(x) = αin
j e−ikx +

αout
j eikx and on the external edges emanating from v as gj(x) = βjeikx. We express the vectors

of functional values and outgoing derivatives

Ψ =
(
~αin + ~αout

~β

)
and Ψ′ = ik

(
−~αin + ~αout

~β

)
.

From the coupling condition (2.1) we have

(U − I)
(
~αin + ~αout

~β

)
+ iik(U + I)

(
−~αin + ~αout

~β

)
= 0 .



Pseudo-orbit expansion for the resonance condition 315

This yields the set of equations

[U1 − In − k(U1 + In)]~αout + [(U1 − In) + k(U1 + In)]~αin + (1− k)U2
~β = 0 ,

(1− k)U3~α
out + (1 + k)U3~α

in + [(U4 − Im)− k(U4 + Im)]~β = 0 .

From the second equation we can express ~β and substitute it in the first one.

{(1− k)U1 − (1 + k)In − (1− k)U2[(1− k)U4 − (1 + k)Im]−1(1− k)U3}~αout +
+{(1 + k)U1 − (1− k)In − (1− k)U2[(1− k)U4 − (1 + k)Im](1 + k)U3}~αin = 0 ,

and using equation (9.1) we obtain the claim.
The inverse relation can be straightforwardly obtained multiplying the equation

σ̃(k) = −[(1− k)Ũ(k)− (1 + k)In]−1[(1 + k)Ũ(k)− (1− k)In]

from the left by [(1− k)Ũ(k)− (1 + k)In] and expressing Ũ(k). Q.E.D.
Now we state a corollary that shows the form of the effective vertex-scattering matrix for

standard coupling.

Corollary 13.3 Let us assume a vertex v of the graph Γ which connects n internal edges and
m half-lines. Let us assume standard coupling at v (i.e. U = 2

n+mJn+m − In+m). Then the
effective vertex scattering matrix is σ̃(k) = 2

n+mJn− In, in particular, for a balanced vertex we
obtain σ̃(k) = 1

nJn − In.

Proof: There are two main ways how to prove the corollary. First uses Theorem 13.2; the
second possibility is to directly compute the effective vertex-scattering matrix. Let us start with
the first way.

Since we have U = 2
n+mJn+m − In+m, we can express the matrices U1 = 2

n+mJn − In,
U2 = 2

n+mJn×m, U3 = 2
n+mJm×n, U4 = 2

n+mJm − Im as in Section 9. Here matrices Jn×m

and Jm×n are n × m and m × n matrices, respectively, with all entries equal to 1. We can
compute the effective coupling matrix by (9.1).

Ũ(k) =
2

n+m
Jn − In −

2
n+m

Jn×m

(
2

n+m
Jm − Im − 1 + k

1− k
Im

)−1

·

· 2
n+m

Jm×n =
2

n+m
Jn − In −

(
2

n+m

)2

Jn×m ·(
2

n+m
Jm − 2

1− k
Im

)−1

Jm×n =
2

n+m
Jn − In −

(
2

n+m

)2

Jn×m ·

·
(
−1− k

2

)(
−

2
n+m

2
n+mm− 2

1−k

Jm + Im

)
Jm×n =

=
2

n+m
Jn − In +

2(1− k)
(n+m)2

Jn×m

(
1− k

mk + n
Jm + Im

)
Jm×n =

=
2

n+m
Jn − In +

2(1− k)
(n+m)2

(
1− k

mk + n
m2 +m

)
Jn =

=
2[mk + n+ (1− k)m]

(n+m)(mk + n)
Jn − In =

2
km+ n

Jn − In .
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We have used equation (10.8) and rules for multiplying matrices J .
Using this result we can find the effective vertex-scattering matrix.

σ̃(k) = −
[
2(1− k)
km+ n

Jn − (1− k)In − (1 + k)In

]−1

·

·
[
2(1 + k)
km+ n

Jn − (1 + k)In − (1− k)In

]
=

= −
[

1− k

km+ n
Jn − In

]−1 [ 1 + k

km+ n
Jn − In

]
=

=

[
−

1−k
km+n

(1−k)n
km+n − 1

Jn + In

] [
1 + k

km+ n
Jn − In

]
=

=
[
− 1− k

n− nk − km− n
Jn + In

] [
1 + k

km+ n
Jn − In

]
=

=
[

1− k

k(n+m)
1 + k

km+ n
n− 1− k

k(n+m)
+

1 + k

km+ n

]
Jn − In =

=
n− k2n− km− n+ k2m+ kn+ kn+ km+ k2n+ k2m

k(n+m)(km+ n)
Jn − In =

=
2k2m+ 2kn

k(n+m)(km+ n)
Jn − In =

2
n+m

Jn − In .

The form of the effective vertex-scattering matrix for a balanced vertex can be obtained easily.
Let us now prove the Theorem directly. We will proceed in the lines of the proof of Theo-

rem 3.2 in [Lip15].
We use the ansatz as in Definition 13.1. From the coupling condition we obtain

αout
j + αin

j = αout
i + αin

i = βs ∀i, j = 1, . . . n, ∀s = 1, . . . ,m ,

ik

n∑
j=1

(αout
j − αin

j ) + ik

m∑
s=1

βj = 0 .

For a fixed i we substitute for βs = αout
i + αin

i and αout
j = αout

i + αin
i − αin

j . We have

n∑
j=1

(αout
i + αin

i − 2αin
j ) +m(αout

i + αin
i ) = 0 .

We can express αout
i to find the effective vertex-scattering matrix.

αout
i =

2
n+m

 n∑
j=1

αin
j

− αin
i ,

from which the form of σ̃(k) follows. Q.E.D.
We define the oriented graph Γ2 similarly to Section 12. Each edge of the compact part of

the graph Γ is replaced by two bonds of the same length and opposite direction. The rest of the
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construction is also similar to Section 12, only the vertex-scattering matrix is replaced by the
effective vertex-scattering matrix.

We define matrices Σ̃(k) and S̃(k).

Definition 13.4 The matrix Σ̃(k) is an energy-dependent block-diagonalizable 2N ×2N matrix
with blocks σ̃v(k). The similarity transformation, under which the matrix is block-diagonal, is
given as a transformation between the basis

~α = (αin
b1 , . . . , α

in
bN
, αin

b̂1
, . . . , αin

b̂N
)T

and the basis
(αin

bv11
, . . . , αin

bv1d1
, αin

bv21
, . . . , αin

bv2d2
, . . .)T ,

where bv1j is the j-th edge ending in the vertex v1.
The scattering matrix is S̃(k) = QΣ̃(k).

Other matrices were defined in Section 12. Now we can state the theorem on the resonance
condition.

Theorem 13.5 The resonance condition is given by

det (eikLQΣ̃(k)− I2N ) = 0 .

Proof: The proof is exactly the same as the proof of Theorem 12.4, only Σ is replaced by Σ̃.
Q.E.D.

Also definitions of periodic orbits, pseudo-orbits and irreducible pseudo-orbits from Defini-
tion 12.5 can be used unchanged. The only difference is that the scattering amplitude is defined
by the matrix S̃(k), i.e. Aγ = S̃b2b1 S̃b3b2 . . . S̃b1bn

, where S̃bibj
denotes the entry of the matrix

S̃(k).
After these changes Theorem 12.6 can be used to obtain the resonance condition.

Theorem 13.6 The condition for the resolvent resonances of the graph is given by∑
γ̄

(−1)mγ̄Aγ̄(k) eik`γ̄ = 0 ,

where the sum goes over all irreducible pseudo-orbits γ̄.

Proof: The proof is exactly the same as the proof of Theorem 12.6, only definition of the
scattering amplitudes is different. Q.E.D.

13.1 Example: triangle with attached leads – pseudo-orbit expansion

Let us return once again to the example in Figure 5.3 studied in Subsections 5.2 and 6.2. We will
show how the resonance condition can be obtained by the method of pseudo-orbit expansion.
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1

1̂

2

2̂

3

3̂

Fig. 13.1. Figure to the example in Subsection 13.1 – graph Γ2. Reproduced from [Lip15].

Let us first construct the effective vertex-scattering matrix. From Corollary 13.3 (we can use
it since there is standard coupling at the vertices) we have

σ̃(k) =
2

2 + 1
J2 − I2 =

(
− 1

3
2
3

2
3 − 1

3

)
.

Notice that for the case of standard coupling the effective vertex-scattering matrix is not energy
dependent.

Graph Γ2 is shown in Figure 13.1. Each internal edge of the graph Γ was replaced by two
bonds. The matrix S̃ = QΣ̃ is

S̃ =

1 2 3 1̂ 2̂ 3̂
1 0 0 2/3 −1/3 0 0
2 2/3 0 0 0 −1/3 0
3 0 2/3 0 0 0 −1/3
1̂ −1/3 0 0 0 2/3 0
2̂ 0 −1/3 0 0 0 2/3
3̂ 0 0 −1/3 2/3 0 0

Here we have denoted the columns and rows of this matrix by bonds to which they correspond.
The matrix L = `I6, hence eikL = eik`I6. The resonance condition can be obtained by Theo-
rem 13.5.

Now we use the pseudo-orbits to obtain this condition. There is a trivial irreducible pseudo-
orbit on zero bonds. There are three irreducible pseudo-orbits on two bonds: (11̂); (2, 2̂) and
(33̂). For these pseudo-orbits, the scattering amplitudes in both vertices are −1/3 for both ver-
tices (we take the diagonal terms of the effective vertex-scattering matrix), mγ̄ = 1 and the
contribution to the resonance condition for all three irreducible pseudo-orbits is the same. Hence
the coefficient by e2ik` is (−1/3)2(−1)13. Similarly, we find contributions for other irreducible
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pseudo-orbits. There are two irreducible pseudo-orbits on three bonds (123) and (1̂3̂2̂). We
have the following six irreducible pseudo-orbits on four bonds: (11̂)(22̂); (11̂)(33̂); (22̂)(33̂);
(122̂1̂); (233̂2̂) and (311̂3̂). And finally, there are the following eight irreducible pseudo-orbits
on all six bonds: (11̂)(22̂)(33̂); (122̂1̂)(33̂); (233̂2̂)(11̂); (311̂3̂)(22̂); (123)(1̂3̂2̂); (1233̂2̂1̂);
(2311̂3̂2̂) and (3122̂1̂3̂). Now we use the pseudo-orbits to obtain this condition. There is a
trivial irreducible pseudo-orbit on zero bonds. There are three irreducible pseudo-orbits on two
bonds: (11̂); (2, 2̂) and (33̂). For these pseudo-orbits, the scattering amplitudes in both vertices
are −1/3 for both vertices (we take the diagonal terms of the effective vertex-scattering matrix),
mγ̄ = 1 and the contribution to the resonance condition for all three irreducible pseudo-orbits
is the same. Hence the coefficient by e2ik` is (−1/3)2(−1)13. Similarly, we find contribu-
tions for other irreducible pseudo-orbits. There are two irreducible pseudo-orbits on three bonds
(123) and (1̂3̂2̂). We have the following six irreducible pseudo-orbits on four bonds: (11̂)(22̂);
(11̂)(33̂); (22̂)(33̂); (122̂1̂); (233̂2̂) and (311̂3̂). And finally, there are the following eight ir-
reducible pseudo-orbits on all six bonds: (11̂)(22̂)(33̂); (122̂1̂)(33̂); (233̂2̂)(11̂); (311̂3̂)(22̂);
(123)(1̂3̂2̂); (1233̂2̂1̂); (2311̂3̂2̂) and (3122̂1̂3̂).

The coefficients by enik` are the following.

e0 : 1 ,

e2ik` :
(
−1

3

)2

(−1)1 · 3 = −1
3
,

e3ik` :
(

2
3

)3

(−1)1 · 2 = −16
27
,

e4ik` :
(
−1

3

)4

(−1)2 · 3 +
(
−1

3

)2(2
3

)2

(−1)1 · 3 = −1
9
,

e6ik` :
(
−1

3

)6

(−1)3 · 1 +
(
−1

3

)4(2
3

)2

(−1)2 · 3 +

+
(

2
3

)6

(−1)2 · 1 +
(
−1

3

)2(2
3

)4

(−1)1 · 3 =
1
27
.

Hence the resonance condition is

0 = 1− 1
3
e2ik` − 16

27
e3ik` − 1

9
e4ik` +

1
27

e6ik` .

One can compare the resonance condition to the resonance condition obtained in Subsection 5.2
and find

sin
k`

2
(
3− eik`

) (
3 + 2eik` + e2ik`

)2
= − i

2
e−

ik`
2 (eik` − 1)

(
3− eik`

)
·

·
(
3 + 2eik` + e2ik`

)2
= − i

2
e−

ik`
2 (−27 + 9e2ik` + 16e3ik` + 3e4ik` − e6ik`) =

=
27i
2

e−
ik`
2

(
1− 1

3
e2ik` − 16

27
e3ik` − 1

9
e4ik` +

1
27

e6ik`

)
.
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14 Method of simplifying the resonance condition by deleting the bonds of the directed
graph

In this section we present a method from [Lip16] which simplifies the graph Γ2. It can be used
for graphs with standard coupling and at least one balanced vertex. One directed bond which
ends in the balanced vertex is deleted and instead of it, there are one or more “ghost edges”
introduced. These “ghost edges” allow for hopping the pseudo-orbit to another directed bond,
but they do not contribute to the scattering amplitude.

Theorem 14.1 Let us assume an equilateral graph (all the internal edges have lengths `) Γ
with standard coupling. Let us assume that no edge starts and ends in one vertex and no two
vertices are connected by more than one edge. Let there be a balanced vertex v2 of the graph
Γ and let the bonds b1, b2, . . . , bd in the corresponding graph Γ2 end in the vertex v2. (Part of
the corresponding graph Γ2 is shown in Figure 14.1.) Then the following construction does not
change the resonance condition.

• We delete the bond b1 = (v1, v2) of the graph Γ2.

• We introduce “ghost edges” b′1, b
′′
1 , . . . , b

(d−1)
1 that start in v1 and are connected to the

bonds b2, b3, . . . , bd, respectively (see Figure 14.2).

• The resonance condition is given by Theorem 13.6, while the irreducible pseudo-orbits are
defined by Definition 12.5 with the following rules.

b1

b̂1

b2b̂2

b3

b̂3

bd b̂d

v1
v2

Fig. 14.1. Figure to Theorem 14.1. Part of the graph Γ2 before deleting the bond b1. Reproduced from
[Lip16].
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b̂1

b2b̂2

b3

b̂3

bd b̂d

v1 v2

b
′

1

b
′′

1

b
(d−1)
1

Fig. 14.2. Figure to Theorem 14.1. Part of the graph Γ2 after deleting the bond b1 and introducing “ghost
edges” b′1, b

′′
1 , . . . , b

(d−1)
1 . Reproduced from [Lip16].

• If a ghost edge is contained in the irreducible pseudo-orbit γ̄, its length does not contribute
to the length of the irreducible pseudo-orbit `γ̄ .

• Let e.g. the “ghost edge” b′1 be included in the irreducible pseudo-orbit γ̄. The scattering
amplitude from the bond b ending in v1 and the bond b2 is the scattering amplitude on the
previous graph Γ2 from the bond b to b1 taken with the opposite sign.

• Each “ghost edge” can be in the given irreducible pseudo-orbit used at most once.

• The procedure can be repeated; for each balanced vertex one bond can be deleted.

Proof: We will show how the matrix S̃ = QΣ̃ is changed by deleting the bond b1 and intro-
ducing the “ghost edges”. Let us first show that the unitary trasnformation of S̃ does not change
the resonance condition. Since the graph is equilateral, the matrix eikL is multiple of the identity
matrix eik`I2N . Since the determinant is not changed by the unitary transformation, we have

det (eikLV −1
1 QΣ̃V1 − I2N ) = det (eik`V −1

1 QΣ̃V1 − I2N ) =
det [V −1

1 (eik`QΣ̃− I2N )V1] = det (eik`QΣ̃− I2N ) .

Our task is only to choose the matrix V1 appropriately. Let us assume that we want to delete the
bond b1 ending in the balanced vertex v2 and that bonds b2, b3, . . . , bd also end in v2. We choose
V1 as 2n× 2N matrix with entries

(V1)ii = 1 for i = 1, . . . , 2N ; (V1)bib1 = 1 for i = 2, . . . , d; (V1)ij = 0 otherwise,
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where (V1)bib1 is the entry with the row corresponding to the bond bi and column corresponding
to b1. It is not difficult to find that the inverse of this matrix has entries

(V −1
1 )ii = 1 for i = 1, . . . , 2N ; (V −1

1 )bib1 = −1 for i = 2, . . . , d;
(V −1

1 )ij = 0 otherwise.

The eigenvalues of the matrix Jd are d with multiplicity 1 (the corresponding eigenvector has
all entries equal to 1) and 0 with multiplicity d− 1. Hence the effective vertex-scattering matrix
σ̃v2 = 1

dJd − Id has one of its eigenvalues equal to 0 and it therefore has linearly dependent
columns. Hence, if one multiplies it from the right by a matrix with all 1s on the diagonal and
all entries in one of its column equal to 1, one gets a matrix which has one column with all 0s
and other columns same as σ̃v2 . The matrix S̃ has entries of σ̃v2 in the columns corresponding
to bonds ending at v2 and rows corresponding to bonds starting from v2. By a similar argument,
we obtain that S̃V1 has 0s in the column corresponding to b1 and other columns are the same as
in S̃.

Now we find how the matrix is changed by multiplying from the left by V −1
1 . The matrix V −1

1

has non-diagonal entries only in the rows corresponding to the bonds b2, b3, . . . bd. Therefore,
only these rows are changed in V −1

1 S̃V1. Moreover, the non-diagonal entries of V −1
1 are only

in the column corresponding to b1 and hence only columns of S̃V1 that have nontrivial entry in
the row corresponding to b1 can be changed. These columns correspond to bonds which end in
v1 (and can be followed by b1 in an irreducible pseudo-orbit) and are multiplied by rows of V −1

1

which have −1 at the bj-th position, j = 2, 3, . . . , d and 1 at the b1-th position. Since no two
vertices are connected by two or more edges, the only bond starting at v1 and ending at v2 is b1.
Hence the entries of S̃V1 in the column corresponding to the edges ending at v1 and in the row
corresponding to the edges b2, b3, . . . bd are 0. Therefore, 1 in the bj-th position in the bj-th row
of V −1

1 is multiplied by 0 and −1 is multiplied by the scattering amplitude between the bonds
ending in v1 and b1. Multiplying from the left by V −1

1 introduces in S̃V1 new entries: in the
columns corresponding to the bonds that end in v1 and the rows corresponding to b2, b3, . . . , bd
the scattering amplitude between v1 and b1 taken with the opposite sign appears. These entries
are represented by the “ghost edges”.

One has to take the entry of I2N in the determinant in Theorem 13.5 in the column cor-
responding to b1 (since the matrix V −1

1 S̃ΣV1 has all zeros in this column), hence this bond
effectively does not exist. The new entries are represented by the “ghost edges”, which do not
contribute to the length of the irreducible pseudo-orbit. One can repeat this construction for other
balanced vertices by a different unitary transformation of the matrix under the determinant. One
cannot delete bonds to which “ghost edge” leads because these edges end in the balanced vertex
from which one bond was already deleted. Q.E.D.

14.1 Example: two abscissas and two half-lines

Now we will show an example from Section 5 of [Lip15] illustrating the pseudo-orbit expansion
for the resonance condition and the method of deleting edges. The graph consists of two internal
edges of lengths ` and two half-lines connected at one central vertex (see Figure 14.3). We
consider standard coupling at the central vertex v2 and Dirichlet coupling at the loose ends of the
abscissas (vertices v1 and v3).
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ℓ ℓ
D D

S

Fig. 14.3. Figure to Subsection 14.1 – graph Γ: two abscissas and two half-lines.

1 2

1̂ 2̂

v1
v2

v3

Fig. 14.4. Figure to Subsection 14.1 – graph Γ2. Reproduced from [Lip15].

The effective vertex-scattering matrix at the central vertex is by Corollary 13.3

σ̃(v2) =
1
2

(
−1 1
1 −1

)
,

the effective vertex-scattering matrices for Dirichlet condition (U = −1) are σ̃(v1) = σ̃(v3) =
−1.

The oriented graph Γ2 is shown in Figure 14.4.
The matrix S̃ = QΣ̃ is

1 2 1̂ 2̂
1 0 0 −1 0
2 1/2 0 0 −1/2
1̂ −1/2 0 0 1/2
2̂ 0 −1 0 0

.

The matrix S̃ is built by the following rule: if a bond b′ follows a bond b, then in the column
corresponding to b and the row corresponding to b′ is the entry of the effective vertex-scattering
matrix between these two bonds.

Let us now find the resonance condition using the pseudo-orbits. The contribution of the
trivial irreducible pseudo-orbit on zero bonds is 1. We have two irreducible pseudo-orbits on two
bonds: (11̂) and (22̂). The scattering amplitude between 1̂ and 1 is −1, the scattering amplitude
between 1 and 1̂ is the diagonal entry of the effective vertex-scattering matrix, i.e. −1/2. Since
there is one periodic orbit in the irreducible pseudo-orbit (11̂), we have mγ̄ = 1 and hence the
term (−1)1. The contribution of the irreducible pseudo-orbit (22̂) is the same. We have two
irreducible pseudo-orbits on four bonds: (11̂)(22̂) and (122̂1̂). For both of them, the scattering
amplitude between 1̂ and 1 is equal to (−1) (and similarly for the scattering amplitude between
2 and 2̂). For the former irreducible pseudo-orbit, we have the scattering amplitudes between 1
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1̂ 2̂

v1
v2

v3

1
′

Fig. 14.5. Figure to Subsection 14.1 – graph Γ2 after deleting the bond 1 and introducing the “ghost edge”
1′. Reproduced from [Lip15].

and 1̂ and between 2̂ and 2 equal to−1/2 and since there are two periodic orbitsmγ̄ = 2. For the
irreducible pseudo-orbit (122̂1̂) we have the scattering amplitude between 1 and 2 (and similarly
between 2̂ and 1̂) equal to 1/2 and since there is one periodic orbit mγ̄ = 1. Trivially, there are
no irreducible pseudo-orbits on one or three bonds.

To summarize, we have the following contributions to the resonance condition.

exp (0) : 1 ,

exp (2ik`) : (−1)
(
−1

2

)
(−1)1 · 2 = −1 ,

exp (4ik`) : (−1)2
(
−1

2

)2

(−1)2 + (−1)2
(

1
2

)2

(−1)1 = 0 .

Hence the resonance condition is

1− e2ik` = 0 . (14.1)

Now we show how the method of deleting the edges simplifies finding the resonance con-
dition. We delete one bond ending in the central (balanced) vertex v2, e.g. the bond 1. We
obtain the changed graph Γ2 (see Figure 14.5) with one new “ghost edge” 1′ starting from v1 and
continuing to the bond 2̂ (because 2̂ is the other bond ending in v2).

We again find irreducible pseudo-orbits on this graph. The contribution of the irreducible
pseudo-orbit on zero bonds is 1. We have two irreducible pseudo-orbits on two “non-ghost”
bonds: (22̂) and (1̂1′2̂). The contribution of the former one was already computed. The scatter-
ing amplitude from 1̂ to 2̂ via 1′ is the scattering amplitude from 1̂ to 1 in the former graph Γ2

taken with the opposite sign, i.e. 1. The scattering amplitude between 2̂ and 1̂ is 1/2. There is
one periodic orbit in the irreducible pseudo-orbit (1̂1′2̂), hence mγ̄ = 1. One can easily see that
there are no irreducible pseudo-orbits on three “non-ghost” bonds and clearly also on four bonds.
We have the following contributions.

exp (0) : 1 ,

exp (2ik`) : 1
(

1
2

)
(−1)1 + (−1)

(
−1

2

)
(−1)1 = −1 .

We obtain again the resonance condition (14.1). The advantage of this method is that we do not
need to compute the contribution of the irreducible pseudo-orbits on four bonds.
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15 Asymptotics of the resonances – the effective size of a non-Weyl graph

Let us now return to the asymptotics of the number of resolvent resonances in quantum graphs.
We present results from [Lip16]. We study the value of the coefficient by the leading term of the
asymptotics (which is connected to the effective size of the graph) for non-Weyl graphs using
the machinery developed in previous sections. We focus on equilateral graphs (graphs which
have all internal edges of lengths `). First, we find the effective size using the properties of the
matrix S̃(k) and then we find bounds on the effective size for equilateral graphs. As we stated
in Subsection 10.3, unlike the criterion if the graph is non-Weyl (which depends on the vertex
properties of the graph) finding the effective size is more difficult and depends on the structure
of the whole graph.

Let us first state a theorem on the criterion whether the graph is Weyl or non-Weyl.

Theorem 15.1 Let us consider a graph Γ with internal edges of lengths `j . Graph Γ is non-Weyl
iff det Σ̃(k) = 0 for all k ∈ C. Equivalently, the graph is non-Weyl iff there exists a vertex for
which det σ̃(v)(k) = 0 for all k ∈ C.

Proof: According to the Theorem 13.5 the leading term of the asymptotics (the highest multiple

of ik in the exponential) is det [QΣ̃(k)] e2ik
∑N

j=1
`j ; the term with the lowest multiple of ik in

the exponential is 1. By Lemma 10.1 the graph is non-Weyl (the effective size is strictly smaller
than

∑N
j=1 `j) iff det [QΣ̃(k)] = 0. Since the matrix Q only rearranges the rows of the matrix

Σ̃(k), this condition is equivalent to det Σ̃(k) = 0. Since Σ̃(k) is similar to a block-diagonal
matrix with blocks σ̃(v)(k), we have that the graph is non-Weyl iff there exists a vertex with
det σ̃(v)(k) = 0. Q.E.D.

The Corollary 10.3 follows from this theorem and Corollary 13.3. Determinant of σ̃(v)(k)
is zero for a standard condition iff n = m and hence we obtain the corollary by Davies and
Pushnitski.

The following theorem gives the effective size of a non-Weyl graph.

Theorem 15.2 Let us assume an equilateral graph Γ (all internal edges of lengths `). Then its
effective size is `

2nnonzero, where nnonzero is the number of nonzero eigenvalues of the matrix
S̃(k) = QΣ̃(k).

Proof: We will use Theorem 13.5. The matrix L is for an equilateral graph multiple of identity
matrix, hence eikL = eik`I . The unitary transformation of the matrix under the determinant does
not change the determinant, hence the resonance condition is

det (eik`D(k)− I2N ) = 0

with D(k) being the Jordan form of the matrix S̃(k) = QΣ̃. The matrix under the determinant
is upper triangular, therefore the determinant is given by multiplication of its diagonal entries.
In the term with the highest multiple of ik in the exponential there will be nnonzero terms eik`.
Hence the effective size is by Lemma 10.1 `

2nnonzero. Q.E.D.
Now we prove bounds on the effective size W of a non-Weyl graph using the method of

deleting the edges.
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Γ
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1̂

22̂
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4 4̂

Fig. 15.1. Figure to Theorem 15.4. The graph Γ2: the bonds between Γ′
2 and the vertices v1, v2, v3 and v4

with arrows in both directions represent possible bonds in both direction. Reproduced from [Lip16].

Theorem 15.3 Let us assume an equilateral graph Γ (N internal edges of lengths `) with stan-
dard coupling, nbal balanced vertices, and nnonneig balanced vertices that do not neighbor any
other balanced vertex. Then the effective size is bounded by W ≤ N`− `

2nbal − `
2nnonneig.

Proof: The sum of the lengths of the internal edges is N`. Let us assume a balanced vertex of
the graph Γ with n internal and n external edges. Then in the graph Γ2 there are n incoming and
n outgoing bonds for this vertex. Since the vertex is balanced, we can delete one incoming bond.
Since nbal bonds are deleted, the size of the graph decreases by `

2nbal. Let us assume that our
vertex does not neighbor any other balanced vertex. Then any irreducible pseudo-orbit does not
use one of the bonds going out of this vertex (there are n − 1 incoming bonds and n outgoing
bonds after deletion) since it cannot get to the vertex for n-th time. This decreases the size of the
graph by `

2nnonneig. Q.E.D.

Theorem 15.4 Let us assume an equilateral graph Γ (with N internal edges of the lengths `)
with standard coupling containing a square of balanced vertices v1, v2, v3 and v4 without diag-
onals. This means that v1 neighbors v2, v2 neighbors v3, v3 neighbors v4, v4 neighbors v1, v1
does not neighbor v3 and v2 does not neighbor v4. Then the effective size of Γ is bounded by
W ≤ (N − 3)`.

Proof: The graph Γ2 is shown in Figure 15.1. We denote the bond between v1 and v2 by 1, the
bond between v2 and v3 by 2, the bond between v3 and v4 by 3, and the bond between v4 and v1
by 4, the bonds in the opposite direction by 1̂, 2̂, 3̂, and 4̂. The rest of the graph is denoted by Γ′2;
there might be bonds between the subgraph Γ′2 and the vertices v1, v2, v3 and v4 that are in this
figure represented by bonds with arrows in both directions.
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Γ
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v1 v2

v3v4

1
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3

4

Fig. 15.2. Figure to Theorem 15.4. The graph Γ2 after deletion of the bonds 1̂, 2̂, 3̂ and 4̂: the bonds
between Γ′

2 and the vertices v1, v2, v3 and v4 with arrows in both directions represent possible bonds in
both direction. The dashed lines from the vertices v1, v2, v3 and v4 to Γ′

2 represent possible “ghost edges”.
Reproduced from [Lip16].

Now we, following Theorem 14.1, delete bonds 1̂, 2̂, 3̂ and 4̂. We obtain graph in Figure 15.2.
Here again bonds between Γ′2 and the vertices v1, v2, v3 and v4 are denoted by solid lines with
arrows in both directions and possible “ghost edges” are represented by dashed lines. In the
square, there appear four “ghost edges”. The irreducible pseudo-orbit can continue from the
bond 4 to the bond 3 via the ghost edge (with the scattering amplitude equal to the scattering
amplitude from 4 to 4̂ with the opposite sign) a similarly for the other bonds. Hence the graph
Γ2 can be represented by the one in Figure 15.3.

Now we find the effective size of the graph. The size of the graph N` is reduced by 2` since
we have deleted four bonds (for each bond the effective size is reduced by `/2). The contribution
of the irreducible pseudo-orbits (1234) and (12)(34) cancels out since both irreducible pseudo-
orbits have same scattering amplitudes and differ only in the number of periodic orbits (the minus
sign). A similar argument holds for all irreducible pseudo-orbits which contain these pseudo-
orbits. One can argue similarly also for irreducible pseudo-orbits containing the pseudo-orbits
(1432) and (14)(32). Therefore, contributions of the irreducible pseudo-orbits on all bonds of
the graph in Figure 15.3 cancels out.

Now we prove that also all irreducible pseudo-orbits on all but one bonds of the graph in
Figure 15.3 cancel. If the bond that is missing is not 1, 2, 3 or 4, we can use the same cancellation
argument as in the previous paragraph. Let us suppose that one of the bonds 1, 2, 3 or 4 is not
included, without loss of generality the bond 4. Because we use bonds 1, 2, 3, the irreducible
pseudo-orbit must include the path from the right-bottom vertex in Figure 15.3 to the left-bottom
vertex through Γ′2. At the same time, the irreducible pseudo-orbit must contain all the bonds but
4. Since with each bond, the bond with the opposite orientation is contained and since no “ghost
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Fig. 15.3. Figure to Theorem 15.4. The effective form of the graph Γ2 after deletion of the edges. Repro-
duced from [Lip16].

edge” ends in 1, 2, 3 or 4, it is not possible to obtain such irreducible pseudo-orbit.
Hence the longest irreducible pseudo-orbit that is not canceled has the length smaller or equal

to (2N − 6)`. By Lemma 10.1 we obtain the claim. Q.E.D.
In the next theorem, we find positions of the resonances.

Theorem 15.5 Let us assume an equilateral graph (N edges of lengths `) with standard cou-
pling. Let the eigenvalues of S̃ = QΣ̃ be cj = rjeiϕj . The positions of resolvent resonances are
such λ = k2 with

k =
1
`
(−ϕj + 2nπ + i ln rj) , n ∈ Z .

Moreover, |cj | ≤ 1 and for a graph with no edge starting and ending in one vertex also
∑2N

j=1 cj =
0 holds.

Proof: From the resonance condition in Theorem 13.5, the fact that the matrix L = `I is mul-
tiple of an identity matrix and that a similarity transformation does not change the determinant
we have

2N∏
j=1

(eik`cj − 1) = 0 .

From this equation one finds for k = kR + ikI

rje−kI`eikR`eiϕj = 1 .

and therefore
kI` = ln rj , kR` = −ϕj + 2nπ .

If |cj | > 1 (i.e. r > 1), we obtain kI > 0. This for nontrivial real part of k contradicts
Theorem 5.2.

If no edge starts and ends in one vertex, there are zeros on the diagonal of S̃. Hence its trace
(the sum of the eigenvalues) is zero. Q.E.D.
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16 Numerically finding the resonances

In this section, we show in an example one way how to numerically find the positions of reso-
nances from the resonance condition.

Example 16.1 (a line with an appendix: positions of the resonances)
We again consider a simple graph consisting of a half-line and an abscissa connected with δ-
coupling with Dirichlet coupling at the other end of an abscissa (see Example 5.1 and Fig-
ure 5.2). The condition to find the resolvent resonances is

(α− ik) sin k`+ k cos k` = 0 .

We find the real and imaginary part of this equation to use it in the future.

(α+ kI) sin kR` cosh kI`+ kR cos kR` sinh kI`+ kR cos kR` cosh kI`+
+kI sin kR` sinh kI` = 0 ,

(α+ kI) cos kR` sinh kI`− kR sin kR` cosh kI`− kR sin kR` sinh kI`+
+kI cos kR` cosh kI` = 0 ,

where kR is the real part of k and kI is the imaginary part. The first equation corresponds to the
real part of the resonance condition and the second one to the imaginary part.

We present a code in a Python-based program SageMath [SAGE16] using SageMath Cloud
[SMC16].

The positions of resonances for ` = 1 and α = 1 and α = 10 are shown in Figures 16.1 and
16.2, respectively.

5 10 15
Re k

-1.5

-1

-0.5

Im k

Fig. 16.1. Positions of the resonances for Example 16.1 with ` = 1, α = 1.
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Fig. 16.2. Positions of the resonances for Example 16.1 with ` = 1, α = 10.

## first we import scipy optimize, a tool which allows us
## to find roots of the equation
import scipy
from scipy import optimize
## we define variables
var(’l,alpha,j,jj’)
## we set values of constants
alpha = 1;
l = 1;
## we define a function fun which returns the vector
## with entries equal to real part of the resonance condition
## and imaginary part of the resonance condition
def fun(x):

return [(alpha+x[1])*sin(x[0]*l)*cosh(x[1]*l)+x[0]

*cos(x[0]*l)*sinh(x[1]*l)+x[0]*cos(x[0]*l)*cosh(x[1]*l)
+x[1]*sin(x[0]*l)*sinh(x[1]*l),

(alpha+x[1])*cos(x[0]*l)*sinh(x[1]*l)-x[0]

*sin(x[0]*l)*cosh(x[1]*l)-x[0]*sin(x[0]*l)*sinh(x[1]*l)
+x[1]*cos(x[0]*l)*cosh(x[1]*l)]
## we define a list of positions of the resonances
list1 = [];
## we use a grid of starting values, j corresponds to
## the real part of k, jj corresponds to the imaginary part of k
for j in srange(0,20,1):

for jj in srange(-5,0,0.3):
## we find the solution using the function optimize
## with starting point [j,jj]

sol = optimize.root(fun, [j, jj])
## if the program converges to a solution, we add it to list1

if sol.success: list1 = list1+[[sol.x[0],sol.x[1]]]
list1
## we define a figure p which plots points for entries of list1
p = point(list1,size=30,axes_labels=[’Re $k$’,’Im $k$’],
axes_labels_size=1.3);
## this figure can be either shown on the screen or
## saved into a file
p.show()
p.save(’obr5_alpha1_l1.pdf’)
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17 Trajectories of resonances

An interesting problem is to study trajectories of the resonances in the complex plane if the
parameter of the interaction or the lengths of the edges are changed. It has been addressed in
several papers, e.g. [EŠ94, Exn97, EL10, LZ16]. For some setting, one has an eigenvalue, but
if one changes the parameters, the eigenvalue becomes resonance and “travels” in the complex
plane.

Eigenvalues, which appear for the rational ratio of the lengths of the edges were studied
in [EL10]. Let us assume that all the lengths of the edges in some cycle of edges are multiples of
`0. For a certain class of coupling conditions (e.g. δ-conditions) and for the length of the cycle
being even multiple of `0 there is an eigenvalue for k = nπ

`0
, n ∈ Z with the eigenfunction,

which behaves as sin k0x on the cycle, has zeros in the vertices of the cycle and is zero outside
the cycle. If we change the lengths of the edges of the cycle, the former eigenvalue becomes
pure resonance. When the lengths of the edges are multiples of `0 again, it may return to the
point k0. It has been found in [EL10] that resonances may “hop” between different eigenvalues.
Resonances which arise from the eigenvalues for the rational ratio of the lengths of the edges
are sometimes called topological resonances (see [GSS13, CdVT]) and will be also studied in
Section 19.

As the resonance moves away from the real axis, its “life time” in the inner part of the
graph decreases. When the lengths are again rationally related, an eigenvalue with eigenfunction
supported on the inner part of the graph can again appear; i.e. we obtain a state with infinite “life
time”.

Examples of such trajectories can be found in the mentioned papers. In this paper, we present
a new example, which is slightly different than the cross-shaped resonator in subsection 4.2
of [EL10].

ℓ2ℓ1

Fig. 17.1. Graph to example 17.1

Example 17.1 Let us consider a graph (see Figure 17.1) which consists of two internal edges of
lengths `1 and `2, and two of their end vertices are connected in one vertex with one half-line. We
assume δ-coupling of strength α at the central vertex and Dirichlet coupling at the loose ends.
We will change the lengths of the edges as `1 = 1− t, `2 = 1 + t and hence the half-line moves
from the center of the internal edge to the vertex with Dirichlet coupling.

We can use the ansatz
fj(x) = aj sin kx , j = 1, 2
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Fig. 17.2. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths
of the edges are `1 = 1 − t, `2 = 1 + t, t ∈ [0, 1], values of parameter t are denoted by the colour of the
trajectory. Starting eigenvalue k0 = 2π, strength of the δ-interaction α = 0. The trajectory returns to the
point k0 two times. There is Re k on the x-axis and Im k on the y-axis.

on the internal edges with x = 0 corresponding to the vertex with Dirichlet boundary and x = `j
corresponding to the central vertex. On the half-line we use the ansatz

gj(x) = ceikx .

The coupling conditions lead to

a1 sin k`1 = a2 sin k`2 = c ,

−a1 cos k`1 − a2 cos k`2 + ikc = αc .

The above set of equations can be written as sin k`1 0 −1
0 sin k`2 −1

k cos k`1 k cos k`2 α− ik

 a1

a2

c

 = 0 .

Condition of solvability of the system is therefore determinant of the above matrix equals zero.

(α− ik) sin k`1 sin k`2 + k sin k(`1 + `2) = 0 . (17.1)

By differentiating the equation (17.1) with respect to t (k = k(t), `1 = 1 − t, `2 = 1 + t) we
obtain

[−i sin k`1 sin k`2 + (α− ik)(`1 cos k`1 sin k`2 + `2 cos k`2 sin k`1) +
+ sin k(`1 + `2) + k cos k(`1 + `2)(`1 + `2)]k̇ +

+k(α− ik)(− cos k`1 sin k`2 + sin k`1 cos k`2) = 0 ,

where k̇ is derivative of k with respect to t. We use this equation to obtain the trajectories in
Figures 17.2, 17.3, 17.4, and 17.5.
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Fig. 17.3. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths
of the edges are `1 = 1 − t, `2 = 1 + t, t ∈ [0, 1], values of parameter t are denoted by the colour of the
trajectory. Starting eigenvalue k0 = 2π, strength of the δ-interaction α = 10. The trajectory returns to the
point k0 two times. There is Re k on the x-axis and Im k on the y-axis.
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Fig. 17.4. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths
of the edges are `1 = 1 − t, `2 = 1 + t, t ∈ [0, 1], values of parameter t are denoted by the colour of the
trajectory. Starting eigenvalue k0 = 7π, strength of the δ-interaction α = 0. The trajectory returns to the
point k0 seven times. There is Re k on the x-axis and Im k on the y-axis.

The trajectories of the resonances were found by SageMath [SAGE16, SMC16]. The code
for obtaining the trajectory for Figure 17.5 can be found below.

## define all variables
var(’l1,l2,alpha,k,t,dk,st,p,j’)
## set values of the constants
alpha = 10;
k = 7*pi; #starting value for k
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Fig. 17.5. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths
of the edges are `1 = 1 − t, `2 = 1 + t, t ∈ [0, 1], values of parameter t are denoted by the colour of the
trajectory. Starting eigenvalue k0 = 7π, strength of the δ-interaction α = 10. The trajectory returns to the
point k0 seven times. There is Re k on the x-axis and Im k on the y-axis.

st = 0.001; #step
## defining list with points of the trajectory
list1 = [[(7*pi).n(), 0]];
## using a parameter t we change lengths of the edges l1 and l2
## the parameter t goes from 0 to 1 using steps st
for t in srange(0,1,st):

l1 = 1-t; l2 = 1+t;
## differential of k: here we compute how k changes in the
## given step; dk is computed as derivative of k with respect
## to t multiplied by step st
## .n() is there to give a numerical result

dk = (-k*(alpha-i*k)*(-cos(k*l1)*sin(k*l2)+sin(k*l1)*cos(k*l2))
/(-i*sin(k*l1)*sin(k*l2)+(alpha-i*k)*(l1*cos(k*l1)*sin(k*l2)+
l2*cos(k*l2)*sin(k*l1))+sin(k*(l1+l2))+k*cos(k*(l1+l2))*(l1+l2))*st).n();
## updating k and list1

k = k+dk;
list1 = list1 + [[k.real(),k.imag()]];

## plotting the line: first step
p=line([list1[0],list1[1]],color=Color(0,1,0))
## plotting the line: other pieces of the line with color changing
## from green to red
for j in srange(0,len(list1)-2):

p=p+line([list1[j],list1[j+1]],color=Color(j/(len(list1)-2),
1-j/(len(list1)-2),0))
## showing the result on the screen
p.show()
## saving the figure to a file
p.save(’obr5_alpha10_7pi.pdf’)
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18 Fermi’s golden rule

Fermi’s golden rule is usually in quantum physics understood as a formula giving the transition
rate from one eigenstate to the other embedded in the continuous spectrum. There is an alter-
native reformulation of this rule (Theorem XII.24 in [RS78]) dealing with the imaginary part of
the resonance position. It relates the imaginary part of the coefficient by t2 of the position of
the resonance arising from the small perturbation of the eigenvalue in the parameter t with the
energy derivative of a certain scalar product.

In this section, we will review the Fermi’s golden rule for quantum graphs with standard
coupling introduced in the paper [LZ16]. This rule allows approximating the trajectories of the
resonances near the eigenvalue.

Let us assume the quantum graph Γ with N internal edges ej of lengths `j , 1 ≤ j ≤ N and
M external edges ej , N +1 ≤ j ≤ N +M and with standard coupling at all the vertices. Let us
consider eigenvalue k2

0 embedded into the continuous spectrum and corresponding eigenfunction
u with the components uj . For k2 6∈ σpp(H) we define generalized eigenfunctions es(k), N +
1 ≤ s ≤ N +M as

es(k) ∈ Dloc(H) , (H − k2)es(k) = 0 , (18.1)
es
j(k, x) = δjse−ikx + sjs(k)eikx , N + 1 ≤ j ≤ N +M , (18.2)

where es
j are the half-line components of es. This family can be holomorphically extended to the

points of the spectrum of H and therefore it is defined for all k.
Let there be a family of quantum graphs with a one-parameter transformation of the lengths

of the internal edges. For 1 ≤ j ≤ N we have

`j(t) = e−aj(t)`j , aj(0) = 0 ,

where aj are constant on the edges. The Hamiltonian for the graph Γt with the edges of lengths
`j(t) will be denoted H(t) and its eigenvalues k2(t). Moreover, we denote

ȧ ≡ ∂a

∂t
(0) , (ȧu)j ≡ ȧjuj(x) .

We state the Fermi’s golden rule from [LZ16].

Theorem 18.1 Consider a simple eigenvalue k2
0 > 0 of the HamiltonianH ≡ H(0) and let u be

the corresponding eigenfunction. Then for |k| ≤ kmax there exists a smooth function t 7→ k(t)
such that k2(t) is the resolvent resonance of H(t). Moreover, we have

Im k̈(0) = −
N+M∑

s=N+1

|Fs|2 ,

Fs = k0 〈ȧu, es(k0)〉+
1
k0

∑
v∈Γ

∑
ej3v

1
4
ȧj(3∂νuj(v)es

j(k, v)− u(v)∂νes
j(k, v)) ,

where double dot denotes the second derivative with respect to t, 〈•, •〉 is the inner product in
⊕N

j=1L
2([0, `j ]))⊕⊕N+M

s=N+1L
2([0,∞)), the sum

∑
v∈Γ goes through all the vertices of the graph

Γ, ∂νuj(0) = −u′j(0) and ∂νuj(`j) = u′j(`j).
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Remark 18.2 We will show how this formulation of the Fermi’s rule is related to the formulation
from Section XII.6 and Notes to Chapter XII in [RS78]. We will study the problem in the energy
plane. Let us consider a simple eigenvalue E0 ≡ E(0) for the Hamiltonian H0 and resonance
E(t) =

∑∞
n=0 ant

n for its perturbation H0 + tV depending on the parameter t, where the case
t = 0 corresponds to the mentioned eigenvalue. Clearly, a0 ∈ R (the eigenvalue is real) and also
a1 ∈ R (the resonances lie in the lower half-plane, compare with Theorem 5.2). Therefore, for
small t we have E(t) ≈ a2t

2. If we denote the imaginary part of E(t) by Γ(t)/2, we have

∂2
t Γ(t) = 2Im ∂2

tE(t) = 4Im a2 = 4π
d

dE

〈
u, V P̃ (E)V

〉∣∣∣∣
E=E0

, (18.3)

where in the last equality we used Theorem XII.24 in [RS78], u is the eigenfunction correspond-
ing to the eigenvalue E(0) and P̃ (E) = P(−∞,E)\{E0} is the modified spectral projection. If the
continuous spectrum has a nice parametrization by the generalized eigenfunctions e(E, a), one
can write

∂EP̃ (E) =
∫
A
e(E, a)⊗ e(E, a)∗ dµ(a) , a ∈ A .

The equation (18.3) becomes

∂2
t Γ(t) = 4π

∫
A
|〈V u, e(E, a)〉|2 dµ(a) , (18.4)

Since for quantum graphs the set A is discrete, the integral becomes the sum. Therefore this
formula resembles the formula in Theorem 18.1.

Another formulation mentioned in [RS78] is

Γ = 2t2 Im a2 = 2πt2
d

dE

〈
u, V P̃ (E)V

〉∣∣∣∣
E=E0

and since Γ can be related to the transition probability between two states and the rhs by equa-
tion (18.4) to the matrix elements of the perturbation between initial and final state, more usual
formulation of the Fermi’s golden rule also follows. (More details in Notes to Chapter XII
of [RS78]).

Proof of Theorem 18.1: Let ∂xf = ∂f
∂x and ∂2

xf = ∂2f
∂x2 . Then by twice integrating by parts

we get for f, g ∈W 2,2(Γ)

−
〈
∂2

xf, g
〉

L2 = −
N+M∑
j=1

∫
ej

(∂2
xfj(x)ḡj(x)) dx =

N+M∑
j=1

∫
ej

∂xfj(x)∂xḡj(x) dx−

−
∑
v∈Γ

∑
ej3v

∂νfj(v)ḡj(v) = −
N+M∑
j=1

∫
ej

fj(x)∂2
xḡj(x) dx+

+
∑
v∈Γ

∑
ej3v

[fj(v)∂ν ḡj(v)− ∂νfj(v)ḡj(v)] =

= −
〈
f, ∂2

xg
〉

L2 +
N+M∑
j=1

∑
v∈∂ej

[fj(v)∂ν ḡj(v)− ∂νfj(v)ḡj(v)] . (18.5)
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Here ∂ej is the set of the vertices of the edge ej . In the last equality we rearranged the sum over
all vertices.

Now we define operator P̃ (t) ≡ H(t) and unitarily equivalent operator P (t).

L2
t :=

N⊕
j=1

L2([0, e−aj(t)`j ])⊕
N+M⊕

s=N+1

L2([0,∞)) , U(t) : L2
t → L2

0 ,

(U(t)u)j(y) := e−aj(t)/2uj(e−aj(t)y) , U(t)−1 = U(t)∗ .

Let the operator P̃ (t) ≡ H(t) be defined in L2
t by

(P̃ (t)u)j = −∂2
xuj ,

D(P̃ (t)) = {u : uj ∈W 2,2([0, e−aj(t)`j ]), uj(v) = ui(v), v ∈ ej ∩ ei,
∑
ej3v

∂νuj(v) = 0} .

This is just the Laplacian on the graph Γt with standard coupling, i.e. H(t).
We define a family of operators P (t) on L2

0 as P (t) := U(t)P̃ (t)U(t)−1. One can compute
the action of this operator explicitly

(P (t)u)j =
[
U(t)

(
− ∂2

∂x2

)
U−1(t)u(x)

]
j

= U(t)
(
− ∂2

∂x2

)
eaj(t)/2uj(eaj(t)x) =

= −U(t)e2aj(t)eaj(t)/2u′′j (eaj(t)x) = −e−aj(t)/2e2aj(t)eaj(t)/2u′′j (e−aj(t)eaj(t)x) =

= −e2aj(t)u′′j (x) = −e2aj(t)∂2
xuj(x) .

The domain of this operator is

D(P (t)) =
{
u ∈W 2,2(Γ) : eaj(t)/2uj(v) = eai(t)/2ui(v), v ∈ ej ∩ ei,

0 =
∑
ej3v

e3aj(t)/2∂νuj(v)

 . (18.6)

From Proposition 4.3 in [LZ16] it follows that for small t there exists a smooth family t 7→
u(t) ∈W 2,2

loc (Γt) such that

(P (t)− z(t))u(t) = 0 , us(t, x) = a(t)eik(t)x , N + 1 ≤ s ≤ N +M ,

Im k(t) ≤ 0 , k(0)2 = z , k(0) > 0 .

To simplify the notation we will use following [LZ16] P ≡ P (t) and z ≡ z(t). First, we
define the following space and orthogonal projection.

HR :=
N⊕

j=1

L2([0, `j ])⊕
N+M⊕

s=N+1

L2([0, R]) .

Then by 1x≥R : L2
0 → HR we mean the projection on HR. We obtain

〈Pu,1x≥Ru〉 = −
N∑

j=1

∫
ej

(∂2
xuj(x))ūj(x) dx−

N+M∑
s=N+1

∫ R

0

(∂2
xus(x))ūs(x) dx =



338 Quantum Graphs and Their Resonance Properties

=
N∑

j=1

∫
ej

|∂xuj(x)|2 dx+
N+M∑

s=N+1

∫ R

0

|∂xus(x)|2 dx−

−
∑
v∈Γ

∑
ej3v

(∂νuj(v))ūj(v)−
N+M∑

s=N+1

∂xus(R)ūs(R) .

From equation (18.5) and the fact that P is symmetric we have

0 =
∑
v∈Γ

∑
ej3v

[(∂νuj(v))ūj(v)− uj(v)∂ν ūj(v)] = 2Im
∑
v∈Γ

∑
ej3v

(∂νuj(v))ūj(v) .

Hence we obtain

0 = Im 〈(P − z)u,1x≥Ru〉 = −Im
N+M∑

s=N+1

∂xus(R)ūs(R)− Im z‖u‖2HR
. (18.7)

Differentiating equation (18.7) twice with respect to t we obtain(
∂2

t ‖u‖2HR

)
Im z + 2

(
∂t‖u‖2HR

)
Im ż + ‖u‖2HR

Im z̈ =

= −2 Im
N+M∑

s=N+1

∂xu̇s(R)¯̇us(R)− Im
N+M∑

s=N+1

(∂xüs(R)ūs(R) + ∂xus(R)¯̈us(R)) .

Using Im z(0) = 0, Im ż(0) = 0, u(t = 0)|L2
0\HR

= 0 and ‖u‖2HR
|t=0 = 1 we get at t = 0

Im z̈ = −2 Im
N+M∑

s=N+1

∂xu̇s(R)¯̇us(R) . (18.8)

Moreover, we have using equation (18.5)

2 Im 〈(P − z)u̇,1x≥Ru̇〉 = −2 Im z‖u̇‖2HR
+ 2 Im ‖∂xu̇‖2HR

−

−2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)¯̇uj(v)− 2 Im
N+M∑

s=N+1

∂xu̇s(R)u̇s(R)

Now we obtain at t = 0 using Im z(0) = 0, ‖∂xu̇‖2HR
∈ R and equation (18.8)

Im z̈ = 2 Im 〈(P − z)u̇,1x≥Ru̇〉+ 2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)¯̇uj(v) . (18.9)

We can write

0 = ∂t[(P (t)− z(t))u(t)]j |t=0 = ∂t

[
−
(
e2aj(t)∂2

x + z(t)
)
uj(t)

]∣∣∣
t=0

=

= 2ȧj(0)(−∂2
xuj)− ż(0)uj + [(P (0)− z(0))u̇]j = [(2ȧz − ż)u+ (P − z)u̇]j , (18.10)

where we have used (P (t) − z(t))u = 0. Using this relation again for the lhs of the previous
displayed equation we have

(−∂2
x − z)u̇j = (ż − 2zȧj)uj . (18.11)
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Differentiating the last equation in the definition of the domain of P (t) (18.6) with respect to t
at t = 0 we have

0 = ∂t

∑
ej3v

e3aj(t)/2∂νuj(v)

∣∣∣∣∣∣
t=0

=
3
2

∑
ej3v

ȧj(0)∂νuj(v) +
∑
ej3v

∂ν u̇j(v) .

Hence∑
ej3v

∂ν u̇j(v) = −3
2

∑
ej3v

ȧj∂νuj(v) . (18.12)

Differentiating equation eaj(t)/2uj(v) = eai(t)/2ui(v) (see eq. (18.6)) with respect to t at t = 0
we obtain

1
2
ȧj(0)uj(v) + u̇j(v) =

1
2
ȧi(0)ui(v) + u̇i(v) (18.13)

Defining u(v) := uj(v) which by (18.6) does not depend on j and w := ∂t(ea(t)/2u(t))|t=0 we
have from the previous displayed equation

u̇j(v) = w(v)− 1
2
ȧj(v)u(v) . (18.14)

To obtain the expression for u̇ we first define the function g

g ∈
N⊕

j=1

C∞([0, `j ])⊕
N+M⊕

s=N+1

C∞c ([0,∞))

such that∑
ej3v

∂νgj(v) = −3
2

∑
ej3v

ȧj∂νuj(v) , (18.15)

gj(v)− gi(v) =
1
2
(ȧi − ȧj)u(v) . (18.16)

We assume without loss of generality that both g and u are real.
We can write first using equation (18.11) and then equation (18.5)

〈(ż − 2ȧz)u− (P − z)g, u〉 = 〈(P − z)(u̇− g), u〉 =

= 〈u̇− g, (P − z̄)u〉+
∑
v∈Γ

∑
ej3v

[(u̇j − gj)(v)∂ν ūj(v)− ∂ν(u̇j − gj)(v)ūj(v)] .

Now using z(0) ∈ R and (P − z)u = 0 the first term disappears. With the use of equations
(18.13) and (18.16) we find that (u̇ − g)(v) := (u̇j − gj)(v) does not depend on j. Using this
fact, the coupling conditions (18.6) for u at t = 0 and the previous displayed equation we have

〈(ż − 2ȧz)u− (P − z)g, u〉 =

=
∑
v∈Γ

(u̇− g)(v)
∑
ej3v

∂ν ūj(v)−
∑
v∈Γ

ū(v)
∑
ej3v

∂ν(u̇j − gj)(v) = 0 .
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We have used
∑

ej3v ∂ν ūj(v) = 0 (this follows from the coupling conditions (18.6) at t = 0)
and

∑
ej3v ∂ν(u̇j − gj)(v) = 0 (which follows from equations (18.15) and (18.12)).

We subsequently obtain

0 = − d
dt
〈(P (t)− z(t))u(t),1x≤Ru(t)〉

∣∣∣∣
t=0

= 〈żu− 2ȧzu− (P − z)u̇, u〉 =

= ż − 2z 〈ȧu, u〉+
∑
v∈Γ

∑
ej3v

[∂ν u̇j(v)u(v)− u̇j(v)∂νuj(v)] =

= ż − 2z 〈ȧu, u〉+
∑
v∈Γ

∑
ej3v

[
−3

2
ȧj∂νuj(v)u(v)−

(
w(v)− 1

2
ȧju(v)

)
∂νuj(v)

]
=

= ż − 2z 〈ȧu, u〉 −
∑
v∈Γ

∑
ej3v

ȧj∂νuj(v)u(v) .

(18.17)

In the first equality we used (P (t)− z(t))u(t) = 0. In the second equality we differentiated the
inner product with respect to t using (18.10); the term where 1x≤Ru(t) is differentiated disap-
pears because in that case the first entry of the inner product is zero due to (P (t)−z(t))u(t) = 0.
The third equality follows from the fact that u is normalized, equation (18.5), the fact that
z(0) ∈ R and (P − z)u = 0. The fourth equality uses equations (18.12) and (18.14). The
fifth equality follows from the coupling conditions

∑
ej3v ∂νuj(v) = 0.

We define

ṽ := g +R(k)(żu− 2zȧu− (P − z)g) , z = k2 , k > 0 ,

where R(k) is the resolvent (P − k2)−1. Function ṽ is well defined, outgoing and solves the
problem (18.11), (18.12) and (18.13) satisfied by u̇. Since z is a simple eigenvalue, we have by
Theorem 4.18 in [DZ] that u̇− ṽ is a multiple of u. Hence we can write

u̇ = αu+ g +R(k)(żu− 2zȧu− (P − z)g) (18.18)

with complex α.
Now we return to the equation (18.9) again and try to rewrite first term on the rhs.

2 Im 〈(P − z)u̇,1x≤Ru̇〉 = 2 Im 〈żu− 2zȧu, u̇〉 =
= 2 Im 〈żu− 2zȧu, αu+ g +R(k)(żu− 2zȧu− (P − z)g)〉 =

2 (Im ᾱ)(ż − 2z 〈ȧu, u〉)− 4z Im 〈ȧu,R(k)(żu− 2zȧu− (P − z)g)〉 . (18.19)

In the first equality we used equation (18.11); the term 1x≤R is no longer needed because u has
support only on the internal part of the graph. In the second equality we substituted (18.18). The
third equality uses the fact that ż 〈u, g〉 ∈ R and 〈2zȧu, g〉 ∈ R, because all ż, u, g, z and ȧ are
(assumed) to be real. Moreover, we use ‖u‖2 = 1

We recall a property of the resolvent

R(k)(x, y) = R(−k̄)(x, y) ,
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which follows from considering Im k � 1, z = k2 and noting ((P −z)−1)∗ = (P − z̄)−1. From
this we have for real k

2iImR(k) = R(k)−R(k) = R(k)−R(−k̄) = R(k)−R(−k) (18.20)

and subsequently

2iImR(k)u(k) = [R(k)−R(−k)]u(k) = 0 , (18.21)

which follows from u(−k) = u(k) and

(P − k2)f(k) = u(k) ⇒ (P − (−k)2)f(k) = u(−k)

and hence
R(k)u(k)−R(−k)u(−k) = 0 .

The identity Im 〈u,R(k)(zu̇− 2zȧu− (P − z)g)〉 = 0, which is used in the third equality in
(18.19), follows from (18.21).

Using (18.20) we can rearrange the last term in (18.19).

4z Im 〈ȧu,R(k)(−żu+ 2zȧu+ (P − z)g)〉 =

=
2z
i
〈ȧu, (R(k)−R(−k))(2zȧu+ (P − z)g)〉 . (18.22)

We have used equation (18.20). The term Im 〈ȧu,R(k)(żu)〉 vanishes because of equation
(18.21).

Theorem 4.20 in [DZ] gives

(R(k)−R(−k))f =
i

2k

N+M∑
s=N+1

es(k, x) 〈f, es(k, •)〉 , k ∈ R, f ∈ HR . (18.23)

Using it one finds
2z
i
〈ȧu, (R(k)−R(−k))(2zȧu+ (P − z)g)〉 =

= −k
N+M∑

s=N+1

〈ȧu, es〉 〈2k2ȧu+ (P − z)g, es〉 =

= −2k3
N+M∑

s=N+1

|〈ȧu, es〉|2 − k

N+M∑
s=N+1

〈ȧu, es〉 〈es, (P − z)g〉 . (18.24)

For the inner product in the last term of the previous equation, we can write

〈es, (P − z)g〉 = 〈(P − z)es, g〉 −
∑
v∈Γ

∑
ej3v

(
es(v)∂νgj(v)− ∂νe

s
j(v)gj(v)

)
=

=
∑
v∈Γ

∑
ej3v

1
2
ȧj

(
3∂νuj(v)es(v)− u(v)∂νe

s
j(v)

)
+

+
∑
v∈Γ

(
gi(v) +

1
2
ȧi(v)u(v)

)∑
ej3v

∂νe
s
j(v) =

=
∑
v∈Γ

∑
ej3v

1
2
ȧj

(
3∂νuj(v)es(v)− u(v)∂νe

s
j(v)

)
. (18.25)
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In the first equality we used z ∈ R, equation (18.5) and the fact that g is real. The second
equality uses (P − z)es = 0 and the equations (18.15) and (18.16). In the third equality we use
the fact that es fulfills the standard coupling conditions at the vertices.

To summarize, using (18.19), (18.22), (18.24) and (18.25) we get

2 Im 〈(P − z)u̇,1x≤Ru̇〉 = 2 (Im ᾱ)(ż − 2z 〈ȧu, u〉)− 2k3
N+M∑

s=N+1

|〈ȧu, es〉|2 −

−2k
N+M∑

s=N+1

〈ȧu, es〉
∑
v∈Γ

∑
ej3v

1
4
ȧj

(
3∂νuj(v)es(v)− u(v)∂νe

s
j(v)

)
. (18.26)

Now we turn to the second term on the rhs of the equation (18.9)

2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)¯̇uj(v) =

= 2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)(ᾱuj + gj +R(k)(żu− 2zȧu− (P − z)g))j(v) =

= 2 (Im ᾱ)
∑
v∈Γ

∑
ej3v

(
−3

2

)
ȧj∂νuj(v)u(v) +

+2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)
(
−1

2
ȧju(v) +

1
2
ȧiu(v) + gi(v)

)
−

−2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)R(k)(2zȧu+ (P − z)g)(v) . (18.27)

In the first equality we used equation (18.18). In the second equality we used equations (18.12),
(18.16) and (18.21). The term

Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)
(

1
2
ȧiu(v) + gi(v)

)
= Im

∑
v∈Γ

(
1
2
ȧiu(v) + gi(v)

)∑
ej3v

∂ν u̇j(v) =

= Im
∑
v∈Γ

(
1
2
ȧiu(v) + gi(v)

)∑
ej3v

(
−3

2
ȧj∂νuj(v)

)
= 0

vanishes, because u, g and ȧ are real functions.
Now we will study the second term in (18.27).

2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)
(
−1

2

)
ȧju(v) =

−(Imα)
∑
v∈Γ

∑
ej3v

∂νuj(v)ȧju(v)− Im
∑
v∈Γ

∑
ej3v

∂νg(v)ȧju(v) +

+Im
∑
v∈Γ

∑
ej3v

∂νR(k)(2zȧu+ (P − z)g)j ȧju(v) = (Im ᾱ)
∑
v∈Γ

∑
ej3v

∂νuj(v)ȧju(v) +
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+
∑
v∈Γ

∑
ej3v

u(v)ȧj
1
4k

N+M∑
s=N+1

∂νe
s
j(v) 〈2zȧu+ (P − z)g, es〉 =

= (Im ᾱ)
∑
v∈Γ

∑
ej3v

∂νuj(v)ȧju(v) +
∑
v∈Γ

∑
ej3v

N+M∑
s=N+1

u(v)ȧj∂νe
s
j(v) ·

·
[
k

2
〈ȧu, es〉+

1
4k
〈(P − z)g, es〉

]
= (Im ᾱ)

∑
v∈Γ

∑
ej3v

∂νuj(v)ȧju(v) +

+
∑
v∈Γ

∑
ej3v

N+M∑
s=N+1

u(v)ȧj∂νe
s
j(v) ·

·

[
k

2
〈ȧu, es〉+

1
8k

∑
v′∈Γ

∑
ei3v′

ȧi

(
3∂νui(v)es(v)− u(v)∂νes

j(v)
)]

(18.28)

In the first equality we used equations (18.18) and (18.21). In the second equality we used
the fact that u, g and ȧ are real functions and equation (18.23). In the last equality we used
equation (18.25).

Now we rearrange the third term in (18.27).

− 2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)R(k)(2zȧu+ (P − z)g)(v) =

= 2
∑
v∈Γ

∑
ej3v

(
−3

2

)
ȧj∂νuj(v)

1
4k

N+M∑
s=N+1

es(v) 〈2zȧu+ (P − z)g, es〉 =

= −3
4

∑
v∈Γ

∑
ej3v

N+M∑
s=N+1

ȧj∂νuj(v)es(v)
[
2k 〈ȧu, es〉+

1
k
〈es, (P − z)g〉

]
=

= −3
4

∑
v∈Γ

∑
ej3v

N+M∑
s=N+1

ȧj∂νuj(v)es(v) ·

·

[
2k 〈ȧu, es〉+

1
2k

∑
v′∈Γ

∑
ei3v′

ȧi(3∂νui(v)es(v)− u(v)∂νes
i (v))

]
. (18.29)

In the first equality we used equations (18.12), (18.20) and (18.23). The last equality follows
from equation (18.25).

To summarize, we have from substituting (18.28) and (18.29) to (18.27)

2 Im
∑
v∈Γ

∑
ej3v

∂ν u̇j(v)¯̇uj(v) =

= −2(Im ᾱ)
∑
v∈Γ

∑
ej3v

ȧj∂νuj(v)u(v) +
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+2k
∑
v∈Γ

∑
ej3v

N+M∑
s=N+1

1
4
ȧj 〈ȧu, es〉

[
∂νe

s
j(v)u(v)− 3∂νuj(v)ej(v)

]
+

−2
k

N+M∑
s=N+1

∣∣∣∣∣∣
∑
v∈Γ

∑
ej3v

1
4
ȧj

[
u(v)∂νe

s
j(v)− 3∂νuj(v)es(v)

]∣∣∣∣∣∣
2

(18.30)

Using equation (18.23) we can prove that

− i

2k

N+M∑
s=N+1

es(k, x)〈f, es(k, x)〉 = R(k, x)−R(−k, x) =

= R(−k, x)−R(k, x) = − i

2k

N+M∑
s=N+1

es(k, x) 〈f, es(k, x)〉

from which
N+M∑

s=N+1

es(k, x)〈f, es(k, x)〉 =
N+M∑

s=N+1

es(k, x) 〈f, es(k, x)〉

follows. Minding this and substituting equations (18.26) and (18.30) into (18.9) with the use of
Im z̈ = 2kIm k̈ we finally obtain the claim of the theorem. The term multiplied by Im ᾱ vanishes
due to equation (18.17). Q.E.D.

Now we give a theorem presented as Example 1 in [LZ16] which states how the formula in
the Theorem 18.1 is simplified for certain eigenvalues.

Theorem 18.3 Let us assume a graph Γ with N internal and M external edges. Let there be a
simple eigenvalue k2 of the Hamiltonian H on Γ for which the following relation holds

`j = nj`0 , k`0 = π , nj ∈ N, 1 ≤ j ≤ N .

Then

Im k̈ = −
N+M∑

s=N+1

|k 〈ȧu, es(k)〉|2 .

Proof: If a half-line is attached to some vertex, functional value of the eigenfunction must be
zero there and we have uj(x) = Cj sin kx. Because the graph is connected and k`j is a multiple
of π, this relation holds for all edges of the graph. For es

j(k, x) we use the ansatz

es
j(k, x) = Ajs sin kx+Bjs cos kx .

There are zeros of the eigenfunction at all the vertices of the graph: uj(0) = uj(`j) = 0.
Moreover, we have

∂νuj(0) = −Cjk cos k0 = −Cjk ,

∂νuj(`j) = Cjk cos k`j = Cjk(−1)nj ,

es
j(k, 0) = Ajs sin k0 +Bjs cos k0 = Bjs ,

es
j(k, `j) = Ajs sin k`j +Bjs cos k`j = Bjs(−1)nj .
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ℓ1 ℓ2
N N

S

Fig. 18.1. Figure to Subsection 18.1 – graph Γ: two segments and a half-line.

Hence

∂νuj(0) = ∂νuj(`j)(−1)nj+1 , (18.31)
es
j(k, 0) = es

j(k, `j)(−1)nj . (18.32)

We can rewrite the second part of Fs in the following way∑
v∈Γ

∑
ej3v

1
4
ȧj

[
3∂νuj(v)es(k, v)− u(v)∂νes

j(k, v)
]

=

=
N+M∑
j=1

∑
v∈∂ej

3
4
ȧj∂νuj(v)es(k, v) =

N+M∑
j=1

3
4
ȧj

[
∂νuj(0)es(k, 0)− ∂νuj(`j)es(k, `j)

]
=

=
N+M∑
j=1

3
4
ȧj∂νuj(`j)es(k, `j)[(−1)nj+1(−1)nj + 1] = 0 .

In the first equality we have used the fact that u(v) = 0 for all v and changed the sums as in
equation (18.5). The last equality follows from equations (18.31) and (18.32). The claim of the
theorem follows now from Theorem 18.1. Q.E.D.

We illustrate the usage of Theorem 18.1 in two simple examples.

18.1 Example: two segments and a half-line

We consider a graph consisting of two segments (abscissas) of length `j(t) = e−aj(t)`, aj(0) =
0. Both abscissas are in the central vertex connected with one half-line (see Figure 18.1). We
assume standard coupling at the central vertex and Neumann coupling at the loose ends of the
segments. We parametrize the segments by intervals (0, `j(t)) with x = 0 at the loose ends and
we parametrize the half-line by the interval (0,∞) with x = 0 at the central vertex.
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Let us first find the eigenfunction for t = 0 and for k = π/2 and ` = 1. Since there is the
Neumann condition at the loose ends of the segments, we use the ansatz

u1(k, x) = α cos kx , u2(k, x) = −α cos kx , u3(k, x) ≡ 0 ,

where j = 1, 2 corresponds to the segment-components of the wavefunction and j = 3 to the
half-line component. We find the constant α which normalizes u

1 = 2
∫ `

0

|u1(k, x)|2 dx = 2|α|2
∫ `

0

cos2 kxdx = |α|2` .

We have used the fact that integral of cos2 kx over half of its period is equal to the length of the
interval divided by two. Therefore, we choose α = 1/

√
` and have

u1(k, x) =
1√
`

cos kx , u2(k, x) = − 1√
`

cos kx , u3(k, x) ≡ 0 .

Now we find the generalized eigenfunction e1(k, x). Following definition in equations (18.1)
and (18.2) we choose the ansatz

e11(k, x) = β1 cos kx , e12(k, x) = β2 cos kx , e13(k, x) = e−ikx + s11eikx .

From the coupling conditions at the central vertex we have for k2 not in the spectrum

β1 cos k`1(t) = β2 cos k`2(t) = 1 + s11 ,

β1 sin k`1(t) + β1 sin k`1(t) + i(−1 + s11) = 0 .

From the limit to t = 0 we have

s11 = −1 , β1 = β2 , β1 + β2 − 2i = 0 ,

from which we obtain β1 = β2 = i and hence we have

e11(k, x) = i cos kx , e12(k, x) = i cos kx , e13(k, x) = e−ikx + eikx .

Let the loose ends of the segments be vertices v1 and v3 and the central vertex be v2. We find

∂νu1(v1) = 0 , ∂νu2(v3) = 0 ,
∂νe

1
1(v1) = 0 , ∂νe

1
2(v3) = 0 ,

u1(v2) = 0 , u2(v2) = 0 ,
e11(v2) = 0 , e12(v2) = 0 .

Hence the second term in Fs vanishes similarly to Theorem 18.3. From Theorem 18.1 we have

Im k̈ = −
∣∣k 〈ȧu, e1〉∣∣2 = −k2

∣∣∣∣∣∣
2∑

j=1

∫ `

0

ȧjuj(x)e1j (k, x) dx

∣∣∣∣∣∣
2

=

= −k2

∣∣∣∣∣−ȧ1
i√
`

∫ `

0

cos2 kxdx+ ȧ2
i√
`

∫ `

0

cos2 kxdx

∣∣∣∣∣
2

=

= −k2 1
`

(
`

2

)2

(ȧ1 − ȧ2)2 = −k
2`

4
(ȧ1 − ȧ2)2 .
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v1 v2

v3

v4

v1

e1 e2

e3e4

e5

e6 e7

Fig. 18.2. Figure to Subsection 18.2 – graph Γ: five internal edges and two half-lines.

18.2 Example: five internal edges and two half-lines

Let us consider the graph in Figure 18.2 previously studied in [LZ16] as Example 2. For this
graph, the second part of the expression for Fs will be nontrivial. We will study the Fermi’s rule
in more detail than in [LZ16].

The graph has five internal edges ej , j = 1, . . . , 5 denoted in Figure 18.2 and two half-lines
e6 and e7. There are four vertices v1, v2, v3 and v4. Let the lengths of the internal edges be `j(t)
with `j(0) = 1, for all j = 1, . . . , 5. We will represent these internal edges by intervals (0, `j(t))
with x = 0 at v1 for e1 and e4, x = 0 at v2 for e2 and e3 and x = 0 at v3 for e5. The half-lines
have x = 0 at the vertices v1 or v2, respectively.

First, we will find the eigenvalues and eigenfunctions. Clearly, there are eigenvalues with
k = nπ, n ∈ Z; the corresponding eigenfunctions are antisymmetric with respect to the vertical
axis, have zeros in all the vertices and are supported at the edges e1, e2, e3 and e4. For these
eigenvalues, Theorem 18.3 applies. Therefore, we will focus on the non-trivial eigenvalues with
the eigenfunctions symmetric with respect to the vertical axis. The eigenfunctions must be zero
at e6 and e7, hence there is a zero at v1 and v2. We will choose the ansatz

u1(k, x) = C1 sin kx , u4(k, x) = −C1 sin kx , u2(k, x) = C2 sin kx ,
u3(k, x) = −C2 sin kx , u6(k, x) = u7(k, x) = 0 ,

u5(k, x) = C3 sin k
(
x− 1

2

)
+ C4 cos k

(
x− 1

2

)
.

From the coupling condition at v3 we have C2 = C1 (or sin k = 0 which corresponds to already
mentioned eigenvalues k = nπ). Furthermore, we have from the coupling conditions at v3 and
v4

−C3 sin
k

2
+ C4 cos

k

2
= C1 sin k ,

C3 sin
k

2
+ C4 cos

k

2
= −C1 sin k ,
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−2kC1 cos k + C3k cos
k

2
+ C4k sin

k

2
= 0 .

Adding the first two equations we find C4 = 0 (or cos k
2 = 0 which leads again to eigenvalues

as multiples of π, now with eigenvalues supported also at e5). Hence we obtain

C3 = −C1
sin k
sin k

2

and hence

tan k + 2 tan
k

2
= 0 .

From the last equation we find one of the eigenvalues k0 = arccos
(
− 1

3

) .= 1.9106. From
normalization we find

1 = ‖u‖2 = 4|C1|2
∫ 1

0

sin2 kxdx+

∣∣∣∣∣ sin ksin k
2

∣∣∣∣∣
2

|C1|2
∫ 1

0

sin2 k

(
x− 1

2

)
dx ,

from which we have C1
.= 0.6124.

Now we turn to generalized eigenfunction es(k, x), s = 1, 2. (Do not confuse it with the
notation for the edges, the generalized eigenfunctions have the superscript.) For the components
of the first eigenfunction, we choose the ansatz

e16(k, x) = e−ikx + s16 eikx , e17(k, x) = s17 eikx ,

e1j (k, x) = Aj sin kx+Bj cos kx , j = 1, . . . , 4 ,

e15(k, x) = A5 sin k
(
x− 1

2

)
+B5 cos k

(
x− 1

2

)
.

From the coupling conditions at v1 and v2 we have

B4 = B1 = 1 + s16 , A1 +A4 + i(s16 − 1) = 0 ,
B3 = B2 = s17 , A3 +A2 + is17 = 0 ,

and hence

A4 = −A1 − i(B1 − 2) , A3 = −A2 − iB2 . (18.33)

From the coupling conditions at the vertices v3 and v4 we obtain

A1 sin k +B1 cos k = −A5 sin
k

2
+B5 cos

k

2
= A2 sin k +B2 cos k , (18.34)

−(A1 +A2) cos k + (B1 +B2) sin k +A5 cos
k

2
+B5 sin

k

2
= 0 , (18.35)

A4 sin k +B4 cos k = A3 sin k +B3 cos k = A5 sin
k

2
+B5 cos

k

2
,

−(A3 +A4) cos k + (B3 +B4) sin k −A5 cos
k

2
+B5 sin

k

2
= 0 .
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Substituting from equation (18.33) to the last two equations we have

−A1 sin k +B1(cos k − i sin k) + 2i sin k = −A2 sin k +B2(cos k − i sin k) =

= A5 sin
k

2
+B5 cos

k

2
, (18.36)

(A1 +A2) cos k + (B1 +B2)(sin k + i cos k) − A5 cos
k

2
+B5 sin

k

2
=

= 2i cos k . (18.37)

Equations (18.34), (18.35), (18.36) and (18.37) can be written as

M ·
(
A1 B1 A2 B2 A5 B5

)T =
(

0 0 0 −2i sin k 0 2i cos k
)T

with

M =



sin k cos k − sin k − cos k 0 0
sin k cos k 0 0 sin k

2 − cos k
2

− cos k sin k − cos k sin k cos k
2 sin k

2
− sin k cos k − i sin k sin k − cos k + i sin k 0 0

0 0 sin k − cos k + i sin k sin k
2 cos k

2

cos k sin k + i cos k cos k sin k + i cos k − cos k
2 sin k

2


The matrix M is in k0 not regular. However, we can find the coefficients as limits of solutions of
the above equation for k approaching to k0. We find

A1 = A4 =
1
2
i , B1 = B4 = 1 , A2 = A3 = −

√
2

3
+

1
6
i ,

B2 = B3 = −1
3
−
√

8
3
i , A5 = 0 , B5 = −

√
3

3
+
√

6
3
i .

For the inner product we find for t = 0 at k0

k
〈
ȧu, e1

〉
= k(ȧ1 − ȧ4)

[
C1Ā1

∫ 1

0

sin2 kxdx+ C1B̄1

∫ 1

0

sin kx cos kxdx
]

+

+k(ȧ2 − ȧ3)
[
C1Ā2

∫ 1

0

sin2 kxdx+ C1B̄2

∫ 1

0

sin kx cos kxdx
]
.=

.= (ȧ1 − ȧ4)(0.2722− 0.3406i) + (ȧ2 − ȧ3)(−0.4119 + 0.1431i)

The term with ȧ5 vanishes, because u5 is antisymmetric with respect to the horizontal axis and
e15 is symmetric with respect to the horizontal axis.

The values at the vertices are

u(v1) = 0 , ∂νu1(v1) = −kC1 , e11(v1) = B̄1 , ∂νe11(v1) = −Ā1 ,

u(v3) = C1 sin k , ∂νu1(v3) = kC1 cos k ,

e11(v3) = Ā1 sin k + B̄1 cos k , ∂νe11(v3) = Ā1k cos k − B̄1k sin k .

u(v2) = 0 , ∂νu2(v2) = −kC1 , e12(v2) = B̄2 , ∂νe12(v2) = −Ā2 ,

u(v3) = C1 sin k , ∂νu2(v3) = kC1 cos k ,

e12(v3) = Ā2 sin k + B̄2 cos k , ∂νe12(v3) = Ā2k cos k − B̄2k sin k .
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The eigenfuction u is antisymmetric with respect to the horizontal axis and the generalized eigen-
function e1 is symmetric with respect to the horizontal axis. From this follows that the contri-
bution of the second term in F1 from the edges e4 and e3 differs from the contribution of the
edges e1 and e2 only in the sign before ȧj . The contribution of the edges e5 from these reasons
vanishes. To summarize, we have after rearranging the terms

1
k

∑
v∈Γ

∑
ej3v

1
4
ȧj(3∂νuj(v)es

j(k, v)− u(v)∂νes
j(k, v)) =

(ȧ1 − ȧ4)
1
2
C1(Ā1 sin k cos k − B̄1 sin2 k) + (ȧ2 − ȧ3)

1
2
C1(Ā2 sin k cos k − B̄2 sin2 k) .=

.= (ȧ1 − ȧ4)(−0.2722 + 0.0481i) + (ȧ2 − ȧ3)(0.1361− 0.2406i)

and for F1

F1
.= (ȧ1 − ȧ4)(−0.2925i) + (ȧ2 − ȧ3)(0.2758− 0.0975i) .

Since u is symmetric with respect to the vertical axis and the problem for e2 is symmetric to the
problem for e1 with respect to the vertical axis, one can easily find F2.

F2
.= (ȧ1 − ȧ4)(0.2758− 0.0975i) + (ȧ2 − ȧ3)(−0.2925i) .

For the imaginary part of k̈ at k0 we find from Theorem 18.1

Im k̈ = −
[
(ȧ1 − ȧ4)2 + (ȧ2 − ȧ3)2

]
0.1711− (ȧ1 − ȧ4)(ȧ2 − ȧ3)0.1141 .
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19 Topological resonances and tails of the integrated distribution for the mean intensity

In this section we will review the results of [GSS13] on so-called topological resonances. These
resonances, studied also in Section 17, arise from eigenvalues, which can be obtained for some
coupling conditions when there is a cycle with rationally related edges. Before we formulate the
main theorem of the section, we begin with a definition.

Definition 19.1 Let us assume a graph Γ with N internal edges and M half-lines with standard
coupling at all the vertices. Let the functional values at the internal edges be

fj(x) = aj+eikx + aj−e−ikx , j = 1, . . . , N

with x = 0 at the middle of the edge. The mean intensity of the graph α(k) is defined as

α(k) =
1
N

N∑
j=1

(|aj+|2 + |aj−|2) .

When one solves (numerically) the scattering problem with the incoming wave of unit flux and
with (real) wave number k, one can find the coefficients aj+, aj− on the internal edges and
subsequently also the mean intensity. Then one defines distribution

P (α) = lim
K→∞

1
K

∫ K

δ(α− α(k)) dk

and its cumulative form

I(α) =
∫ ∞

α

P (α′) dα′ .

We state the main result of this section, found both numerically and theoretically in [GSS13].

Theorem 19.2 Let us assume a graph consisting of one cycle of C edges and let there be at all
the vertices of the cycle exactly one half-line attached (see Figure 19.1). Let there be standard
coupling at all the vertices. Then

P (ρ) ∼ ρ−µC−1 , I(α) ∼ α−µC , µC =
C + 1

2

Proof: Now we present a sketch of the proof of the theorem following [GSS13]. First, we find
the relation between the vector of the amplitudes of the incoming waves on the half-lines and the
amplitudes of the waves on the internal edges. We construct the oriented graph Γ2 similarly to
Section 12, the only difference is that now there are two oriented bonds added also instead of the
half-lines. Part of the oriented graph Γ2 is shown in Figure 19.2; there are bonds corresponding
to two adjacent edges and one half-line shown.
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1

2

3

C − 1

C

Fig. 19.1. Figure to Theorem 19.2 – graph with a cycle and attached half-lines.

b
in
jb

out
j

aj−

aj+

a(j−1)−

a(j−1)+

˜̃aj−

˜̃aj+

ãj−

ãj+

˜̃a(j−1)−

˜̃a(j−1)+

Fig. 19.2. Figure to Theorem 19.2 – part of the oriented graph.

The wavefunction on the j-th edge can be described by the following three possibilities.

fj(x) = aj+eikx + aj−e−ikx , x = 0 at the middle of the edge ,

f̃j(x) = ãj+eikx + ãj−e−ikx , x = 0 at the middle vertex ,
˜̃
f j(x) = ˜̃aj+eikx + ˜̃aj−e−ikx , x = 0 at the right vertex .

From the relations

fj(x− `j(x)/2) = f̃j(x) , fj(x+ `j(x)/2) = ˜̃
f j(x)
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we have

ãj+ = aj+e−
ik`j

2 , ãj− = aj−e
ik`j

2 , ˜̃aj+ = aj+e
ik`j

2 , ˜̃aj− = aj−e−
ik`j

2 . (19.1)

From the definition of the vertex-scattering matrix (see Section 12) at the j-th vertex we obtain ãj+

˜̃a(j−1)−
bout
j

 = σj

 ãj−
˜̃a(j−1)+

binj

 .

The vertex scattering matrix is σj = 2
3J3−I . Using the previous equation and the relations (19.1)

we obtain

e−
ik`j

2 aj+ = −1
3
e

ik`j
2 aj− +

2
3
e

ik`j−1
2 a(j−1)+ +

2
3
binj

e−
ik`j−1

2 a(j−1)− =
2
3
e

ik`j
2 aj− −

1
3
e

ik`j−1
2 a(j−1)+ +

2
3
binj ,

This can be rewritten as(
IC − 2

3eik ˜̀/2P eik ˜̀/2 1
3eik ˜̀

1
3eik ˜̀

IC − 2
3eik ˜̀/2P−1eik ˜̀/2

)
a =

(
2
3eik ˜̀/2Pbin

2
3eik ˜̀/2bin

)
,

where P is the permutation matrix of the cyclic permutation, IC is C × C identity matrix, ˜̀ =
diag (`1, `2, . . . , `C) is C × C diagonal matrix, a = (a1−, a2−, . . . , aC−, a1+, a2+, . . . , aC+)T

and bin = (bin1 , b
in
2 , . . . , b

in
C )T.

Hence we can find

a = (I2C − eik`/2σCCeik`/2)−1eik`/2σCLbin ,

where I2C is 2C × 2C identity matrix, ` =
( ˜̀ 0

0 ˜̀

)
is 2C × 2C diagonal matrix and

σCL =
2
3

(
P
IC

)
, σCC =

1
3

(
2P −IC
−IC 2P−1

)
.

The matrix σCC has eigenvalue 1 with eigenvector (1, 1, . . . , 1,−1,−1, . . . ,−1)T. The sys-
tem has bound states if the matrix

Σ(k) = eik`/2σCCeik`/2

has eigenvalue 1, which can happen for eik`/2 = IC , e.g. when `j are integer multiples of `0 and
k = 4nπ/`0. This cannot be satisfied for generic (rationally independent) lengths of the edges,
but the point eik`/2 = IC can be approached with arbitrary precision as k increases (see [BG00]).

Defining ρ(k) := a
bin we can write

P (ρ) = 〈δ(ρ− ρ(k))〉k =
1

(2π)C

∫
δ(α− α(θ)) dCθ ,



354 Quantum Graphs and Their Resonance Properties

where we have replaced the matrix k` by a diagonal matrix θ = diag (θ1, . . . , θC , θ1, . . . , θC).
We focus on the contribution from the region close to θ = 0. [GSS13] then claims that from the
second order perturbation follows

ρ(θ) ∼ f (2)(θ̂)

θ̄2 + [g(2)(θ̂)]2
,

where θ̄ = 1
C

∑C
j=1 θj , θ̂j = θj − θ̄ and the functions f (2) and g(2) should be described in an

announced publication by the authors of [GSS13], which, unfortunately, has not been published
yet. The above result implies that P (ρ) ∼ ρµC−1 with µC = C+1

2 . The form of I(ρ) follows
from integration. Q.E.D.

From the numerical illustrations obtained in [GSS13] and the previous result, the authors
come to the following conjecture.

Conjecture 19.3 Let us assume a graph Γ with N internal and M external edges and standard
coupling at all the vertices. Let there be at most one half-line attached at each vertex. We say
that vertex v is on the boundary ∂H of the subgraph H if it is adjacent to at least one edge of
H . Let L be the minimum of the size (cardinality) of ∂H over all connected subgraphs H that
contain a cycle and that contain no lead. Let C be the number of edges in the shortest cycle. Let
there be no loop (edge starting and ending at one vertex) and no vertices of degree 1.

Then I(α) ∼ α−µ with

µ =
{

L+2
2 for L ≤ C − 1

C+1
2 for L ≥ C − 1

The form of µ for L ≤ C − 1 is consistent with predictions of random-matrix models for
chaotic scattering.

The problem of topological resonances was also studied in [CdVT]. They divided the graphs
into two sets: tree graphs with at most one vertex of degree 1 and all other graphs. For the
former set, there are not eigenvalues with compactly supported eigenfunctions. They proved
the following theorem which states that from this follows that the former set does not have
resonances close to the real axis. This means (as stated in the introduction) that all the generalized
eigenfunctions decay quickly.

Theorem 19.4 Let us assume that the graph Γ is a tree with at most one vertex of degree 1. Let
the length of its internal edges be `j , j = 1, . . . , N and let |L| =

∑N
j=1 `j . Then there exists a

minimal finite number h(Γ) so that for any choice of edge lengths for the set of resonances holds

Im k2 ≤ −h(Γ)
|L|

.
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A Appendix: Combinatorial and metric graphs

This appendix summarizes the basics of the graph theory. For more details we refer the reader
e.g. to [Di06] or Appendix A of [BK13].

Definition A.1 Combinatorial graph G is a pair G = (V, E), where V is the set of finitely or
countably many points (vertices) and E is the set of edges; each edge is identified with the pair
e = (vi, vj) of vertices vi, vj ∈ V . Loops (vi = vj) and multiple edges are allowed.

Definition A.2 Metric graph Γ is a pair Γ = (V, E), where V is the set of finitely or countably
many points (vertices) and E is the set of edges; each edge is identified with the pair e = (vi, vj)
of vertices vi, vj ∈ V and now length `k ∈ (0,∞] is assigned to each edge. Again, loops and
multiple edges are allowed.

With small abuse of notation we used E for both the set of edges of a combinatorial graph and
metric graph. The edges of a metric graph can be finite (`k < ∞) or (semi-)infinite (`k = ∞).
The finite edges Ef can be parametrized by intervals x ∈ (0, `k) with x = 0 corresponds to one
end vertex and x = `k to another. The semi-infinite edges Ei can be parametrized by intervals
x ∈ (0,∞) with x = 0 corresponding to the vertex of the graph. The set Γ\Ei is called compact
part of a metric graph.

Definition A.3 Directed metric graph Γ2 is a metric graph where to each edge (bond) orientation
is assigned. One of the vertices of the bond b is called origin and denoted by o(b) and the other
terminus and denoted t(b).

For both combinatorial and metric graphs, we define the following notions.

Definition A.4 The degree dv of a vertex v ∈ V is the number of edges emanating from it. The
graph is called regular is degree of all vertices is equal. The graph is called complete if each pair
of vertices is connected by exactly one edge. Path is a non-empty subgraph P = (V1, E1) of a
graph G or Γ with V1 = {v1, v2, . . . , vj} and E1 = {(v1, v2), (v2, v3), (v3, v4), . . . , (vj−1, vj)}.
If P is a path, then C = P ∪ {(vj , v1)} is called a cycle. The graph without cycles is a tree. The
graph is bipartite if there exist two disjoint subsets of its vertices such that the edges of the graph
do not connect vertices from same subset. Star graph is a graph with only one vertex in one of
these subsets and other vertices in the other subset.

The following proposition on the bipartite graph is trivial.

Proposition A.5 The bipartite graph can be colored by only two colors such that no two vertices
of the same color are connected by an edge.

Furthermore, we define adjacency matrix, for simplicity in the case with no loops and no
multiple edges.

Definition A.6 The adjacency matrix A is |V| × |V| matrix (where |V| is the number of vertices
of the graph) with entries Aij = 1 if the vertex vi is connected with the vertex vj and Aij = 0
otherwise. The degree matrix D is the diagonal |V| × |V| matrix with degrees of particular
vertices on the diagonal. For a combinatorial graph we define a Laplacian matrix L = D −A.
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B Appendix: Lp and Sobolev spaces

In this appendix we define Lp- and Sobolev spaces. For more details we refer the reader e.g.
to [Ev98].

Let us define Lp-spaces and Sobolev spaces first in an open subset of Rn and then for a
graph.

Definition B.1 Let Ω denote open subset of Rn and let f : Ω → C be a complex func-
tion of n variables on Ω. For a real number 1 ≤ p < ∞ we define the Lp norm of f as
‖f‖p :=

(∫
Ω
|f(x)|p dx

)1/p
and for p = ∞ we define ‖f‖∞ := inf {C ≥ 0 : |f(x)| ≤

C for almost every x}. Function f belongs to Lp(Ω) iff ‖f‖p <∞. Function f is locally inte-
grable, i.e. belongs to Lp(Ω)loc, iff the above integral is finite for any compact subset K ⊂ Ω.

In particular, for a metric graph and p = 2 we define in accordance with the previous defini-
tion square integrable functions on a graph.

Definition B.2 For a metric graph Γ with edges ej of lengths `j ∈ (0,∞] a function f with a
components fj on edges ej belongs toL2(Γ) iff

∫
ej
|fj(x)|2 dx <∞ for all j ∈ {1, . . . , N+M},

where N is the number of finite edges and M the number of semi-infinite edges of the graph Γ.

Square integrable functions are important because of postulates of quantum mechanics. One
of the postulates is that the wavefunction of a quantum particle is square integrable. The square
of the wavefunction is interpreted as the probability density and thus square of the wavefunction
should be normalizable.

To define the Sobolev space, we start by weakening the notion of partial derivative.

Definition B.3 The n-dimensional multiindex α is a n-tuple α = (α1, α2, . . . , αn) of non-
negative integers. By the symbol Dα we denote ∂α1

1 ∂α2
2 . . . ∂αn

n , where ∂αj

j ≡ ∂αj

∂x
αj
j

. By the

symbol |α| we denote |α| = α1 + α2 + . . .+ αn.
Suppose that functions f, g ∈ L1

loc(Ω) and α is a multiindex. We say that g is the α-th weak
partial derivative of f (we write Dαf = g) iff∫

Ω

fDαφdx = (−1)|α|
∫

Ω

gφdx

for all testfunctions φ ∈ C∞c (Ω), i.e. infinitely many times differentiable function with compact
support in Ω.

Definition B.4 The Sobolev space W k,p(Ω) consists of all locally integrable functions f : Ω →
R such that for each multiindex α with |α| ≤ k, Dαf exists in the weak sense and belongs

to Lp(Ω). The corresponding norm is ‖f‖k,p =
(∑

|α|≤k ‖Dαf‖p
p

)1/p

for 1 ≤ p < ∞ and

‖f‖k,∞ = max |α|≤k‖Dαf‖∞ for p = ∞.

Definition B.5 Let Γ be a metric graph with N internal and M external edges. By the symbol
W 2,2(Γ) we mean W 2,2(Γ) = ⊕N+M

j=1 W 2,2(ej), where ej denotes j-th edge.

Let us note that the Sobolev space on the graph defined above also includes the functions
which are not continuous at the vertices of the graph.

Sometimes one can find notation Hk ≡W k,2.
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C Appendix: Self-adjoint extensions

In this section we recall basics of the theory of self-adjoint extensions; we give theorems without
proofs. For a more detailed explanation we recommend e.g. the textbooks [BEH08, RS75b].

Definition C.1 Let L be operator from D(L) ⊂ X to Y , where X and Y are Banach spaces.
Then we call the set Γ(L) := {[x, Lx] : x ∈ D(L)} the graph of the operator L. The operator L
is closed if the set Γ(L) is closed in the Banach space X ⊕ Y .

Definition C.2 Let L be an operator in the Hilbert space H with the scalar product (·, ·) and
let its domain D(L) be dense in H. By its adjoint we denote the operator L∗, which acts as
L∗y = y∗, where (y, Lx) = (y∗, x) for all x ∈ D(L). The domain of L∗ consists of all y for
which the above relation holds. The operator is symmetric if (y, Lx) = (Ly, x) and self-adjoint
if L = L∗, i.e. the domains of L and L∗ coincide. A self-adjoint operator L1 is called self-adjoint
extension of L if D(L) ⊂ D(L1) and L = L1 on D(L).

In the following text we omit the identity operator id in L− λ ≡ L− λ id.

Definition C.3 Let L be a linear operator in the Hilbert spaces H. Then the regularity domain
π(L) is defined as those complex λ to which there exists positive constant cλ such that ‖(L −
λ)x‖ ≥ cλ‖x‖ holds for any x ∈ D(L). The orthogonal complement of Ran (L − λ) is called
deficiency subspace of L with respect to λ. We denote its dimension by def (L− λ).

Theorem C.4 It holds def (L− λ) = dim Ker (L∗ − λ̄). The map λ 7→ def (L− λ) is constant
on any connected components of the regularity domain π(L).

Let us now consider a closed symmetric operatorA in the Hilbert spaceH and let us describe
properties of its self-adjoint extensions.

Proposition C.5 For a closed symmetric operator A in the Hilbert space H we have π(A) ⊃
C\R, so it has at most two connected components.

Inspired by the previous proposition we define deficiency indices of the operator A.

Definition C.6 For a closed symmetric operator A we define deficiency indices n±(A) :=
def (A ∓ i) = dim Ker (A∗ ± i). We usually write the deficiency indices as the ordered pair
(n+(A), n−(A)).

Proposition C.7 A symmetric operator A is self-adjoint iff it is closed and n±(A) = 0.

Theorem C.8 (the first von-Neumann formula)
Let A be a closed symmetric operator. Then there is a unique decomposition x = x0 + x+ + x−
of any x ∈ D(A∗), where x0 ∈ D(A), x± ∈ Ker (A∗ ± i), and it holds

A∗x = Ax0 − i(x+ − x−) .

Definition C.9 A symmetric operator is maximal if it has no proper symmetric extensions, i.e. if
from the relation A ⊂ A′ (for a symmetric operator A′) follows that A = A′.
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Theorem C.10 A closed symmetric operator A has a non-trivial closed symmetric extension iff
both n±(A) 6= 0. The operator A has a self-adjoint extension iff n+(A) = n−(A) 6= 0. Let
n+(A) = n−(A) =: d. If d < ∞ then any maximal extension of A is self-adjoint. If d = ∞
then there are no self-adjoint extensions.
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[BEG03] BRÜNING, J., EXNER, P., AND GEYLER, V.A. Large gaps in point-coupled periodic systems
of manifolds. J. Phys. A: Math. Gen, 2003. vol. 36, pp. 4890.

[Ber13] BERKOLAIKO, G. Nodal count of graph eigenfunctions via magnetic perturbation. Anal. PDE,
2013. vol. 6, pp. 1213–1233.

[BG00] BARRA, F. AND GASPARD P. On the level spacing distribution in quantum graphs J. Stat.
Phys., 2000. vol. 101, pp. 283–319.
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