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In the current review, we study the model of quantum graphs. We focus mainly on the resonance properties of quantum graphs. We define resolvent and scattering resonances and show their equivalence. We present various results on the asymptotics of the number of resolvent resonances in both non-magnetic and magnetic quantum graphs and find bounds on the coefficient by the leading term of the asymptotics. We explain methods how to find the spectral and resonance condition. Most of the notions and theorems are illustrated in examples. We show how to find resonances numerically and, in a simple example, we find trajectories of resonances in the complex plane. We discuss Fermi’s golden rule for quantum graphs and distribution of the mean intensity for the topological resonances.
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1 Introduction

Quantum mechanics is quite an unintuitive theory, in which experience from our common life often fails to describe the results of experiments. However, a mathematical theory based on a few simple axioms gives quite a precise explanation of experimental results. One of the most famous examples is the sequential Stern-Gerlach experiment, where particles with spin 1/2 are by a non-homogeneous magnetic field split up into two beams with different spin components and spin in different directions is measured (see e.g. chapter 1 in [Sak94]).

Also, waveguides provide an example, where our intuition fails. If a small ball rolls in a bent groove on the table, it continues moving in after the turn. On the other hand, an electron in a bent waveguide behaves differently than the ball in this mechanical example. For certain energies, it “gets stuck” in the curve. More precisely, there are bound states in a bent infinite quantum waveguide, as proven in [ES89].

In the present survey, we are interested in a network build from these waveguides (or quantum wires) in the limit where their width approaches zero. This quantum graph is quite a simple model which studies the behaviour of a quantum particle on this network. The simplicity of this model allows to exactly solve various problems and therefore discover nontrivial phenomena and better understand them.

First attempts to place a quantum particle to a graph date back to 1930’s (Pauling [Pau36] studied diamagnetic properties of aromatic molecules) and 1950’s (work of Ruedenberg and Scherr [RS53] on π-electron behavior in aromatic molecules). There are three electrons present for each carbon atom in the molecule of naphthalene. Two of them are σ-electrons, which are responsible for bonds between the carbon atoms and they therefore form two hexagons with one joint edge. The remaining one π electron can move through the whole structure in the effective potential. In the simplified model, the π electrons move only in the edges which connect two neighbouring carbon atoms, i.e. the corresponding quantum graph. The model of quantum graphs has been developed mainly in the last thirty years. Relations to various areas of physics have been established; the quantum graphs can be used e.g. for describing photonic crystals, carbon nano-structures, thin waveguides or some problems in dynamical systems.

The metric graph is equipped with a second order differential operator (acting as $-\frac{d^2}{dx^2}$), which is the quantum Hamiltonian in a certain set of units. One can add an electric potential $V(x)$ on the internal edges of the graph (in this review we will not consider this case) or consider a magnetic Hamiltonian (acting as $-\left(\frac{d}{dx} + iA_j(x)\right)^2$) on the internal edges of the graph. One can show (see e.g. [EL11]) that the magnetic Hamiltonian is equivalent to a non-magnetic Hamiltonian with changed coupling conditions. Magnetic Hamiltonians on quantum graphs were studied e.g. in [Pan06,GG08,BW14,Ber13,EM15,Exn97,Kur11,EL11]. In this review, attention is paid to magnetic quantum graphs in Section 11.

From a mathematical point of view, the model of quantum graphs is quite simple – it is a set of ordinary differential equations. Hence, it can be used as a toy model for various notions. For instance, it has been used for the study of quantum chaos; see e.g. two pioneering articles [KS97,KS99a], the paper [GS06] or the study [BBK01], where spectral statistics of quantum graphs is compared to the previously known chaotical two-dimensional system of Šeba billiard [Šeb90].

Effects of disorder on the stability of the absolutely continuous spectra were studied e.g.
This topic is closely related to so-called Anderson localization, where random perturbation causes that localized states arise at the edges of absolutely continuous spectra. Again, due to their relative simplicity, quantum graphs can be used to study these effects.

The coupling conditions used in this review were defined in the papers [KS99b, KS00, Har00] and previously in a more general form in the book [GG91]. For quantum graphs also the number of nodal domains can be studied (see e.g. papers [GSW04, Ban14, OB12]).

Another interesting problem is the question of isospectrality. Famous Kac’s question “Can one hear a shape of a drum?” can be rephrased also for quantum graphs as “Can one hear a shape of a graph?” This means if there exist two different graphs with the same spectra or not. (It is easy to show that pairs of such graphs exist if one allows for general coupling; for a more non-trivial setting we assume standard coupling at the vertices – continuity of the functional value and sum of the outgoing derivatives being equal to zero.) It was formerly established that there exist pairs of isospectral combinatorial graphs. For quantum graphs, existence of pairs of graphs with the same spectrum was proven e.g. in [vBe01, GS01, BPB09]. On the other hand, Gutkin and Smilansky [GS01] also show that for graphs with rationally independent edges, which are strongly coupled (i.e., there are no zeros in the vertex-scattering matrices defined in Section 12) and do not have loops (edges starting and ending at one vertex) and multiple edges between a given pair of the vertices, the spectrum is unique.

For a more detailed introduction to quantum graphs and more examples of their usage, we refer the reader to the book by Berkolaiko and Kuchment [BK13], papers [Kuc04, Kuc05, Kuc08] or Chapter 17 of the book [BEH08]. There exist generalizations of quantum graphs, we mention the hedgehog manifolds, where to a Riemannian manifold half-lines are attached. The reader can find more details in the publications [BEG03, BG03, EŠ97, ETV01, Kis97, EL13]. Hamiltonians on “fat” graphs can be also considered and convergence to quantum graphs is studied. This “fat” graph is some neighbourhood of a metric graph and, of course, corresponding partial differential equations should be solved to find its spectral and resonance properties. For results on convergence of “fat” graphs to quantum graphs we refer to the book [Pos12] or a series of papers by Exner and Post [EP05, EP07, EP09, EP13]. These results show that quantum graphs are feasible approximations of graph-like structures made from quantum wires.

Another generalization of quantum graphs are so-called “leaky” graphs where tunneling between nearby edges is allowed (see review [Exn07] and references therein). In this model the spectral problem

\[-\Delta u = \alpha(x)\delta(x - \Gamma)u + \lambda u\]

is considered, where \(\delta(x - \Gamma)\) is a delta distribution supported on the metric graph \(\Gamma\), \(\alpha(x)\) is the coefficient giving strength of the interaction, \(\lambda\) is the spectral parameter and \(u\) is the wavefunction in two or three dimensions.

Aside from the spectrum of quantum graphs, we can study transport properties of this model. In the current review, we define resonances and introduce some of their properties, which we illustrate in simple examples. By resonances we mean complex points in the energy plane. The resonances can be obtained by the method of external complex scaling developed in 1970’s by Aguilar, Baslev and Combes, see pioneering works [AC71, BC71, Si79]. Its main idea is that functions (generalized eigenfunctions for a resonance) which were not square integrable become after transformation square integrable. Therefore, resonances may be obtained as eigenvalues of a certain non-self-adjoint operator (scaled Hamiltonian). For quantum graphs it was applied...
in [EL07] to obtain equivalence of resolvent and scattering resonances, which is in a more general setting described in [EL13] and this review.

Resonances appear in various branches of physics; we can find them in acoustics, mechanics, in electrical circuits or particle physics. In quantum physics we can look at them as certain generalization of the notion of eigenvalues; the main difference is that corresponding generalized eigenfunctions are not necessarily square integrable. We may also further look at the dynamics of the states. Eigenvalues of the Hamiltonian describe bound states of the system. These states exist forever if they are not perturbed, their probability density is constant in time, only the phase of the eigenfunction may change. For a resonance $E_n = E_{nR} + iE_{nI}$ with a non-trivial imaginary part $E_{nI} < 0$ the situation is different. The time evolution of the generalized wavefunction $u_n(x,t)$ is given by

$$u_n(x,t) = e^{-itH}u_n(x,0) = e^{-itE_n}u_n(x,0) = e^{-it(E_{nR} + iE_{nI})}u_n(x,0),$$

where $H$ denotes the time-independent Hamiltonian and the second equality is given by time-independent Schrödinger equation. For another way how to obtain the time dependence of the generalized eigenfunctions see Section 6.

The probability of survival of the resonance state beyond time $t$ is then

$$p(t) = \frac{|u_n(x,t)|^2}{|u_n(x,0)|^2} = \frac{|e^{-itE_n}e^{iE_n}|^2}{1} = e^{-2|E_{nI}|t}.$$ 

So the resonance state exponentially decays in time and the rate of decay is bigger if the resonance is farther from the real axis. Therefore, resonances with small imaginary parts are from the physical point of view most interesting. (For result on the disappearance of the resonances close to the real axis see e.g. end of Section 19.)

The generalized wavefunction in the energy representation is obtained by the inverse Fourier transform of the generalized wavefunction in the time representation.

$$v(x,E) = \mathcal{F}^{-1}u(x,t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty e^{iEt}u(x,t) =$$

$$= \frac{1}{\sqrt{2\pi}} \int_0^\infty e^{iEt}e^{-iE_{nR}t + E_{nI}t}u(x,0) = \frac{1}{\sqrt{2\pi} i} \frac{1}{E_{nR} - E + iE_{nI}}.$$ 

Sometimes instead of $E_{nI}$ the symbol $-\Gamma_{n}/2$ is used and the notion is denoted as a half-width of the resonance. We do not use this notation in order not to confuse the reader, since the notation $\Gamma$ is later used for a graph. The probability density of the resonance with energy $E$ is proportional to the square of the absolute value of $v(x,E)$ and hence we can obtain that the probability density is

$$-\frac{1}{\pi} \frac{E_{nI}}{(E - E_{nR})^2 + E_{nI}^2} \, dE.$$ 

This distribution is usually denoted as Breit-Wigner, Cauchy or Lorentz distribution and is typical for the shape of the resonance in many branches of physics. More details on this interpretation of resonances can be found e.g. in [DZ,Zwo99].

Spectral and resonance properties of quantum graphs can be directly measured; the quantum graph is simulated by a microwave network using coaxial cables. Most of the measurements were
done by the group of L. Sirko from Polish Academy of Sciences (see e.g. [HBP$^+$04, HTB$^+$05, HŠS09, LBB$^+$11, LBH$^+$12, HLB$^+$12, LBS$^+$13, LSB$^+$14]). In the measurement, the values of the coefficients of the scattering matrix can be found and therefore, its determinant can be computed. If we plot the absolute value of the determinant of the scattering matrix on the frequency (which is proportional to the real part of $k$, where $k^2$ is the energy), we can find the real parts of the resonances as valleys (local minima) of this graph of this dependence.

In Figure 1.1 we show a model which illustrates how resonances in microwave graphs are found. We consider a certain example of a quantum graph, which is in detail described in Subsections 5.1 and 6.1. In the upper figure, there are resonances plotted as blue dots in the complex plane. The lower figure shows the absolute value of the determinant of the scattering matrix (in this case determinant is not needed, since the scattering matrix is only a number) on the real part of $k$ if losses are taken into account. It follows from the scattering theory that the scattering matrix is unitary for real $k$, hence its determinant is 1 in modulus. The losses are described by taking $k = k_R + c \sqrt{k_R}$ with $c > 0$. Since in the upper half-plane there are zeros of the determinant of the scattering matrix at the positions which correspond to negatively taken poles of the scattering matrix.
matrix (resonances) and since the resonances are symmetric with respect to the imaginary axis, we find that zeros of the scattering matrix are reflections of its poles with respect to the real axis. If we choose the real part of $k$ close to the real part of the resonance, we come closer to the zero of the scattering matrix and the determinant in modulus decreases.

The resonances in quantum graphs were studied in [CdVT, DEL10, EL10, EL11, EL, EŠ94, Exn97, Exn13, GSS13, Lip15, Lip16, LZ16]. For a general theory of resonances suitable not only for quantum graphs we refer the reader to the book in preparation by Dyatlov and Zworski [DZ]. There is a large bibliography on scattering from obstacles; without trying to list all of them we refer, e.g., to [Mel84, Chr08, DH12, LV12, FL90, Jin14].

The current review is not intended as an exhaustive summary of all results in quantum graphs; it focuses mainly on the resonance properties of graphs with attached half-lines. Most of the results for compact quantum graphs are shown (or at least mentioned) in the recent book by Berkolaiko and Kuchment [BK13]. This review can be viewed as its complement for non-compact graphs. It is intended for motivated undergraduate and postgraduate students and young researchers willing to study the resonance properties of quantum graphs. Although main concepts for quantum graphs are explained in the text (see Section 2 and the following sections or Appendices A and B), we recommend mentioned book [BK13], introductory papers [Kuc04, Kuc05, Kuc08] or Chapter 17 of the book [BEH08] for readers who are not very familiar with quantum graphs. To have a deeper understanding of studied phenomena, the reader should be familiar with the spectral theory of linear operators, see book [BEH08] or a series of four books by Reed and Simon [RS75a, RS75b, RS79, RS78]. Basics of the theory of self-adjoint extensions are summarized in Appendix C. Methods used in this review can be useful for scientists studying mathematical aspects of resonances in different systems (e.g. scattering on obstacles, resonances for point interactions, etc.). If the reader is more interested in the general theory of resonances, we recommend the book in preparation [DZ].

In this review the results of papers [KS99b, Har00, EL07, DP11, DEL10, EL10, EL11, Lip16, Lip15, LZ16, GSS13, CdVT] are presented with in many cases simplified and improved proofs. In the Section 2 the model of quantum graphs is described and in Section 3 the coupling conditions are studied (with the use of results of papers [KS99b, Har00]). In Section 4 spectrum of a graph is found in a simple example. Sections 5 and 6 introduce resolvent and scattering resonances and describe their main properties. In Sections 7 and 8 the resonance condition is found and the equivalence to the two types of resonances is established (result of [EL07], generalized in [EL13]). In Section 9 effective coupling on a finite graph is introduced, which is used in the following sections. Later, results for asymptotics of the number of resonances for non-magnetic graphs (Section 10, results of [DP11, DEL10]) and magnetic graphs (Section 11, results of [EL11]) are shown. The method of pseudo-orbit expansion is introduced in Sections 12 and 13 for finding the spectral (see [BHJ12]) or resonance condition (see [Lip16, Lip15]). This method is used in Section 15 to find more results on the asymptotics of the number of resonances (results of [Lip16]). In Sections 16 and 17 we show how to find numerically the positions and trajectories of resonances if lengths of the edges are changed (similarly to [EL10]). In Section 18 Fermi’s golden rule for quantum graphs is found (the result of [LZ16], which is written with significantly more details than the original paper) and in Section 19 results of [GSS13, CdVT] on the topological resonances are introduced. The appendices introduce the definitions and summarize the main results for combinatorial and metric graphs, spaces of functions and the theory of self-adjoint extensions.
2 Description of the model

First, we consider a metric graph $\Gamma$. It consists of the set of vertices $X_j$, the set of $N$ internal edges $E_i$ of positive lengths $\ell_i$ and set of $M$ infinite edges $E_e$ – half-lines which can be parametrized by $[0, \infty)$. The Hilbert space of our system consists of functions with components square integrable on each edge

$$\mathcal{H} = \bigoplus_{i=1}^{N} L^2((0, \ell_i)) \oplus \bigoplus_{i=1}^{M} L^2((0, \infty)).$$

The vector in this Hilbert space is

$$\psi = (\psi_1, \ldots, \psi_N, \psi_{N+1}, \ldots, \psi_{N+M})^T.$$

The whole structure is equipped with a second order operator, the Hamiltonian which acts as $-\frac{d^2}{dt^2} + V(x)$ with a bounded potential $V(x)$. The potential is located only on the internal edges. This Hamiltonian corresponds to a simplified Hamiltonian of a quantum particle $-\frac{\hbar^2}{2m} \frac{d^2}{dt^2} + V(x)$; we have chosen the set of units in which $\hbar = 1$ and $m = 1/2$. For the purposes of this paper, we will assume potential equal to zero. The domain of our Hamiltonian consists of functions in Sobolev space on the graph $W^{2,2}(\Gamma)$ (which is an orthogonal sum of Sobolev spaces on the edges). The function belongs to Sobolev space $W^{k,p}(e)$ on the edge $e$ if its weak derivatives up to the order $k$ belong to $L^p(e)$. Moreover, functions from the domain of the Hamiltonian must satisfy the coupling conditions at the vertices

$$(U_j - I)\Psi_j + i(U_j + I)\Psi_j' = 0,$$  \hspace{1cm} (2.1)

where $U_j$ is a $d_j \times d_j$ matrix, where $d_j$ is degree (see Appendix A for definition) of $j$-th vertex, $I$ is $d_j \times d_j$ identity matrix, $\Psi_j$ is the vector of limits of functional values from various edges to the $j$-th vertex and, similarly, $\Psi_j'$ is the vector of outgoing derivatives.

The following construction can be used to describe easily the coupling on the whole graph. One joins all the vertices into one and obtains one-vertex “flower-like” graph (see Figure 2.1). The coupling on the whole graph can be described by only one big unitary $(2N+M) \times (2N+M)$ matrix $U$ [Kuc08,EL10] with coupling condition

$$(U - I)\Psi + i(U + I)\Psi' = 0,$$  \hspace{1cm} (2.2)

Fig. 2.1. A flower-like graph. Reproduced from [EL10].
This matrix describes not only the coupling but also the topology of the graph. The flower-like model with eq. (2.2) will be equivalent to the multivertex graph with eq. (2.1) if we choose the matrix $U$ to be block-diagonal in the bases corresponding to the topology of the graph with blocks $U_j$. 
3 Coupling conditions and their derivation

In this section, we prove that the equation (2.2) describes all possible self-adjoint Hamiltonians (see Appendix C) defined in the previous section.

**Definition 3.1** Let \( L \) be an operator in the Hilbert space \( \mathcal{H} \) with the scalar product \((\cdot, \cdot)\) and let its domain \( D(L) \) be dense in \( \mathcal{H} \). By its adjoint we denote the operator \( L^* \), which acts as \( L^* y = y' \), where \((y, Lx) = (y', x)\) for all \( x \in D(L) \). The domain of \( L^* \) consists of all \( y \) for which the above relation holds. The operator is symmetric if \((L, Lx) = (L^*, x)\) self-adjoint if \( L = L^* \), i.e. the domains of \( L \) and \( L^* \) coincide. A self-adjoint operator \( L_1 \) is called self-adjoint extension of \( L \) if \( D(L) \subset D(L_1) \) and \( L = L_1 \) on \( D(L) \).

There has been a theory developed how to construct self-adjoint extensions, but we will not reproduce it here. It can be found e.g. in the textbooks [BEH08, RS75b]. We define a symmetric operator \( H_0 \) which acts as \(-\frac{d^2}{dx^2} + V_j(x)\) on the \( j \)-th edge of the flower-like graph, with the domain consisting of functions in \( W^{2,2}(\Gamma) \) for which both functional value and the derivative vanish at the central vertex. The domain of its adjoint is \( W^{2,2}(\Gamma) \) without any coupling conditions at the central vertex.

We study the following skew-Hermitian form

\[
\Omega(\phi, \psi) = -\overline{\Omega(\psi, \phi)} = (H_0^* \phi, \psi) - (\phi, H_0^* \psi)
\]

with the domain \( D(H_0^*) \). Using integration by parts one can find that

\[
\Omega(\phi, \psi) = \sum_{j=1}^{N+M} \int_{e_j} \left[ -\bar{\phi}_j''(x)\psi_j(x) + V_j(x)\bar{\phi}_j(x)\psi_j(x) \right] - \left[ -\bar{\phi}_j(x)\psi_j''(x) + V_j(x)\bar{\phi}_j(x)\psi_j(x) \right] \, dx =
\]

\[
= \sum_{j=1}^{N+M} \int_{e_j} \left( -\bar{\phi}_j''(x)\psi_j(x) + \bar{\phi}_j(x)\psi_j''(x) \right)
\]

\[
= \sum_{j=1}^{N+M} \int_{e_j} \left( -\bar{\phi}_j(0)\psi_j(0) + \bar{\phi}_j(0)\psi_j'(0) \right) + \sum_{j=1}^{N+M} \left( \bar{\phi}_j(l_j)\psi_j(l_j) - \bar{\phi}_j(l_j)\psi_j'(l_j) \right) - \sum_{j=1}^{N+M} \int_{e_j} \left( -\bar{\phi}_j'(x)\psi_j(x) + \bar{\phi}_j'(x)\psi_j'(x) \right) \, dx =
\]

\[
= \Phi^\ast \Psi' - \Phi^\ast \Psi = \omega([\Phi], [\Psi]) = ([\Phi], J[\Psi])_{C^{4N+2M}}.
\]

where \( e_j, j = 1, \ldots, N \) are internal edges and \( j = N + 1, \ldots, N + M \) are external edges, \( J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \) and vectors \([\Phi] = (\Phi, \Phi')^T, [\Psi] = (\Psi, \Psi')^T\) contain limits of functional values and derivatives in the central vertex. The star in the last line of the equation denotes transposition and complex conjugation.

**Definition 3.2** Let \( W \) be a subspace of \( C^{4N+2M} \). We denote by \( W^\perp = \{ [\Psi] \in C^{4N+2M} : \omega([\Psi], [\Phi]) = 0, \forall [\Phi] \in W \} \). We call the subspace \( W \) maximal isotropic or a Lagrangian plane if \( W^\perp = W \).
The self-adjoint extensions of a symmetric operator are closely related to Lagrangian planes of a Hermitian symplectic space. The boundary form of a symmetric operator (which is in our case \(\omega([\Psi], [\Phi])\)) is a Hermitian symplectic form (i.e. satisfies \(\omega([\Psi], [\Phi]) = -\omega([\Phi], [\Psi])\)) and the extensions of a symmetric operator can be identified with the isotropic subspaces (these are the subspaces for which \(W \subset W^\perp\) holds) in the associated Hermitian symplectic space (it is a vector space over \(\mathbb{C}\) which has defined on it a non-degenerate Hermitian symplectic form). Hence maximal isotropic subspaces (Lagrangian planes) can be identified with domains of self-adjoint extensions of a symmetric operator.

Now we prove the theorem on the coupling conditions. It has been independently proven by Kostrykin and Schrader [KS99b] and Harmer [Har00]. In the proof of the theorem, we use the simple argument from [FT00] originally based on physical reasons.

**Theorem 3.3** All self-adjoint extensions of the operator \(H_0\) can be uniquely parametrized by the set of unitary matrices \(U\) of rank \((2N + M) \times (2N + M)\) by the equation (2.2).

**Proof:** We will prove that the subspace is a Lagrangian plane if and only if it is parametrized by the equation (2.2). First, we prove that every Lagrangian plane is parametrized by equation (2.2).

Necessary condition for \(\omega([\Phi], [\Psi]) = 0\) for all \([\Phi], [\Psi] \in W\) is \(\omega([\Phi], [\Phi]) = 0\) for all \([\Phi] \in W\).

Let us now compute the following expression:

\[
\|\Phi + i\Phi'\|_{C^{2N+M}}^2 - \|\Phi - i\Phi'\|_{C^{2N+M}}^2 =
\]

\[
= (\Phi + i\Phi', \Phi + i\Phi')_{C^{2N+M}} - (\Phi - i\Phi', \Phi - i\Phi')_{C^{2N+M}} =
\]

\[
= \Phi^*\Phi - i\Phi^*\Phi' + i\Phi^*\Phi' - \Phi^*\Phi - i\Phi^*\Phi + i\Phi^*\Phi' - \Phi^*\Phi' =
\]

\[
= 2i[\Phi^*\Phi' - \Phi^*\Phi] = 2i\omega([\Phi], [\Phi]) = 0.
\]

Hence the norm of the vectors \(\Phi + i\Phi'\) and \(\Phi - i\Phi'\) must be the same and therefore these vectors must be related by a unitary matrix \(U\). From the equation \(U(\Phi + i\Phi') = \Phi - i\Phi'\) the equation (2.2) follows.

Now we prove that every subspace parametrized by (2.2) is a Lagrangian plane. We notice that the form \(\omega\) can be rewritten as

\[
\omega([\Phi], [\Psi]) = (\Phi^*, \Phi'^*) \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} \Psi \\ \Psi' \end{pmatrix} =
\]

\[
= (\Phi^*, \Phi'^*) \begin{pmatrix} V^{-1} & 0 \\ 0 & V^{-1} \end{pmatrix} \begin{pmatrix} V & 0 \\ 0 & V \end{pmatrix} \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} \Psi \\ \Psi' \end{pmatrix} =
\]

\[
= ((V\Phi)^*, (V\Phi')^*) \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} V\Psi \\ V\Psi' \end{pmatrix},
\]

where \(V\) is a \((2N + M) \times (2N + M)\) unitary matrix. Since we can rewrite the equation (2.2) as

\[
V^{-1}(D - I)V\Psi + iV^{-1}(D + I)V\Psi' = 0,
\]
where \( D \) is a \((2N + M) \times (2N + M)\) diagonal unitary matrix, it suffices to prove it only for diagonal matrices. If \( D \) does not have eigenvalues \(-1\), we obtain from the previous equation
\[ V\Psi' = i(D + I)^{-1}(D - I)V\Psi, \]
and consequently
\[ \omega([\Phi], [\Psi]) = ((V\Phi)^*, (V\Psi)^*) \begin{pmatrix} 0 & i(D + I)^{-1}(D - I) \\ i(D^* - I)(D^* + I)^{-1} & 0 \end{pmatrix} \begin{pmatrix} V\Phi \\ V\Psi \end{pmatrix}. \]
From the unitary properties of \( D \) we have
\[ (D + I)(D^* - I) + (D - I)(D^* + I) = DD^* - D + D^* - I + DD^* - D^* + D - I = 0 \]
and hence for no eigenvalue \(-1\)
\[ (D^* - I)(D^* + I)^{-1} + (D + I)^{-1}(D - I) = 0. \]
Therefore, the form \( \omega \) vanishes
\[ \omega([\Phi], [\Psi]) = iV\Phi^*[(D^* - I)(D^* + I)^{-1} + (D + I)^{-1}(D - I)]V\Psi = 0 \]
for every \([\Phi], [\Psi]\) satisfying (2.2). If \( D \) has eigenvalues \(-1\), from the coupling condition follows that entries of \( V\Psi \) and \( V\Psi \) corresponding to these eigenvalues vanish. In the subspace corresponding to other eigenvalues, previous argument can be used. Q.E.D.

**Remark 3.4** Condition \( \omega([\Phi], [\Psi]) = \Phi^*\Phi' - \Phi'^*\Phi = 0 \) has a simple physical interpretation. It means that the probability current \( j = \frac{\hbar}{2m_i} (\hbar \phi' - \hbar \phi) \) through the central vertex is conserved. We could have used in the difference \( \| \Phi + i\ell\Phi' \|^2 - \| \Phi - i\ell\Phi' \|^2 \) with \( \ell \in \mathbb{R} \) in the proof and obtain the coupling condition \((U - I)\Phi + i(U + I)\Phi' = 0\), but this equation can be related to an equivalent form \((U_1 - I)\Psi + i(U_1 + I)\Psi' = 0\) and hence does not add any degree of freedom. The choice of \( \ell \) just fixes the length scale.

**Remark 3.5** If we start from the flower-like graph and obtain coupling condition (2.2), we have for the corresponding multivertex graph coupling conditions which allow for “hopping” particle between vertices. If we want to get rid of it, we need to choose the coupling matrix \( U \) block diagonal with respect to the topology of the graph.

Now we describe the most common coupling conditions.

- **permutation symmetric coupling conditions**
  This type of the condition is symmetric to the change of any two leads emanating from the vertex. The unitary matrix is \( U = aJ + bI \), where \( J \) has all entries equal to one and \( a \) and \( b \) are complex constants. Using \( J^2 = nJ \) \((n \) is a degree of a vertex) and \( JJ = J \) and unitarity of the coupling matrix we have
  \[ |a|^2nJ + b\bar{a}J + a\bar{b}J + |b|^2I = I. \]  
  \[ (3.1) \]
  From this we can obtain that \( |b| = 1 \) and \( |an + b| = 1 \). The first relation obviously follows from the previous equation, the proof of the second one is following
  \[ |an + b|^2 = |a|^2n^2 + \bar{a}bn + a\bar{b}n + |b|^2 = n(|a|^2n + \bar{a}b + a\bar{b}) + 1 = 1, \]
  the term in the parentheses is zero, since the term by \( J \) in eq. (3.1) must be zero.
• **δ-coupling**

It is a special case of permutation symmetric coupling, with the conditions

\[
f(X) \equiv f_i(X) = f_j(X), \quad \text{for all } i, j \in \{1, \ldots, n\}
\]

\[
\sum_{j=1}^{n} f'_j(X) = \alpha f(X),
\]

where \( f \) denotes the wavefunction at the vertex \( X \) and \( f' \) its outgoing derivative. The unitary matrix is \( U = \frac{2}{n+\alpha} J - I \).

• **standard (Kirchhoff, free, Neumann) conditions**

This condition is the special kind of δ-condition for \( \alpha = 0 \), i.e. functional value is continuous in the vertex and sum of outgoing derivatives is equal to 0. It is the most physical one since the particle moves freely through the vertex. The name Kirchhoff is not a good choice since for all self-adjoint coupling conditions the probability current is conserved. The unitary matrix is \( U = \frac{2}{n} J - I \).

• **Dirichlet conditions**

In this case all functional values are zero. The unitary matrix is \( U = -I \).

• **Neumann conditions**

For this condition all the derivatives are zero. The unitary matrix is \( U = I \).
4 Spectrum of a quantum graph

First, we recall some definitions from the spectral theory of linear operators, more details can be found in the standard textbooks, e.g. [BEH08, RS75a].

**Definition 4.1** Let $T$ be a closed linear operator from a Banach space $X$ to itself. Then the resolvent set $\rho(T)$ is a set of those $\lambda \in \mathbb{C}$ for which $T - \lambda \text{id}$, where $\text{id}$ is identity operator, is a bijection with bounded inverse. If $T$ is a closed operator in a Hilbert space $\mathcal{H}$, we define the resolvent set as the set of those $\lambda \in \mathbb{C}$ for which $T - \lambda \text{id}$ is a bijection of $D(T)$ onto $\mathcal{H}$ with a bounded inverse. The set $\sigma(T) = \mathbb{C} \setminus \rho(T)$ is called the spectrum of $T$. Such $\nu$ for which $Tv = \lambda \nu$ for some $\lambda \in \mathbb{C}$ is called eigenvector and the corresponding $\lambda$ is eigenvalue. The set of all eigenvalues is called the point spectrum $\sigma_p$. For the rest of the spectrum holds that $T - \lambda \text{id}$ is injective but $\text{Ran} \ (T - \lambda \text{id}) \neq X$. This set can be divided into two parts. If $\text{Ran} \ (T - \lambda \text{id})$ is dense, $\lambda$ belongs to the continuous spectrum $\sigma_c(T)$. If $\text{Ran} \ (T - \lambda \text{id})$ is not dense, $\lambda$ belongs to the residual spectrum $\sigma_r(T)$. It holds $\sigma(T) = \sigma_c(T) \cup \sigma_r(T) \cup \sigma_p(T)$.

If $T$ is a Hilbert-space operator, we can define essential spectrum $\sigma_{\text{ess}}(T)$: it consists of such $\lambda \in \mathbb{C}$ for which there is a sequence of unit vectors $v_n \in D(T)$ which has no convergent subsequence and satisfies $(T - \lambda)v_n \to 0$. Its complement $\sigma_d = \sigma \setminus \sigma_{\text{ess}}$ is called discrete spectrum and it consists of isolated eigenvalues of finite multiplicity.

4.1 Example: particle on a loop – spectrum

Now we show an example, how to find the point spectrum of a simple graph. We assume a graph without half-lines with only one edge starting and ending at one vertex (see Figure 4.1). The loop has length $\ell$.

We will find the eigenvalues of this problem. The wavefunction on the loop $f(x)$ must satisfy the eigenvalue equation

$$-\frac{d^2}{dx^2}f(x) = \lambda f(x) = k^2 f(x)$$

![Fig. 4.1. Figure to Subsection 4.1 – loop.](image-url)
for the eigenvalue $\lambda = k^2$. From the theory of ordinary differential equations we know that the fundamental system of this equation consists of functions $\{e^{ikx}, e^{-ikx}\}$ and the general form of the solutions is therefore the linear combination of the functions in the fundamental system

$$f(x) = a \sin kx + b \cos kx.$$ 

We must bear in mind that the function must satisfy the coupling condition. If we introduce a vertex on the loop (in Figure 4.1 on the right), both functional value and the derivative must be continuous at this vertex, in other words, we assume standard condition (see Section 3 for definition). Hence we have the conditions

$$f(0) = f(\ell) \Rightarrow b = a \sin k \ell + b \cos k \ell,$$

$$f'(0) - f'(\ell) = 0 \Rightarrow ka - ka \cos k \ell + kb \sin k \ell = 0.$$ 

The system of these two equations can be written as

$$\begin{pmatrix} \sin k \ell & -(1 - \cos k \ell) \\ k(1 - \cos k \ell) & k \sin k \ell \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} = 0.$$ 

It is solvable if the determinant of the above matrix is zero. The condition gives

$$0 = k(\sin^2 k \ell + (1 - \cos k \ell)^2) = k(2 - 2 \cos k \ell).$$ 

Hence we have eigenvalues $\lambda = k^2$ with $k = \frac{2n\pi}{\ell}$, $n \in \mathbb{N}_0$. Eigenvalues have multiplicity two with eigenfunctions $\sin \frac{2n\pi x}{\ell}$, $\cos \frac{2n\pi x}{\ell}$, the only exception is $k = 0$ for which there is only one constant eigenfunction.
5 Resolvent resonances and external complex scaling

In the current and following section, we are interested in defining the resonances properly. By a resonance, we understand a complex number. The physical meaning of this number is following. If the resonance is close to the real axis, the particle sent with the energy corresponding to its real part stays in the central part of the graph longer than for other energies. Its life time is longer, the closer the resonance to the real axis is. There are two main definitions of resonances, resolvent resonances and scattering resonances. Resolvent resonances are poles of the meromorphic continuation of the resolvent $(H - \lambda \text{id})^{-1}$ to the second (unphysical) Riemann sheet. It is more convenient to study the whole problem in the $k$-plane, where $k^2 = \lambda$. The expression $k = \sqrt{\lambda}$ defines function analytic in the complex plane in $\lambda$ (energy) with the exception of the cut $(0, \infty)$. To the upper half-plane in $k$ the first (physical) sheet of $\lambda$ corresponds, while the second (unphysical) sheet corresponds to the lower half-plane in $k$. The upper edge of the cut of the first sheet is connected to the lower edge of the cut of the second sheet and vice versa. The scattering resonances are poles of the continuation of the determinant of the scattering matrix to the second Riemann sheet. The physical meaning of these poles is described in Section 1.

**Definition 5.1** There is a resolvent resonance at $k^2$ if there is a pole of the meromorphic continuation of the resolvent $(H - k^2 \text{id})^{-1}$ to the second Riemann sheet across the positive real axis. For the operator described in section 2 one can define a resolvent resonance as such $k^2$, for which there exists solution of the Schrödinger equation which fulfills the coupling conditions and has the asymptotics $\alpha_j e^{ikx}$ for all half-lines.

**Theorem 5.2** There are resolvent resonances only for $\text{Im} \, k \leq 0$ or for $\text{Re} \, k = 0$ (see figure 5.1).

![Fig. 5.1. Resolvent resonances are only in the lower halfplane or on the imaginary axis.](image-url)
Let the essential spectrum of the Schrödinger equation on the graph with the above behaviour on the half-lines. But the function $g$ of operators $H$ of a compact operator, then their essential spectra are the same (one can prove that essential spectra only by a compact operator) and Weyl’s theorem (which states that if two operators differ by a compact operator, then their essential spectra are the same) one can prove that essential spectra of operators $H_Dθ$ and $H_θ$ are the same. Since the essential spectrum of minus second derivative

**Proof:** We know that the wavefunction components on the half-lines are $g_j(x) = \alpha_j e^{ik_j x}$. Let there be a resolvent resonance for $k = k_j + ik_1$ with $k_1 > 0$. Then there exists a solution of the Schrödinger equation on the graph with the above behaviour on the half-lines. But the function $g_j(x) = \alpha_j e^{ik_j x} e^{-k_1 x}$ is square integrable $\int_0^\infty |g_j(x)|^2 dx < \infty$ and this means that $k^2$ is an eigenvalue of the Hamiltonian $H$. This contradicts the fact that the Hamiltonian is self-adjoint, since a self-adjoint Hamiltonian has only real eigenvalues (which corresponds to real or purely imaginary $k$).

Resolvent resonances can be effectively studied by the method developed in 1970’s by Aguilar, Baslev and Combes [AC71, BC71] called *external complex scaling*. The idea is to perform the transformation

$$U_θg(x) = e^{iθ/2} g(e^{θ} x).$$

on the external edges, while the internal edges are not scaled. For real $θ$ this transformation is unitary, but it has the desired behaviour for $θ$ with a nontrivial imaginary part. We transform the Hamiltonian $H$ to a non-self-adjoint one and then prove that resolvent resonances are eigenvalues of this non-self-adjoint operator.

**Theorem 5.3** Let $H_θ = U_θ H U_{-θ}$ and $f_j$ be the wavefunction components on the internal edges, $g_j$ wavefunction components on the external edges. Then it acts as

$$H_θ \begin{pmatrix} f_j(x) \\ g_j(x) \end{pmatrix} = U_θ H U_{-θ} \begin{pmatrix} f_j(x) \\ g_j(x) \end{pmatrix} = \begin{pmatrix} -f_j''(x) + V_j(x)f_j(x) \\ -e^{-2θ} g_j''(x) \end{pmatrix}$$

**Proof:** Clearly, the internal edges are not scaled, for the external edges we obtain

$$U_θ(-d^2/dx^2)U_{-θ}g_jθ(x) = U_θ(-d^2/dx^2)e^{θ/2}g_jθ(e^{θ} x) = -U_θe^{-θ/2}g_j''θ(e^{θ} x) = -e^{-θ} e^{-θ/2} e^{θ/2} g_j''(x) = -e^{-θ} g_j''(x),$$

where $g_jθ$ is the scaled component of the generalized wavefunction on the $j$-th half-line. Q.E.D.

Now we state a theorem on the spectrum of the scaled operator. The main idea of the external complex scaling is to obtain resonances as eigenvalues of this non-self-adjoint operator. As stated in the previous section, the spectrum $σ(T)$ of the operator $T$ can be divided into two parts – *discrete spectrum* and *essential spectrum*. The discrete spectrum $σ_d(T)$ is the set of eigenvalues with finite multiplicity which are isolated points of $σ(T)$; the essential spectrum is its complement in $σ(T)$. We will show the idea of the proof of the essential spectrum of the operator $H_θ$ and complete proof of the fact that resolvent resonances are for imaginary part of $θ$ large enough eigenvalues of $H_θ$.

**Theorem 5.4** The essential spectrum of $H_θ$ is $e^{-θ} [0, ∞)$. The resonances of $H$ can be obtained as eigenvalues of $H_θ$ for $\Im θ$ large enough.

**Proof:** Let $H_Dθ$ be operator acting as $H_θ$ with the coupling conditions changed to Dirichlet. Using Krein formula (which states that two self-adjoint extension of the same operator differ only by a compact operator) and Weyl’s theorem (which states that if two operators differ by a compact operator, then their essential spectra are the same) one can prove that essential spectra of operators $H_Dθ$ and $H_θ$ are the same. Since the essential spectrum of minus second derivative
on the half-line with Dirichlet coupling is \([0, \infty)\), the essential spectrum of the operator \(H_{\text{D}\theta}\) and hence \(H_{\theta}\) is \(e^{-2\theta}(0, \infty)\).

Let \(k^2\) with \(k = k_r + ik_i\) be a resolvent resonance with \(k_i < 0\) and \(k_r > 0\). Then the corresponding solution of the Schrödinger equation with the Hamiltonian \(H\) has half-line components not square integrable. Let for simplicity be \(\theta = i\vartheta\), \(\vartheta \in \mathbb{R}\) and large enough \(-\vartheta < \arg k < 0\). The component on the \(j\)-th edge is \(g_j\theta(x) = \alpha_j e^{i\vartheta/2} \exp(ik e^{i\theta}x)\). Since \(-\vartheta < \arg k\), is \(\text{Im}(ke^{i\vartheta}) > 0\) and therefore \(g_j\theta(x)\) is square integrable. Therefore, the solutions of the Schrödinger equation for \(H\) are after the scaling the eigenvalues of \(H_{\theta}\). Q.E.D.

Now we present examples, which show how to compute resolvent resonances for simple graphs.

### 5.1 Example: a half-line with an appendix – resolvent resonances

Let us consider a graph consisting of an abscissa of length \(\ell\) and a half-line (see figure 5.2). There is a Dirichlet coupling at one end of the abscissa and \(\delta\)-coupling of strength \(\alpha\) between the abscissa and the half-line. We assume the potential on the abscissa and the half-line to be zero. We parametrize the abscissa by the interval \((0, \ell)\) and the half-line by \((0, \infty)\) and describe the wavefunction components by \(f\) and \(g\), respectively. The coupling conditions can be written as

\[
\begin{align*}
  f(0) &= 0, \\
  f(\ell) &= g(0), \\
  -f'(\ell) + g'(0) &= \alpha g(0).
\end{align*}
\]

We take a general ansatz for solutions of the Schrödinger equation as

\[
\begin{align*}
  f(x) &= ae^{-ikx} + be^{ikx}, \\
  g(x) &= ce^{-ikx} + de^{ikx}.
\end{align*}
\]

Now we perform the scaling transformation \(g_\theta(x) = U_\theta g(x) = e^{\theta/2} e^{i\vartheta x} g(e^{\theta} x)\) with \(\text{Im} \theta > 0\) large enough and search for eigenvalues of operator \(H_\theta\). Hence one can take \(c = 0\) since the scaled function \(ce^{\theta/2} e^{-ikxe^{\theta}}\) is not square integrable. We have

\[
\begin{align*}
  g(0) &= e^{-\theta/2} g_\theta(0), \\
  g'(0) &= ikg(0) = ike^{-\theta/2} g_\theta(0).
\end{align*}
\]

The coupling conditions can be rewritten as

\[
\begin{align*}
  a + b &= 0, \\
  ae^{-ik\ell} + be^{ik\ell} &= e^{-\theta/2} g_\theta(0), \\
  ik(ae^{-ik\ell} - be^{ik\ell}) &= (\alpha - ik) e^{-\theta/2} g_\theta(0).
\end{align*}
\]

Using \(b = -a\) we have

\[
\begin{align*}
  a(e^{-ik\ell} - e^{ik\ell}) &= e^{-\theta/2} g_\theta(0), \\
  ika(e^{-ik\ell} + e^{ik\ell}) &= (\alpha - ik) e^{-\theta/2} g_\theta(0).
\end{align*}
\]
Now substituting from the first equation for $e^{-\theta/2}g_0(0)$ to the second one and dividing the second equation by $(-2i)$ we obtain

$$-ak\frac{e^{ik\ell} + e^{-ik\ell}}{2} = (\alpha - ik)a\frac{e^{ik\ell} - e^{-ik\ell}}{2i},$$

which leads to the resonance condition

$$(\alpha - ik)\sin k\ell + k\cos k\ell = 0.$$  

### 5.2 Example: triangle with half-lines – resolvent resonances

Let us study more complicated example, where we will show how to compute the resonance condition. The internal part of the graph is an equilateral triangle (all the edges have lengths $\ell$). At all vertices one half-line is attached (see Figure 5.3). We assume standard coupling at all the vertices.

We assume ansatz on the internal edges $f_j(x) = a_j \sin kx + b_j \cos kx$. On the half-lines we use the ansatz $g_j(x) = d_j e^{ikx}$; we use only the outgoing edge according to the definition 5.1 because only this function is square integrable after the complex scaling with positive $\theta$. The coupling conditions at the vertices give the following set of equations.

\[
\begin{align*}
   b_1 &= a_3 \sin k\ell + b_3 \cos k\ell = d_1, \\
   k(a_1 - a_3 \cos k\ell + b_3 \sin k\ell + id_1) &= 0, \\
   b_2 &= a_1 \sin k\ell + b_1 \cos k\ell = d_2, \\
   k(a_2 - a_1 \cos k\ell + b_1 \sin k\ell + id_2) &= 0, \\
   b_3 &= a_2 \sin k\ell + b_2 \cos k\ell = d_3, \\
   k(a_3 - a_2 \cos k\ell + b_2 \sin k\ell + id_3) &= 0.
\end{align*}
\]
This set of equations can be in the matrix form written (using \(d_j = b_j, \ j = 1, 2, 3\)) as

\[
\begin{pmatrix}
0 & -1 & 0 & 0 & \sin k\ell & \cos k\ell \\
-k \cos k\ell & 0 & 0 & -k \cos k\ell & k \sin k\ell \\
\sin k\ell & \cos k\ell & 0 & -1 & 0 \\
-k \cos k\ell & k \sin k\ell & k & \cos k\ell & 0 \\
0 & 0 & -k \cos k\ell & k \sin k\ell & k \\
0 & 0 & \sin k\ell & \cos k\ell & 0 \\
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
a_3 \\
b_1 \\
b_2 \\
b_3 \\
\end{pmatrix}
= 0.
\]

Condition of the solvability of this system (determinant of this matrix is equal to zero) is our desired resonance condition. After rearrangements one obtains

\[
0 = -k^3 (-2 + 2 \cos k\ell - i \sin k\ell)(1 + 2 \cos k\ell - i \sin k\ell)^2 =
\]

\[
= -k^3 (-2i) \sin k\ell (1 + 2 \cos k\ell - i \sin k\ell)^2 =
\]

\[
= 2ik^3 \sin k\ell \left(\frac{1}{2}e^{ik\ell} + \frac{1}{2}e^{-ik\ell} - e^{ik\ell} + e^{-ik\ell}\right) \left(1 + e^{ik\ell} + e^{-ik\ell} - \frac{1}{2}e^{ik\ell} + \frac{1}{2}e^{-ik\ell}\right)^2 =
\]

\[
= 2ik^3 \frac{1}{2}e^{-ik\ell} \left(\frac{1}{2}e^{-ik\ell}\right)^2 \sin k\ell (3 - e^{ik\ell}) (3 + 2e^{ik\ell} + e^{2ik\ell})^2.
\]

The resonance condition therefore is

\[
0 = k^3 \sin \frac{k\ell}{2} (3 - e^{ik\ell}) (3 + 2e^{ik\ell} + e^{2ik\ell})^2 \tag{5.1}
\]
6 Scattering resonances

The second possibility how to define resonances is as poles of the meromorphic continuation of the determinant of the scattering matrix. In this view, the compact part of the graph is a scattering center and the half-lines are the leads. Since we consider zero potential on the half-lines, the solution on the semiinfinite leads can be expressed as a linear combination of $e^{-ikx}$ and $e^{ikx}$. The first one we call the incoming wave and the second one the outgoing wave.

To elucidate why we have used this notation, let us for a while consider a time dependent Schrödinger equation on the half-line

$$(-\partial^2_x - i\partial_t)u_j(x, t) = 0.$$ Its solution can be after separating the variables found in the form $u_j(x, t) = e^{-itk}g_j(x)$, where $g_j(x)$ is the solution of time independent Schrödinger equation. Substituting the combination of $e^{-ikx}$ and $e^{ikx}$ we obtain

$$u_j(x) = c_je^{-ik(x+kt)} + d_je^{ik(x-kt)}.$$ The first wave is incoming (for growing $t$ the $x$ must be smaller to get the same exponent), the second one is outgoing.

The scattering matrix $S = S(k)$ is the operator, which maps the vector of amplitudes of the incoming waves into the vector of amplitudes of the outgoing waves. The complex energies, for which its determinant diverges, are called scattering resonances.

6.1 Example: a half-line with an appendix – scattering resonances

Let us now study the same example as in the subsection 5.1 in the case of resolvent resonances. We again assume an abscissa of length $\ell$ and a half-line in figure 5.2 with Dirichlet coupling at one end of the segment and $\delta$-coupling between the abscissa and the half-line.

We use the ansatz $f(x) = ae^{-ikx} + be^{ikx}$ and $g(x) = ce^{-ikx} + de^{ikx}$ and obtain

$$a + b = 0,$$

$$ae^{-ik\ell} + be^{ik\ell} = c + d,$$

$$ik(d - c) + ike^{-ik\ell} - be^{ik\ell} = \alpha(c + d).$$

Substituting $b = -a$ we obtain

$$\alpha(e^{-ik\ell} - e^{ik\ell}) = c + d,$$

$$ik(d - c) + i\alpha(e^{-ik\ell} + e^{ik\ell}) = \alpha(c + d).$$

Using definitions of sine and cosine and substituting now for $a$ from the first equation to the second we get

$$ik(d - c) \sin k\ell - k \cos k\ell(c + d) = \alpha(c + d) \sin k\ell,$$

$$[(\alpha - ik) \sin k\ell + k \cos k\ell] d = - [(\alpha + ik) \sin k\ell + k \cos k\ell] c.$$ We finally obtain

$$S(k) = \frac{d}{c} = - \frac{(\alpha + ik) \sin k\ell + k \cos k\ell}{(\alpha - ik) \sin k\ell + k \cos k\ell}.$$ The scattering matrix is in this case only a number (we have one half-line) and its poles give the same resonance condition as resolvent resonances.
6.2 Example: triangle with half-lines – scattering resonances

Let us consider the same graph as in the Subsection 5.2 (see Figure 5.3) and let us find the scattering matrix and scattering resonances. We use the ansatz $f_j(x) = a_j \sin kx + b_j \cos kx$ on the internal edges and $g_j(x) = c_j e^{-ikx} + d_j e^{ikx}$.

The coupling conditions at the vertices lead to the set of equations

\[
\begin{align*}
    a_1 - a_3 \cos k\ell + b_3 \sin k\ell &= c_1 + d_1, \\
    k[a_1 - a_3 \cos k\ell + b_3 \sin k\ell + i(d_1 - c_1)] &= 0, \\
    b_2 &= a_1 \sin k\ell + b_1 \cos k\ell = c_2 + d_2, \\
    k[a_2 - a_1 \cos k\ell + b_1 \sin k\ell + i(d_2 - c_2)] &= 0, \\
    b_3 &= a_2 \sin k\ell + b_2 \cos k\ell = c_3 + d_3, \\
    k[a_3 - a_2 \cos k\ell + b_2 \sin k\ell + i(d_3 - c_3)] &= 0.
\end{align*}
\]

Substituting for $b_j = c_j + d_j$, $j = 1, 2, 3$ we obtain the following set of equations

\[
\begin{align*}
    a_3 \sin k\ell + (c_3 + d_3) \cos k\ell - c_1 - d_1 &= 0, \\
    a_1 - a_3 \cos k\ell + (c_3 + d_3) \sin k\ell + i d_1 - i c_1 &= 0, \\
    a_1 \sin k\ell + (c_1 + d_1) \cos k\ell - c_2 - d_2 &= 0, \\
    a_2 - a_1 \cos k\ell + (c_1 + d_1) \sin k\ell + i d_2 - i c_2 &= 0, \\
    a_2 \sin k\ell + (c_2 + d_2) \cos k\ell - c_3 - d_3 &= 0, \\
    a_3 - a_2 \cos k\ell + (c_2 + d_2) \sin k\ell + i d_3 - i c_3 &= 0.
\end{align*}
\]

This can be written in the form

\[
\begin{pmatrix}
    A & C & D \\
    E & F & G
\end{pmatrix}
\begin{pmatrix}
    a \\
    c
\end{pmatrix} = 0,
\]

(6.1)

where

\[
\begin{align*}
    A &= \begin{pmatrix} 0 & 0 & \sin k\ell \\ 1 & 0 & -\cos k\ell \\ -\cos k\ell & 1 & 0 \end{pmatrix}, \\
    C &= \begin{pmatrix} -1 & 0 & \cos k\ell \\ -i & 0 & \sin k\ell \\ \sin k\ell & -i & 0 \end{pmatrix}, \\
    D &= \begin{pmatrix} -1 & 0 & \cos k\ell \\ i & 0 & \sin k\ell \\ \sin k\ell & i & 0 \end{pmatrix}, \\
    E &= \begin{pmatrix} \sin k\ell & 0 & 0 \\ 0 & \sin k\ell & 0 \\ 0 & -\cos k\ell & 1 \end{pmatrix}, \\
    F &= \begin{pmatrix} \cos k\ell & -1 & 0 \\ 0 & \cos k\ell & -1 \\ 0 & \sin k\ell & -i \end{pmatrix}, \\
    G &= \begin{pmatrix} \cos k\ell & -1 & 0 \\ 0 & \cos k\ell & -1 \\ 0 & \sin k\ell & i \end{pmatrix}.
\end{align*}
\]

the vectors are $a = (a_1, a_2, a_3)^T$, $c = (c_1, c_2, c_3)^T$ and $d = (d_1, d_2, d_3)^T$. Notice that we switched third and fourth equation in definition of the matrices to obtain matrix $A$ which is invertible.
The upper equation in (6.1) gives

\[ a = -(A^{-1}C + A^{-1}Dd) \]

and substituting it for \( a \) in the lower equation we obtain

\[-EA^{-1}C + EA^{-1}Dd + Fc + Gd = 0,\]

from which we have

\[ d = -(G - EA^{-1}D)^{-1}(F - EA^{-1}C)c \]

and the scattering matrix

\[ S(k) = -(G - EA^{-1}D)^{-1}(F - EA^{-1}C). \]

We can express this equation in the numerical software and find

\[ S_{ii} = -\frac{2 \cos \frac{kl}{2} + i \left( \sin \frac{kl}{2} - 3 \sin \frac{3kl}{2} \right)}{2 \left( \cos \frac{kl}{2} - 2i \sin \frac{kl}{2} \right) \left( 1 + 2 \cos kl - i \sin kl \right)}, \quad i = 1, 2, 3, \]

\[ S_{ij} = -\frac{2 \cos \frac{kl}{2}}{\left( \cos \frac{kl}{2} - 2i \sin \frac{kl}{2} \right) \left( 1 + 2 \cos kl - i \sin kl \right)}, \quad i \neq j. \]

The determinant of the scattering matrix is

\[ \det S(k) = \frac{(-1 + 3e^{ikl})(1 + 2e^{ikl} + 3e^{2ikl})^2}{(3 - e^{ikl})(3 + 2e^{ikl} + e^{2ikl})^2} \]

and hence comparing with (5.1) we find that the set of resolvent resonances is the union of the set of the scattering resonances, eigenvalues \( k^2 = \left( \frac{2\pi n}{\ell} \right)^2 \) (obtained from \( \sin \frac{kl}{2} = 0 \)) and resonance at zero with multiplicity 3.
7 The resonance condition

In this section we express the resonance condition for finding resolvent resonances for a general graph. We will use the flower-like model (Figure 2.1). On the internal edges we use the ansatz \( f_j(x) = a_j \sin kx + b_j \cos kx \), and on the external edges \( g_j(x) = d_j e^{ikx} \). Using this ansatz we have
\[
\begin{align*}
    f_j(0) &= b_j, & f_j(\ell_j) &= a_j \sin k\ell_j + b_j \cos k\ell_j, \\
    f'_j(0) &= ka_j, & -f'_j(\ell_j) &= -ka_j \cos k\ell_j + kb_j \sin k\ell_j,
\end{align*}
\]
These relations can be expressed as
\[
\begin{pmatrix}
    f_j(0) \\
    f_j(\ell_j)
\end{pmatrix} = \begin{pmatrix}
    0 & 1 \\
    \sin k\ell_j & \cos k\ell_j
\end{pmatrix} \begin{pmatrix}
    a_j \\
    b_j
\end{pmatrix}, \quad \text{(7.1)}
\]
\[
\begin{pmatrix}
    f'_j(0) \\
    -f'_j(\ell_j)
\end{pmatrix} = k \begin{pmatrix}
    1 & 0 \\
    -\cos k\ell_j & \sin k\ell_j
\end{pmatrix} \begin{pmatrix}
    a_j \\
    b_j
\end{pmatrix}, \quad \text{(7.2)}
\]
On the half-lines we use external complex scaling \( g_{j\theta}(x) = e^{\theta/2} g_j(xe^{\theta}) \) with an imaginary \( \theta \), we obtain
\[
\begin{align*}
    g_j(0) &= e^{-\theta/2} g_j, & g_j'(0) &= ike^{-\theta/2} g_j.
\end{align*}
\quad \text{(7.3)}
\]
We can now substitute equations (7.1), (7.2) and (7.3) into (2.2). We rearrange the equations so that we have in \( \Psi \) and \( \Psi' \) values corresponding to both ends of the first edge, then both ends of the second edge, etc. The matrix \( U \) is rearranged accordingly. After substituting we obtain
\[
(U - I)C_1(k) + ik(U + I)C_2(k) = 0, \quad \text{(7.4)}
\]
where the matrices \( C_1(k), C_2(k) \) consist of blocks
\[
C_1(k) = \text{diag} (C_1^{(1)}(k), C_1^{(2)}(k), \ldots, C_1^{(N)}(k), I_{M \times M})
\]
and
\[
C_2(k) = \text{diag} (C_2^{(1)}(k), C_2^{(2)}(k), \ldots, C_2^{(N)}(k), iI_{M \times M}),
\]
respectively, where
\[
C_1^{(j)}(k) = \begin{pmatrix}
    0 & 1 \\
    \sin k\ell_j & \cos k\ell_j
\end{pmatrix}, \quad C_2^{(j)}(k) = \begin{pmatrix}
    1 & 0 \\
    -\cos k\ell_j & \sin k\ell_j
\end{pmatrix}
\]
and \( I_{M \times M} \) is a \( M \times M \) identity matrix.
The equation of solvability of the system (7.4) is
\[ \det \left[ (U - I)C_1(k) + i k (U + I)C_2(k) \right] = 0. \]

This is our resonance condition.
8 The equivalence of resonances

In this section, we prove that for quantum graphs the two previous definitions of resonances are equivalent. To be precise, the set of resolvent resonances is equal to the set of scattering resonances unified with the set of eigenvalues with corresponding eigenfunctions supported on the internal part of the graph. This result was obtained first for a certain set of coupling conditions in [EL07], for all graphs and hedgehog manifolds it was proved in [EL13].

**Theorem 8.1** Let us consider the quantum graph with the Hamiltonian defined in section 2. Then there is a resolvent resonance at \( k_0^2 \) iff there is a scattering resonance at \( k_0^2 \) or there is an eigenvalue at \( k_0^2 \) with the eigenfunction supported on the internal part of the graph.

**Proof:** We assume the coupling condition (2.2) with \( \Psi = \begin{pmatrix} \Psi_{\text{int}} \\ \Psi_{\text{ext}} \end{pmatrix} \) and \( \Psi' = \begin{pmatrix} \Psi'_{\text{int}} \\ \Psi'_{\text{ext}} \end{pmatrix} \).

Since the solution on the \( j \)-th internal edge is a combination of two linearly independent solutions \( a_j u_j(x) + b_j v_j(x) \), we have entries of the vector of functional values \( a_j u_j(v) + b_j v_j(v) \) (\( v \) denotes the vertex), similarly for the vector of derivatives \( a_j u'_j(v) + b_j v'_j(v) \). For an external edge we have solution as combination of incoming and outgoing wave \( c_j e^{-ikx} + d_j e^{ikx} \), hence \( \Psi_{\text{ext}} = c + d \), \( \Psi_{\text{ext}}' = ik(d - c) \).

Therefore, the coupling condition (2.2) can be rewritten as

\[
A(k)a + B(k)b + C(k)c + D(k)d = 0,
\]

where \( A(k), B(k) \) are \((2N+M) \times N\) energy-dependent matrices, \( C(k), D(k) \) are \((2N+M) \times M\) energy-dependent matrices and \( a, b, c, d \) are vectors with entries \( a_j, b_j, c_j \) and \( d_j \). We define a \((2N+M) \times 2N\) matrix \( E(k) = (A(k), B(k)) \) and the vector \( e = \begin{pmatrix} a \\ b \end{pmatrix} \) corresponding to the internal coefficients. The previous equation can be thus rewritten as

\[
E(k)e + C(k)c + D(k)d = 0.
\]

(8.1)

If \( E(k_0) \) has less then \( 2N \) linearly independent rows, it means that there exist a solution of (8.1) with \( c = d = 0 \), i.e. eigenvalue with eigenfunction supported only on the internal part of the graph. We know that \( k_0^2 \in \mathbb{R} \). Clearly, this eigenvalue belongs also to the family of resolvent resonances (solutions with \( c = 0 \)).

Now we assume that \( E(k_0) \) has exactly \( 2N \) linearly independent rows. We rearrange the equations (8.1) so that first \( 2N \) rows of \( E(k_0) \) are linearly independent. From these first \( 2N \) equations we express \( e \) and substitute it into the remaining \( M \) equations. We obtain

\[
\tilde{C}(k)c + \tilde{D}(k)d = 0
\]

with \( M \times M \) matrices \( \tilde{C}(k) \) and \( \tilde{D}(k) \). The resolvent resonances are solutions with only outgoing waves, i.e. \( c = 0 \); this means that the resonance condition is \( \det \tilde{D}(k) = 0 \). The scattering matrix is \( S(k) = (\tilde{D}(k))^{-1}\tilde{C}(k) \), the condition for scattering resonances also is \( \det \tilde{D}(k) = 0 \). Therefore these families of resonances coincide. Q.E.D.
9 Effective coupling on a finite graph

The content of this section will be used later. We will introduce effective coupling equation in the case where all the half-lines of the graph are “cut off”.

**Theorem 9.1** Let $H$ be a Schrödinger operator on a quantum graph $\Gamma$ with $2N$ internal and $M$ external edges and coupling given by $(2N + M) \times (2N + M)$ unitary matrix $U$ consisting of blocks

$$U = \begin{pmatrix} U_1 & U_2 \\ U_3 & U_4 \end{pmatrix},$$

where the $2N \times 2N$ matrix $U_1$ corresponds to the coupling between internal edges, $M \times M$ matrix $U_4$ corresponds to the coupling between the half-lines and $2N \times M$ matrix $U_2$ and $M \times 2N$ matrix $U_3$ correspond to the mixed coupling. Let $\{\lambda_i\}_{i=1}^M$ be eigenvalues of $U_4$. Then all resolvent resonances of $\Gamma$ with $k$ on $\mathbb{C} \setminus \{\lambda_{M+1}, \ldots, \lambda_{M+1}\}$ are given as eigenvalues of operator with the same action on the internal edges as $H$ but satisfying energy-dependent coupling conditions

$$(\tilde{U}(k) - I_{2N})f + i(\tilde{U}(k) + I_{2N})f' = 0$$

with

$$\tilde{U}(k) = U_1 - (1 - k)U_2[(1 - k)U_4 - (k + 1)I_M]^{-1}U_3.$$  \hspace{1cm} (9.1)

**Proof:** Let $f$ and $g$ denote the vector of amplitudes of functional values on the internal and external edges, respectively and let $f'$ and $g'$ be the vectors of amplitudes of outgoing derivatives. Then the coupling condition (2.2) can be rewritten as

$$\begin{pmatrix} U_1 - I_{2N} & U_2 \\ U_3 & U_4 - I_M \end{pmatrix} \begin{pmatrix} f \\ g \end{pmatrix} + i \begin{pmatrix} U_1 + I_{2N} & U_2 \\ U_3 & U_4 + I_M \end{pmatrix} \begin{pmatrix} f' \\ g' \end{pmatrix} = 0,$$

where $I_N$ denotes the $N \times N$ identity matrix. Performing external complex scaling means replacing $g$ and $g'$ by $e^{-\theta/2}g_\theta$ and $ike^{-\theta/2}g_\theta$, respectively.

$$\begin{pmatrix} U_1 - I_{2N} & U_2 \\ U_3 & U_4 - I_M \end{pmatrix} \begin{pmatrix} f \\ e^{-\theta/2}g_\theta \end{pmatrix} + i \begin{pmatrix} (U_1 + I_{2N}) & -kU_2 \\ iU_3 & -k(U_4 + I_M) \end{pmatrix} \begin{pmatrix} f' \\ e^{-\theta/2}g_\theta \end{pmatrix} = 0.$$

Now eliminating $g_\theta$ for det $((1 - k)U_4 - (k + 1)I_M) \neq 0$ we get

$$[U_1 - I_{2N} - (1 - k)U_2[(1 - k)U_4 - (k + 1)I_M]^{-1}U_3]f +$$
$$+ [U_1 + I_{2N} - (1 - k)U_2[(1 - k)U_4 - (k + 1)I_M]^{-1}U_3]f' = 0$$

which can be written as

$$(\tilde{U}(k) - I_{2N})f + i(\tilde{U}(k) + I_{2N})f' = 0$$  \hspace{1cm} (9.2)

with

$$\tilde{U}(k) = U_1 - (1 - k)U_2[(1 - k)U_4 - (k + 1)I_M]^{-1}U_3.$$  \hspace{1cm} (9.3)

We can easily show that the condition det $((1 - k)U_4 - (k + 1)I_M) = 0$ which for eigenvalues means $(1 - k)\lambda_j - (k + 1) = 0$ implies $k = \frac{\lambda_j - 1}{\lambda_j + 1}$. With exception of these points the construction works.

Q.E.D.
10 Asymptotics of resonances for non-magnetic graphs

We start the main part of this text by a topic at the first sight different from quantum graphs and their resonance properties. The asymptotical behaviour of the number of eigenvalues of Laplace–Beltrami operator on a Riemannian manifold of the dimension \( d \) is given by Weyl’s law \([\text{Wey11}]\). We show the result of Ivrii from \([\text{Ivr80}]\). The number of eigenvalues which are in modulus smaller than \( \lambda \) is given by

\[
N(\lambda) = \frac{\omega_d |\Omega|}{(2\pi)^d} \lambda^{d/2} \pm \frac{\omega_{d-1} |\partial\Omega|}{4(2\pi)^{d-1}} \lambda^{(d-1)/2} + o(\lambda^{(d-1)/2}),
\]

where \( \omega_d \) stands for the volume of a \( d \)-dimensional ball with radius 1 and \( |\Omega| \) and \( |\partial\Omega| \) denote the volume of the manifold and volume of its boundary, respectively. The plus sign corresponds to the Neumann condition on the boundary of the manifold, the minus sign to the Dirichlet condition.

The problem solved by Weyl was laid by Lorenz and is connected to Rayleigh-Jeans law. Let us consider a blackbody in the shape of a cube. If we want to find the energy radiated between frequencies \( \nu \) and \( \nu + d\nu \), we have to count the number of normal modes in this frequency interval and by an equipartition theorem multiply it by \( k_B T \). The electric field of the \( n \)-th mode satisfies Maxwell’s equations; after separation of variables one obtains the equation for eigenvalues of the Laplacian. Since the blackbody is conducting, the electric field must vanish at the boundary. Hence we have the problem for the number of eigenvalues of the Dirichlet Laplacian in the cube. For \( d = 3 \) we obtain from the Weyl’s law

\[
N(\lambda) \approx \frac{4\pi |\Omega|}{3(2\pi)^3} \lambda^{3/2} = \frac{1}{6\pi^2} |\Omega| \lambda^{3/2}.
\]

Using the relation \( \lambda = \frac{4\pi^2}{c^2} \nu^2 \) we have

\[
N(\nu) \approx \frac{1}{6\pi^2} \frac{8\pi^3}{c^3} |\Omega| \nu^3 = \frac{4\pi}{3c^3} |\Omega| \nu^3.
\]

For the difference of the counting functions we have for small \( d\nu \)

\[
N(\nu + d\nu) - N(\nu) \approx \frac{4\pi}{c^3} |\Omega| \nu^2 \, d\nu.
\]

Using the equipartition theorem and the fact that taking both polarizations of light adds a factor of two, we obtain the Rayleigh-Jeans law. The energy density is

\[
\rho = 8\pi k_B T \nu^2 \frac{1}{c^3} \, d\nu.
\]

More details can be found in \([\text{Mus16}]\).

Now we will get the expression for the asymptotics of the number of eigenvalues of a compact quantum graph. We will work in the \( k \)-plane, where \( k \) is the square root of energy. The formula for the number of eigenvalues in modulus smaller than \( R \) is

\[
N(R) = \frac{2V}{\pi} R + O(1), \tag{10.1}
\]
where $V$ is the sum of the lengths of the (internal) edges. This result follows from the previous equation taking $\lambda = R^2$ and adding an extra factor of 2, because we count every eigenvalue twice since $(-k)^2 = k^2$.

Our aim will be to find the asymptotical behaviour of the number of resolvent resonances for a non-compact quantum graph. To be precise, we want the number of resolvent resonances enclosed in the circle of radius $R$ in the $k$-plane in the limit $R \to \infty$. We would expect that it behaves as the equation (10.1) with $V$ being the sum of the lengths of the internal edges of the graph. It holds true for most of the graphs (we will call these graphs Weyl), but there is a class of graphs for which the constant in the asymptotics is smaller than expected (we denote these graphs as non-Weyl).

The behaviour of the counting function of resolvent resonances was studied first for quantum graphs with the standard condition by Davies and Pushnitski [DP11]. They found a nice geometric condition: the graph is non-Weyl iff it has a balanced vertex. By a balanced vertex, we mean the vertex which connects the same number of internal and external edges. Later this result was generalized to all possible couplings in [DEL10]. There was a condition found on the eigenvalues of the effective coupling matrix in the previous section which distinguishes the Weyl and non-Weyl graphs. In this text, both results will be stated in the opposite order. First, we prove the theorem on the general graphs and then we show the condition by Davies and Pushnitski as its corollary.

### 10.1 Main theorems

We state a lemma on the number of zeros of exponential polynomials. It was in this form stated in [DEL10], but it follows from the result from 1930’s by Langer [Lan31] and previous results by Pólya. We present a sketch of the proof, more details can be found in [Lan31] for the first part and [DEL10] for the second part of the proof. See also the books [BC63, BG95].

**Lemma 10.1** Let $F(k) = \sum_{r=0}^{n} k^{\nu_r} a_r(k) e^{ik\sigma_r}$, where $\nu_r \in \mathbb{R}$, $a_r(k)$ are rational functions of the complex variable $k$ with complex coefficients that do not vanish identically, and $\sigma_r \in \mathbb{R}$, $\sigma_0 < \sigma_1 < \ldots < \sigma_n$. Suppose also that $\nu_r$ are chosen so that $\lim_{k \to \infty} a_r(k) = \alpha_r$ is finite and non-zero for all $r$. Then the counting function behaves in the limit $R \to \infty$ as

$$N(R, F) = \frac{\sigma_n - \sigma_0}{\pi} R + O(1).$$

**Proof:** Let us first assume function

$$\Phi(z) = \sum_{j=0}^{n} A_j(z) e^{c_j z}$$

of the complex variable $z = x + iy$. We are interested in zeros of this function. We will start from particular subcases and finally arrive to the general case.

1. $A_j = a_j$ constant, $c_j \in \mathbb{R}$ commensurable

   We can take $c_j = \alpha p_j$, $j = 1, \ldots, n$, $\alpha \in \mathbb{R}$, $p_j \in \mathbb{N}$ and without loss of generality also
$c_0 = p_0 = 0$. Since the exponents are commensurable, we have

$$\Phi(z) = \sum_{j=0}^{n} a_j (e^{\alpha z})^{p_j}, \quad p_0 = 0, \quad p_n \in \mathbb{N}.$$  

This is a polynomial of degree $p_n$ in $e^{\alpha z}$ and its roots are $e^{\alpha z} = \xi_j, \ j = 1, 2, \ldots, p_n$. Therefore its zeros are in lines parallel to the $y$ axis

$$z = \frac{1}{\alpha} \left( 2\pi i m + \ln \xi_j \right), \ m \in \mathbb{Z}.$$  

On the line $y = y_1$ we have

$$\text{Im} \left[ \frac{1}{a_0} \Phi(x + iy_1) \right] = \sum_{j=1}^{n} a_j \sin (\alpha y_1 p_j) (e^{\alpha x})^{p_j} = \sum_{j=1}^{n} b_j (y_1) (e^{\alpha x})^{p_j},$$  

where the coefficients $b_j$ depend on $y_1$ and the sum is from 1 and not from 0 because from $p_0 = 0$ follows $\text{Im} \left( e^{\alpha(x + iy)p_0} \right) = 0$. The expression (10.2) vanishes on $y = y_1$ at most $(n-1)$-times. This follows from Descartes’s rule of signs (number of roots of a polynomial is bounded from above by the number of sign changes).

Now we find the number of zeros in the rectangular region $R'$. We choose $y_1$ and $y_2$ so that there is no zero of $\Phi(z)$ on these lines. Then $\text{Arg} \Phi(z)$ increases or decreases by at most $n\pi$, since (10.2) vanishes at most $(n-1)$-times. Now we come to the lines $x = \pm K$. For sufficiently large $K$, $\Phi(z)$ goes to $a_0$ at $x = -K$ and hence $\text{Arg} \Phi(z)$ is small. On $x = K$, $\Phi(z)$ goes to $a_n e^{\alpha n \pi}$ for sufficiently large $K$ and hence $\text{Arg} \Phi(z)$ increases its value arbitrarily near $c_n(y_2 - y_1)$.

Hence the number of zeros $n(R')$ in the region bounded by $|x| < K$ and lines $y = y_1$ and $y = y_2$ is bounded by

$$-n + \frac{c_n}{2\pi} (y_2 - y_1) \leq n(R') \leq n + \frac{c_n}{2\pi} (y_2 - y_1).$$  

(10.3)

2. $A_j$ constant, $c_j \in \mathbb{R}$ and general

Then we have

$$\Phi(z) = \sum_{j=0}^{n} a_j e^{c_j z}, \quad c_0 = 0.$$  

(10.4)

Since the first term of the above function is dominant for $x = -K$ and the last term is dominant for $x = K$ with sufficiently large $K$, the zeros are again in a strip $|x| < K$. The change in $\text{Arg} \Phi(z)$ at $x = \pm K$ can be computed similarly to the previous case. Establishing the relation (10.3) depends only on the relation (10.2) on a line with constant $y$. We cannot use the Descartes rule, but using the similar result by Pólya and Szegö [PS25] it can be proven that the expression (10.4) vanishes at most as many times that there are changes in sign in the sequence of $a_j$ and hence we again have (10.3).
3. \(A_j\) asymptotically constant
We again study the number of resonances in the same rectangle \(R'\) bounded by curves \(|x| < K, y = y_1, y = y_2\). We will assume that \(a_0, a_n \neq 0\). Let

\[A_j(z) = a_j + \varepsilon(z) \quad \text{in} \quad |z| > M,\]

where \(\varepsilon(z)\) denotes the set of functions analytic in every finite portion of \(R'\), which approach to zero uniformly in \(R'\) as \(|z| \to \infty\). Then we have

\[\Phi(z) = \sum_{j=0}^{n} (a_j + \varepsilon(z)) e^{c_j z}, \quad a_0, a_n \neq 0\]

and hence

\[\Phi(z) = \Phi_1(z) + \varepsilon(z), \quad \Phi_1(z) = \sum_{j=0}^{n} a_j e^{c_j z}, \quad |x| < K, \quad |z| > M.\]

By smartly choosing the contours enclosing the zeros of \(\Phi_1\) one has that zeros of \(\Phi(z)\) lie within the distance \(\delta\) from zeros of \(\Phi_1(z)\) and for values not within this contours \(|\Phi(z)|\) is bounded uniformly from zero and we have \(\Phi(z) = \Phi_1(z)(1 + \varepsilon(z))\). The zeros of \(\Phi(z)\) are asymptotically represented by zeros of \(\Phi_1(z)\).

4. \(A_j(z)\) asymptotically power functions \(A_j(z) = z^{\nu_j}(a_j + \varepsilon(z)), a_0, a_n \neq 0\), and \(\nu_j\) are proportional to \(c_j\), i.e. \(\nu_j = \beta c_j\)

We have

\[\Phi(z) = \sum_{j=0}^{n} (a_j + \varepsilon(\zeta)) e^{c_j \zeta},\]

with \(\zeta = z + \beta \ln z\), which is the previous case. If \(\zeta = \xi + i\eta\), we have from the previous relation

\[\xi = x + \beta \ln |z|, \quad \eta = y + \beta \text{Arg } z.\]

The condition \(|\xi| < K\) now means that the resonances are in the region bounded by logarithmic curves

\[x + \beta \ln |z| = \pm K.\]

5. general values of \(\nu_j\)
We have

\[\Phi(z) = \sum_{j=0}^{n} z^{\nu_j}(a_j + \varepsilon(z)) e^{c_j z}.\]

To each pair \(P_j = (c_j, \nu_j)\) a point in the plane corresponds. We define a broken line \(L\) with the vertices in the subset of \(\{P_j\}_{j=0}^{n}\) which is convex line and no points \(P_j\) lie above it. On its segment \(L_r\) there are points \(P_{rh}, h = 1, \ldots, n_r.\)
Let us assume an intermediate segment of this line with the slope \( m_r \), the slope of the previous segment is \( m_{r-1} \). Then for parameter \( k \),

\[
m_{r-1} - \delta \geq k > m_r - \delta ,
\]

with \( \delta > 0 \) but sufficiently small the curve

\[
x = -k \ln |z| \tag{10.5}
\]

is in the region bounded by curves

\[
x = -(m_{r-1} - \delta) \ln |z| , \quad x = -(m_r - \delta) \ln |z| .
\]

On the curve (10.5) it holds

\[
|z^{\nu_s} e^{c_{ls} z}| = |z|^{\nu_s - k c_{ls}}
\]

and for \( l \neq k \)

\[
\nu_{ls} - k c_{ls} < \nu_r - k c_{r} .
\]

Therefore,

\[
z^{\nu_s} e^{c_{ls} z} = z^{\nu_r} e^{c_{r} z} \epsilon(z) , \quad l \neq r
\]

for any curve (10.5) and hence we have

\[
\Phi(z) = \sum_{h=1}^{\nu_r} z^{\nu_r h} (a_{rh} + \epsilon(z)) e^{c_{r} h z} ,
\]

which is the previous case.

6. Now we can realize that the function in our lemma belongs to the class in the previous point, only with \( z = ik \). It remains to prove that there is asymptotically the same number of resonances in the rectangle as in the circle. This, a bit technical part, is shown in [DEL10]. First, we realize that the number of zeros in the circle with centre 0 and radius \( R \) can be estimated from above by the number of zeros satisfying \( |\text{Re } k| \leq R \). The bound from below satisfies

\[
|\text{Re } k| \geq \sqrt{R^2 - (K + m \ln R)^2}
\]

with \( K := \max_{1 \leq r \leq n} K_r \) and \( m := \max_{1 \leq r \leq n} |m_r| \). Since

\[
\lim_{R \to \infty} R - \sqrt{R^2 - (K + m \ln R)^2} = 0
\]

both pairs of lines asymptotically approach each other. The only difference to [Lan31] is that the role of \( c_n \) is replaced by \( \sigma_j \)'s.

Q.E.D.
Theorem 10.2 The asymptotics of the number of resolvent resonances in quantum graph is

\[ N(R) = \frac{2W}{\pi} R + O(1), \] (10.6)

where \(0 \leq W \leq V\). We have strict inequality \(W < V\) iff the matrix \(\tilde{U}(k)\) has eigenvalue either \(\frac{1+ik}{1-ik}\) or \(\frac{1-ik}{1+ik}\); we call this graph non-Weyl.

**Proof:** We choose the ansatz on the \(j\)-th edge

\[ f_j(x) = \alpha_j e^{ikx} + \beta_j e^{-ikx}, \]

hence we have

\[ f'_j(x) = ik(\alpha_j e^{ikx} - \beta_j e^{-ikx}). \]

This leads to

\[ f_j(0) = \alpha_j + \beta_j, \quad f_j(\ell_j) = \alpha_j e^{ik\ell_j} + \beta_j e^{-ik\ell_j}, \]
\[ f'_j(0) = ik(\alpha_j - \beta_j), \quad -f'_j(\ell_j) = ik(-\alpha_j e^{ik\ell_j} + \beta_j e^{-ik\ell_j}). \]

From equation (9.2) we have

\[ [(\tilde{U}(k) - I_{2N})E_1(k) + ik(\tilde{U}(k) + I_{2N})E_2(k)]\alpha = 0, \]

where \(\alpha = (\alpha_1, \beta_1, \alpha_2, \beta_2, \ldots, \alpha_N, \beta_N)^T\), \(E_1\) and \(E_2\) are \(2N \times 2N\) block diagonal matrices with blocks

\[ E_{j1} = \begin{pmatrix} 1 & 1 \\ e_{j+} & e_{j-} \end{pmatrix}, \quad E_{j2} = \begin{pmatrix} 1 & -1 \\ -e_{j+} & e_{j-} \end{pmatrix}, \]

respectively, and \(e_{j\pm} = e^{\pm ik\ell_j}\). Equation of solvability of the above system is

\[ \det \left\{ [\tilde{U}(k)(1+k) - I_{2N}(1-k)]E_3(k) + [\tilde{U}(k)(1-k) - I_{2N}(1+k)]E_4(k) + \\
+ (\tilde{U}(k) - I_{2N})E_5 - k(\tilde{U}(k) + I_{2N})E_6 \right\} = 0, \] (10.7)

where block diagonal matrices \(E_3, E_4, E_5\) and \(E_6\) consist of blocks

\[ E_{j3} = \begin{pmatrix} 0 & 0 \\ e_{j+} & 0 \end{pmatrix}, \quad E_{j4} = \begin{pmatrix} 0 & 0 \\ 0 & e_{j-} \end{pmatrix}, \quad E_{j5} = \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix}, \quad E_{j6} = \begin{pmatrix} 1 & -1 \\ 0 & 0 \end{pmatrix}. \]

The coefficient by the exponential with the largest multiple of \(ik\) in the exponent is \(\det [\tilde{U}(k)(1+k) - I_{2N}(1-k)]\), the coefficient by the exponential with the smallest multiple of \(ik\) in the exponent is \(\det [\tilde{U}(k)(1-k) - I_{2N}(1+k)]\). From this fact and Lemma 10.1 the result follows. Q.E.D.

Now we will prove the result of Davies and Pushnitski [DP11] as a corollary of this theorem.

**Corollary 10.3** The graph with standard coupling is non-Weyl iff there is a balanced vertex, i.e. the vertex which connects the same number of internal and external edges.
Proof: The coupling matrix for standard condition is $U_j = \frac{2}{d} J_d - I_d$, where $d$ is the degree of the vertex, $J_d$ is a $d \times d$ matrix with all entries equal to one and $I_d$ identity matrix. Clearly, the effective graph coupling matrix $\tilde{U}(k)$ has an eigenvalue $\frac{1+k}{1-k}$ or $\frac{1-k}{1+k}$ iff one of the vertex effective coupling matrices $\tilde{U}_j(k)$ has the same eigenvalue. The matrices $\tilde{U}_j(k)$ are constructed similarly to $\tilde{U}(k)$. If there is $n$ internal and $m$ external edges in the given vertex, one has

$$U_{1j} = \frac{2}{m+n} J_n - I_n, \quad U_{4j} = \frac{2}{m+n} J_m - I_m,$$

and the matrices $U_{2j}$ and $U_{3j}$ are $\frac{2}{m+n}$-multiples of the matrices with all entries equal to one, which are $n \times m$ or $m \times n$, respectively. One can straightforwardly prove that

$$\left( aJ_m + bI_m \right)^{-1} = -\frac{1}{b} \left( \frac{a}{am+b} J_m - I_m \right). \quad (10.8)$$

Hence we have

$$[(1-k)U_4 - (1+k)I_m]^{-1} = \left[ (1-k) \frac{2}{n+m} J_m - 2I_m \right]^{-1} = \frac{1}{2} \left( \frac{1}{km+n} J_m - I_m \right).$$

This gives

$$\tilde{U}(k) = \frac{2}{n+m} J_n - I_n - (1-k) \frac{4}{(m+n)^2} \left( -\frac{m^2}{2} \frac{1-k}{km+n} J_n - \frac{m}{2} J_n \right) = \frac{2}{km+n} J_n - I_n.$$ 

Since eigenvalues of $J_n$ are $n$ and 0 with multiplicity $n-1$, eigenvalues of $\tilde{U}(k)$ are $\frac{n-km}{n+km}$ and $-1$ with multiplicity $n-1$. Comparing it with $\frac{1 \pm k}{1 \pm k}$ gives

$$n - km \pm kn \mp k^2 m = km + n \mp k^2 m \mp kn \Rightarrow 2km = \pm 2kn$$

Hence the graph is non-Weyl iff $n = m$ for at least one vertex. Q.E.D.

Finally, we illustrate the general theorems in a simple example.

Example 10.4 (two internal edges and two half-lines)

Let us consider the graph on figure 10.1 which consists of two internal edges of the same length $\ell$ and two half-lines attached at the central vertex (in the figure lines with arrows). There is standard coupling at the central vertex and Dirichlet coupling at the loose ends of the internal edges. We can see that the central vertex is balanced, hence the graph is non-Weyl. We will prove it by constructing explicitly the resonance condition. Let us denote the wavefunction components on the internal edges by $f_1(x)$, $f_2(x)$ with $x = 0$ at the loose end and $x = \ell$ at the central vertex. We denote the wavefunction components on the half-lines $g_1(x)$, $g_2(x)$ with $x = 0$ in the central vertex.

$$f_1(x) = a_1 \sin kx, \quad f_2(x) = a_2 \sin kx, \quad g_1(x) = d_1 e^{ikx}, \quad g_2(x) = d_2 e^{ikx}.$$
Therefore we obtain
\[ f_1(\ell) = a_1 \sin k\ell, \quad f_2(\ell) = a_2 \sin k\ell, \]
\[ -f'_1(\ell) = -a_1 k \cos k\ell, \quad -f'_2(\ell) = -a_2 k \cos k\ell, \]
\[ g_1(0) = d_1, \quad g_2(0) = d_2, \quad g'_1(0) = ikd_1, \quad g'_2(0) = ikd_2. \]

This gives the following system of equations
\[
\begin{pmatrix}
0 & 0 & 1 & -1 \\
\sin k\ell & 0 & -1 & 0 \\
0 & \sin k\ell & -1 & 0 \\
-k \cos k\ell & -k \cos k\ell & ik & ik
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
d_1 \\
d_2
\end{pmatrix}
= 0.
\]

The determinant of the above matrix gives the condition of the solvability of the above equation, which is the resonance condition.

\[-2k \cos k\ell \sin k\ell + 2ik \sin^2 k\ell = 0,\]

which can be rewritten as
\[ ik \left(1 - e^{-2ik\ell}\right) = 0.\]
We see that there is not the term with \(e^{2ik\ell}\), so \(W\) in the asymptotics in the Theorem 10.2 is \(\ell\) instead of \(2\ell\).

10.2 Permutation symmetric coupling

Now we will show the result of [DEL10] which graphs with permutation symmetric coupling are non-Weyl. We can revise that graphs with permutation symmetric coupling have the coupling matrix \(U_j = a_j J + b_j I\), where \(J\) is the matrix with all entries equal to one and \(I\) is the identity matrix and \(a_j, b_j\) are complex constants. These constants can be different for each vertex but for the sake of simplicity we will omit the index \(j\).

**Theorem 10.5** Let us consider the graph with coupling matrices \(U_j = a_j J + b_j I\) and with \(n_j\) internal edges and \(m_j\) half-lines in the \(j\)-th vertex. Then the graph is non-Weyl iff there exists a vertex for which \(m_j = n_j\) and one of the following possibilities holds true.
a) \[ U_j = \frac{1}{m_j} J - I, \quad \text{i.e.} \quad f_i = f_j \quad \forall i, j \leq 2n, \quad \sum_{j=1}^{2n} f_j' = 0. \]

b) \[ U_j = -\frac{1}{m_j} J + I, \quad \text{i.e.} \quad f_i' = f_j' \quad \forall i, j \leq 2n, \quad \sum_{j=1}^{2n} f_j = 0. \]

**Proof:** In the proof we will omit the subscript \( j \) and we consider one particular vertex. The effective vertex coupling matrix is according to the equation (9.3)

\[ \tilde{U}(k) = ab(1-k) - a(1+k) \frac{(am + b)(1-k) - (k+1)}{(am + b)(1-k) - (1+k)} J_{n \times n} + bI_{n \times n}. \]

We have used the inverse of the matrix (10.8).

Now we will use the fact that eigenvalues of the matrix \( U = aJ_{n \times n} + bI_{n \times n} \) are \( b \) with multiplicity \( n-1 \) and \( na + b \). We will compare these eigenvalues to \( \frac{1 \pm k}{1 \mp k} \). Clearly, \( b \) cannot equal to neither of these values. For the second eigenvalue we have

\[ an \frac{b(1-k) - (1+k)}{(am + b)(1-k) - (1+k)} + b = \frac{1 \pm k}{1 \mp k}. \]

We have for the case with the upper sign

\[ [a(m + n) + b]b(1-k) - (an + am + 2b)(1+k) = -\frac{(1+k)^2}{1-k}, \]

which cannot be satisfied for any value of the parameters \( a, b, n \) and \( m \). The case with the lower sign gives

\[ \{a(n + m) + b|b + 1\}(1-k) - (1+k)(an + b) = (am + b)\frac{(1-k)^2}{1+k}. \]

This equation has to be fulfilled for all \( k \) and hence we obtain

\[ an + b = 0, \quad am + b = 0 \quad \Rightarrow \quad n = m, \]
\[ [a(n + m) + b]b + 1 = 0 \quad \Rightarrow \quad (an)^2 = 1, \]

and hence the graph is non-Weyl iff \( U = \pm \frac{1}{n} J_{n \times n} \mp I_{n \times n} \). Q.E.D.

To conclude, this result shows that non-Weyl behaviour is quite exceptional. We have it either for standard (Kirchhoff) coupling or for its counterpart “anti-Kirchhoff” coupling. For both cases, there has to be the same number of internal and external edges in the vertex.
10.3 Example with a regular polygon

We take the following example from [DEL10]. Let us consider a graph $\Gamma_n$ which is a regular $n$-gon with all the internal edges of lengths $\ell$ (see figure 10.2). There are two half-lines attached at each vertex and we assume standard coupling at each vertex. Since the graph has two internal and two external edges attached to each vertex, it is by Corollary 10.3 non-Weyl. In this section, we will show that the “effective size” of the graph $\Gamma_n$, the coefficient $W$ by the leading term of the asymptotics (10.6), depends on $n$. Unlike the criterion, whether the graph is non-Weyl, which was given by the (local) vertex properties of the graph, the effective size depends on global parameters of the graph.

**Theorem 10.6** The effective size of the graph $\Gamma_n$ is given by

$$W_n = \begin{cases} 
\frac{n\ell}{2} & \text{if } n \neq 0 \mod 4, \\
\frac{(n-2)\ell}{2} & \text{if } n = 0 \mod 4.
\end{cases}$$

**Proof:** We will find the resonance condition by Bloch-Floquet decomposition of the Hamiltonian with respect to the cyclic rotational group $\mathbb{Z}_n$. We define by $T$ the rotational operator in $L^2(\Gamma_n)$ which maps the vertex to the next one. The whole space $L^2(\Gamma_n)$ is an orthogonal direct sum of spaces

$$\mathcal{H}_\omega = \{ f \in L^2(\Gamma_n) : Tf = \omega f \}.$$

$\omega$ with $\omega^n = 1$ are the eigenvalues of the operator $T$. Now we restrict our attention to the unit cell which consists of one internal edge and two half-lines (see figure 10.3). We also need to consider the neighbouring internal edge denoted by dashed line.
The resonance eigenfunction $f$ on this cell has components (see figure 10.3)

$$
\begin{align*}
    f_1(x) &= a e^{ikx} + be^{-ikx}, & 0 \leq x \leq \ell, \\
    f_2(x) &= (a + b)e^{ikx}, & 0 \leq x < \infty, \\
    f_3(x) &= (a + b)e^{ikx}, & 0 \leq x < \infty, \\
    f_4(x) &= \omega f_1(x), & 0 \leq x \leq \ell,
\end{align*}
$$

The standard coupling condition gives

\[ \omega a e^{ik\ell} + \omega b e^{-ik\ell} = a + b, \]
\[ \omega a e^{ik\ell} - \omega b e^{-ik\ell} = 2(a + b) + a - b. \]

The condition of solvability of the above system is given by determinant of certain $2 \times 2$ matrix is equal to zero. The direct computation of the determinant gives

$$-2(\omega^2 + 1) + 4\omega e^{-ikt} = 0.$$  \hspace{1cm}(10.9)

From the condition we can see that the graph is non-Weyl for all $n$, because the term with $e^{ikt}$ is missing. If $\omega^2 + 1 \neq 0$ then the contribution of this cell to the effective size of the whole graph is $\ell/2$, if $\omega^2 + 1 = 0$ then it does not contribute to the effective size. We obtain the effective size of the whole graph as the sum of the contributions of particular cells. Clearly, there exists such $\omega$ for which $\omega^2 + 1 = 0$ iff $n = 0 \mod 4$. From this, the claim of the theorem follows. Q.E.D.

More complex study of the effective size can be found in [Lip16, Lip15]. In [Lip16] bounds on the effective size are found. The paper [Lip15] in examples shows how to obtain the effective size using the pseudo-orbits.

10.4 Size reduction

The simple example of a non-Weyl graph is a graph which has a vertex of degree two connecting one internal edge and one half-line with standard coupling. Since the coupling condition prescribes continuity of the functional value and the derivative, there is no physical interaction in this vertex at all. Therefore, this internal edge and the half-line can be replaced by one half-line, which reduces the size of the graph (sum of the lengths of the internal edges). For a general
coupling condition the size reduction is more complicated, one has to choose the proper subspace in which the quantum particle can propagate freely through the vertex. We show a result from [DEL10] which presents this size reduction for a large class of non-Weyl graphs.

We consider the flower-like graph in Figure 2.1. The coupling matrix in the only vertex of this graph is denoted by $U^{(1)}$. The internal edges can have different lengths. Let the smallest internal edge have length $2\ell_0$. Then we introduce another vertex in this graph in the distance $\ell_0$ from the former vertex of this flower-like graph on all the internal edges and join these vertices to one (see Figure 10.4). The coupling matrix in this vertex is $U^{(2)}$. Let there be $p$ half-lines, $p$ internal edges between the vertices $X_1$ and $X_2$ with coupling matrices $U^{(1)}$ and $U^{(2)}$, respectively, and let $U^{(2)}$ be a $q \times q$ matrix with $q \geq p$.

**Theorem 10.7** Let $\Gamma$ be the graph described above with the coupling given by arbitrary $U^{(1)}$ and $U^{(2)}$. Let $V$ be an arbitrary unitary $p \times p$ matrix, $V^{(1)} := \text{diag}(V, V)$ and $V^{(2)} := \text{diag}(I_{(q-p)\times(q-p)}, V)$ be $2p \times 2p$ and $q \times q$ block diagonal matrices, respectively. Then $H$ on $\Gamma$ is unitarily equivalent to the Hamiltonian $H_V$ on topologically the same graph with the coupling given by the matrices $[V^{(1)}]^{-1}U^{(1)}V^{(1)}$ and $[V^{(2)}]^{-1}U^{(2)}V^{(2)}$.

**Proof:** We define $u$ an element of the domain of $H$, which consists of edge components $u_1, \ldots, u_p$ on the internal edges connected to $X_1$, $f_1, \ldots, f_p$ the components on the half-lines, and $u_0$ component on the rest of the graph $\Gamma_0$. We define the following map

$$
(u_1, \ldots, u_p)^T \mapsto (v_1, \ldots, v_p)^T = V^{-1}(u_1, \ldots, u_p)^T
$$

$$
(f_1, \ldots, f_p)^T \mapsto (g_1, \ldots, g_p)^T = V^{-1}(f_1, \ldots, f_p)^T
$$

$$
u_0(x) \mapsto v_0(x) = u_0(x)
$$

which is a bijection of the domain $H$ to $H_V$. One can check that the new Hamiltonian $H_V$ satisfies the coupling conditions (2.1) with the matrices $[V^{(1)}]^{-1}U^{(1)}V^{(1)}$ and $[V^{(2)}]^{-1}U^{(2)}V^{(2)}$, Q.E.D.

Using this theorem we can transform the Hamiltonian on a non-Weyl graph with a given coupling matrix into the Hamiltonian with different coupling matrices which decouple into line standard condition. Therefore, one can “delete” some internal edges of the graph and hence reduce the size of the graph. For instance, one can choose a graph with standard coupling and a balanced vertex and by symmetrization of the components of the wavefunction on the internal edges and symmetrization of the components on the external edges obtain an equivalent Hamiltonian corresponding to this symmetrical subspace. This equivalent graph is a half-line and an internal edge connected by line standard condition.
11 Asymptotics of the resonances for magnetic graphs

The results from this section come from the letter [EL11]. We will consider slightly different setting than in the previous part of our review. We add magnetic potential to the graph. Again we consider a graph with \( N \) internal and \( M \) external edges. On this graph the Hamiltonian acts as \(-d^2/dx^2\) on the infinite leads and as \(-(d/dx + iA_j(x))^2\) on the internal edges. Here \( A_j(x) \) is the tangent component of the vector magnetic potential. The reason why we choose magnetic potential as zero on the half-lines is that it can be transformed out by gauge transformation.

The domain of the Hamiltonian consists of functions in \( W^{2,2} (\Gamma) \) which satisfy the coupling conditions

\[
(U_j - I) \Psi_j + i(U_j + I)(\Psi_j' + iA_j \Psi_j) = 0,
\]

where \( \Psi_j \) and \( \Psi_j' \) are the corresponding vectors of functional values and derivatives, respectively, and \( A_j \) is the matrix with limits of the magnetic potential \( A_j \) to the vertices on the diagonal and zeros outside diagonal.

Similarly to a non-magnetic graph, we can introduce a flower-like graph on Figure 2.1 and the coupling condition becomes

\[
(U - I) \Psi + i(U + I)(\Psi' + iA \Psi) = 0. \quad (11.1)
\]

Here \( \Psi \) and \( \Psi' \) are the vectors of functional values and derivatives which have \( 2N + M \) entries and \( A \) is the \((2N + M) \times (2N + M)\) diagonal matrix

\[
A = \text{diag}(A_1(0), -A_1(l_1), \ldots, A_N(0), -A_N(l_N), 0, \ldots, 0).
\]

There is a trick how to obtain formally the same coupling condition as \((2.1)\). We use local gauge transformation \( \psi_j(x) \mapsto \psi_j(x)e^{-i \chi_j(x)} \) with \( \chi_j(x)' = A_j(x) \) and we get rid of the term with \( A \). The new coupling condition is

\[
(U_A - I) \Psi + i(U_A + I) \Psi' = 0, \quad U_A := \mathcal{F} U \mathcal{F}^{-1} \quad (11.2)
\]

where

\[
\mathcal{F} = \text{diag}(1, \exp(i\Phi_1), \ldots, 1, \exp(i\Phi_N), 1, \ldots, 1)
\]

with magnetic fluxes \( \Phi_j = \int_0^{l_j} A_j(x) \, dx \).

Similarly to the construction in Section 9 we can construct the effective coupling matrix \( \tilde{U}(k) \) from the coupling matrix \( U_A \).

Now we will prove a theorem on the resonance asymptotics of a graph with transformed coupling condition, which has a corollary about asymptotics of magnetic graphs.

**Theorem 11.1** Let us consider a graph \( \Gamma \) with \( N \) internal and \( M \) external edges and the coupling condition \((11.2)\) with a \((2N + M) \times (2N + M)\) unitary matrix \( U \). Let \( \Gamma_V \) be quantum graph with coupling \((11.2)\) and the coupling matrix \( V^{-1}UV \) where

\[
V = \begin{pmatrix} V_1 & 0 \\ 0 & V_2 \end{pmatrix}
\]

is a unitary block-diagonal matrix consisting of a \( 2N \times 2N \) block \( V_1 \) and an \( M \times M \) block \( V_2 \). Then \( \Gamma \) is non-Weyl iff \( \Gamma_V \) is.
Proof: Let the matrix $U$ have the same block structure as in Section 9; $U_1$, $U_2$, $U_3$ and $U_4$ being the blocks corresponding to the coupling between internal edges ($U_1$), external edges ($U_3$) and mixed coupling ($U_2$ and $U_3$). The corresponding blocks of $\tilde{U}_V$ are $V_1^{-1}U_1V_1$, $V_1^{-1}U_2V_2$, $V_2^{-1}U_3V_1$, and $V_2^{-1}U_4V_2$. From equation (9.3) we have
\[ \tilde{U}_V(k) = V_1^{-1}U_1V_1 - (1 - k)V_1^{-1}U_2V_2[(1 - k)V_2^{-1}U_4V_2 - (k + 1)I]^{-1}V_2^{-1}U_3V_1 = V_1^{-1}\tilde{U}(k)V_1, \]
where $\tilde{U}_V(k)$ is the effective coupling matrix for $U_V$ and $\tilde{U}(k)$ the effective coupling matrix for $U$. Similar matrices have the same eigenvalues and hence by Theorem 10.2 one graph is non-Weyl if and only if the second one is non-Weyl. Q.E.D.

Corollary 11.2 Let $\Gamma$ be a non-magnetic quantum graph with the coupling matrix $U$ and the coupling condition (2.2). Let $\Gamma_A$ be a magnetic graph with coupling matrix $U$ and the coupling condition (11.1). Then the graph $\Gamma_A$ has non-Weyl resonance asymptotics iff the graph $\Gamma$ has non-Weyl resonance asymptotics. This holds true for any profile of the magnetic field.

Proof: The coupling condition (11.1) is equivalent to (11.2) with transformed coupling matrix $U_A$. This transformation is of type used in Theorem 11.1, hence both effective coupling matrices have same eigenvalues. Q.E.D.

This corollary means that one cannot switch a non-Weyl graph to a Weyl one and vice versa using the magnetic field.

Now we will consider an example which shows that one can change the effective size of a non-Weyl graph. This example also appeared in [EL11].

Example 11.3 Let us consider a graph which consists of one loop of length $\ell$ and two half-lines attached to this loop (see Figure 11.1). It is placed into the magnetic field with a constant value of the tangent component of the potential $A$. One can obtain the resonance condition by the method of complex scaling (see Section 5). We use the ansatz
\[ f(x) = e^{-iAx}(ae^{ikx} + be^{-ikx}), \]
for the wavefunction component on the loop and $g_j(x) = c_j e^{ikx}$, $j = 1, 2$ for the wavefunction components on the half-lines. Substituting into the coupling conditions we obtain

$$ik[a - b - e^{-iA\ell}(ae^{ik\ell} - be^{-ik\ell}) + 2e^{-\theta/2}g_0(0)] = 0,\]

$$a + b = e^{-iA\ell}(ae^{ik\ell} + be^{-ik\ell}) = e^{-\theta/2}g_0(0),$$

where $g_0$ denotes the scaled function on the half-line. The equation of solvability of the above system is the resonance condition

$$-2\cos\Phi + e^{-ik\ell} = 0,$$

where we have denoted by $\Phi = A\ell$ the magnetic flux.

Clearly, the graph is non-Weyl, since there is not the term with $e^{ik\ell}$ in the resonance condition. One can have zero effective size (finite number of resonances) if $\Phi = \frac{\pi}{2} + n\pi, n \in \mathbb{Z}$, because the term with cosine disappears. The effective coupling matrix has the form

$$\tilde{U}_A(k) = \frac{1}{k+1} \begin{pmatrix} -k & e^{i\Phi} \\ e^{-i\Phi} & -k \end{pmatrix}.$$

(11.3)

Inspired by the previous example, we present a theorem from [EL11], which shows when the effective size of a one-loop graph is zero. One sees from equation (11.3) that the graph has zero effective size if the sum of the non-diagonal terms of $\tilde{U}_A$ is zero.

**Theorem 11.4** The effective size of a graph with one loop is zero iff it is non-Weyl and its effective coupling matrix $\tilde{U}(k)$ satisfies $\tilde{u}_{12} + \tilde{u}_{21} = 0$.

**Proof:** By a similar construction as in equation (10.7) only with the ansatz $f_j(x) = \alpha_j \sin kx + \beta_j \cos kx$ we obtain the resonance condition as $F(k) = 0$ with

$$F(k) := \det \left\{ \frac{1}{2}[(\tilde{U} - I) + k(\tilde{U} + I)] \begin{pmatrix} 0 & 0 \\ -i & 1 \end{pmatrix} e^{ik\ell} + \frac{1}{2}[(\tilde{U} - I) - k(\tilde{U} + I)] \begin{pmatrix} 0 & 0 \\ i & 1 \end{pmatrix} e^{-ik\ell} + k(\tilde{U} + I) \begin{pmatrix} i & 0 \\ 0 & 1 \end{pmatrix} + (\tilde{U} - I) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \right\} ;$$

The first term vanishes, because the graph is non-Weyl and the matrix $\tilde{U}(k)$ has eigenvalue $\frac{1-k}{1+k}$. To obtain zero effective size one needs to cancel the term without exponentials in the determinant. This can be obtained either from combination of the first two terms in equation for $F(k)$, which gives

$$-ik\tilde{u}_{12}(\tilde{u}_{22} - 1) + ik\tilde{u}_{12}(\tilde{u}_{22} + 1) = 2ik\tilde{u}_{12},$$

and the last two terms, which gives

$$ik[(\tilde{u}_{11} + 1)\tilde{u}_{21} - \tilde{u}_{21}(\tilde{u}_{11} - 1)] = 2ik\tilde{u}_{21}.$$

From this we obtain the condition $\tilde{u}_{12} + \tilde{u}_{21} = 0$. Q.E.D.
Let us consider a graph again corresponds to the combination of the incoming and outgoing edge. This leads to the above vertex-scattering matrix. Q.E.D.

The points \( x_b_j \) is the coordinate on the bond \( b_j \) and \( x_\hat{b}_j \) is the coordinate on the bond \( \hat{b}_j \). Since both bond correspond to the same edge \( e_j \) of the graph \( \hat{\Gamma} \), the functional values on both bonds must be the same. The points \( x_b_j = 0 \) and \( x_\hat{b}_j = 0 \) are at the opposite vertices of the edge, hence we have the relation \( x_b_j + x_\hat{b}_j = \ell_{b_j} \) with the length of the bonds \( \ell_{b_j} \equiv \ell_j \). For the correspondence of the
functional values we obtain \( f_{b_j}(x_{b_j}) = f_{b_j}(\ell_j - x_{b_j}) \) and this leads to the following relations between the incoming and outgoing coefficients.

\[
\alpha_{in}^{b_j} = e^{ik\ell} \alpha_{out}^{b_j}, \quad \alpha_{in}^{\hat{b}_j} = e^{ik\ell} \alpha_{out}^{\hat{b}_j}.
\] (12.1)

Furthermore, we define several matrices, which will be used in the secular equation.

**Definition 12.3** The matrix \( \Sigma(k) \) is an energy-dependent block-diagonalizable \( 2N \times 2N \) matrix with blocks \( \sigma^{v}(k) \). The similarity transformation, under which the matrix is block-diagonal, is given as a transformation between the basis

\[
\vec{\alpha} = (\alpha_{in}^{b_1}, \ldots, \alpha_{in}^{b_N}, \alpha_{in}^{\hat{b}_1}, \ldots, \alpha_{in}^{\hat{b}_N})^T
\]

and the basis

\[
(\alpha_{in}^{b_{v_11}}, \ldots, \alpha_{in}^{b_{v_1d_1}}, \alpha_{in}^{b_{v_21}}, \ldots, \alpha_{in}^{b_{v_2d_2}}, \ldots)^T,
\]

where \( b_{v_1j} \) is the \( j \)-th edge ending in the vertex \( v_1 \).

Moreover, we define three \( 2N \times 2N \) matrices \( Q = \begin{pmatrix} 0 & I_N \\ I_N & 0 \end{pmatrix} \), scattering matrix \( S(k) = Q\Sigma(k) \) and

\[
L = \text{diag} (\ell_1, \ldots, \ell_N, \ell_1, \ldots, \ell_N).
\]

The defined matrices will be subject of the following theorem on the secular equation.

**Theorem 12.4** The secular condition is given by

\[
\det (e^{ikL}Q\Sigma(k) - I_{2N}) = 0.
\]

**Proof:** If we introduce the vectors

\[
\vec{\alpha}_{in}^{b} = (\alpha_{in}^{b_1}, \ldots, \alpha_{in}^{b_N})^T
\]

and

\[
\vec{\alpha}_{out}^{b} = (\alpha_{out}^{b_1}, \ldots, \alpha_{out}^{b_N})^T,
\]

we may subsequently write

\[
\begin{pmatrix} \vec{\alpha}_{in}^{b} \\ \vec{\alpha}_{out}^{b} \end{pmatrix} = e^{ikL} \begin{pmatrix} \vec{\alpha}_{in}^{out} \\ \vec{\alpha}_{out}^{out} \end{pmatrix} = e^{ikL} Q \begin{pmatrix} \vec{\alpha}_{in}^{out} \\ \vec{\alpha}_{out}^{out} \end{pmatrix} = e^{ikL} Q\Sigma(k) \begin{pmatrix} \vec{\alpha}_{in}^{b} \\ \vec{\alpha}_{out}^{b} \end{pmatrix}.
\]

In the first equation we used relations (12.1). The second one uses definition of the matrix \( Q \). The last equation uses definition of the matrix \( \Sigma(k) \), since the matrices \( \sigma^{(v)} \) map the vector of amplitudes of the incoming waves into the vector of the amplitudes of the outgoing waves. Now we realize that the vector of the \( lhs \) is the same as the vector on the \( rhs \). The equation can be rewritten as

\[
(e^{ikL}Q\Sigma(k) - I_{2N}) \begin{pmatrix} \vec{\alpha}_{in}^{b} \\ \vec{\alpha}_{in}^{b} \end{pmatrix} = 0.
\]

We obtain the secular equation as the condition of the solvability of this system of equations. Q.E.D.
In the previous theorem, we obtained the secular equation in the terms of certain matrices. In the following part of the section, we rewrite the determinant in the terms of pseudo-orbits. Following the notation of [BHJ12] we define periodic orbits, pseudo-orbits and irreducible pseudo-orbits.

**Definition 12.5** Let us describe the bond $b$ by end vertices $b = (u, v)$; let the origin be $o(b) = u$ and terminus $t(b) = v$. A periodic orbit $\gamma$ on the graph $\Gamma_2$ is a closed path that begins and ends in the same vertex. We can denote it by the bonds that it subsequently contains, e.g. $\gamma = (b_1, b_2, \ldots, b_n)$; this means $t(b_i) = o(b_{i+1})$, $i = 1, \ldots, n - 1$ and $t(b_n) = o(b_1)$. Cyclic permutation of bonds does not change the periodic orbit. A pseudo-orbit is a collection of periodic orbits ($\tilde{\gamma} = \{\gamma_1, \gamma_2, \ldots, \gamma_m\}$). An irreducible pseudo-orbit $\tilde{\gamma}$ is a pseudo-orbit that does not contain any bond more than once. The metric length of a periodic orbit is defined as $\ell_\gamma = \sum_{b_i \in \gamma} \ell_{b_i}$; the length of a pseudo-orbit is the sum of the lengths of all periodic orbits the pseudo-orbit is composed of. We denote the product of scattering amplitudes along the periodic orbit $\gamma = (b_1, b_2, \ldots, b_n)$ as $A_{\gamma} = S_{b_1 b_2} S_{b_2 b_3} \ldots S_{b_n b_1}$, where $S_{b_i b_j}$ denotes the entry of the matrix $S(k)$ in the row corresponding to the bond $b_i$ and column corresponding to the bond $b_j$. For a pseudo-orbit we define $A_{\tilde{\gamma}} = \prod_{\gamma_i \in \tilde{\gamma}} A_{\gamma_i}$. By $m_{\tilde{\gamma}}$ we denote the number of periodic orbits in the pseudo-orbit $\tilde{\gamma}$. The set of irreducible pseudo-orbits also contains the null orbit, an irreducible pseudo-orbit on zero edges, with $m_{\tilde{\gamma}} = 0$, $\ell_{\tilde{\gamma}} = 0$ and $A_{\tilde{\gamma}} = 1$.

Now we rewrite the Theorem 12.4 in the terms of irreducible pseudo-orbits.

**Theorem 12.6** The condition for the eigenvalues of the graph is given by

$$\sum_{\tilde{\gamma}} (-1)^{m_{\tilde{\gamma}}} A_{\tilde{\gamma}}(k) e^{ik\ell_{\tilde{\gamma}}} = 0,$$

where the sum goes over all irreducible pseudo-orbits $\tilde{\gamma}$.

**Proof:** We rewrite the determinant in Theorem 12.4 using permutation

$$\det (I - U(k)) = \sum_{\rho \in S_{2N}} \text{sgn}(\rho) \prod_{b=1}^{2N} (I - U(k))_{\rho(b), b},$$

(12.2)

where $S_{2N}$ is the set of permutation of $2N$ elements, $U(k) = e^{ikL} S(k)$, the indices of the matrix $\rho(b)$, $b$ label the bonds. Each permutation can be uniquely determined by disjoint cycles.

$$\rho = (b_1, b_2, \ldots, b_{n_1}) (b_{n_1+1}, \ldots, b_{n_1+n_2}) \ldots (b_{(\sum_{j=1}^{m_\rho - 1} n_j) + 1, \ldots, b_{\sum_{j=1}^{m_\rho} n_j})},$$

(12.3)

where $m_{\rho}$ denotes the number of cycles of the permutation, the parentheses in the above equation denote the cycle. The notation means $\rho(b_i) = b_{i+1}$, $i = 1, \ldots, n_1 - 1$, $\rho(b_{n_1}) = b_2$ and similarly for the other cycles. This representation is unique up to permutation of each cycle and no bond is used more than once.

We have $[U(k)]_{\rho(b), b} \neq 0$ only if $o(\rho(b)) = t(b)$, which means that the bond $\rho(b)$ is connected to the bond $b$. Hence a non-identical permutation $\rho$ can have a non-zero contribution only if $o(\rho(b)) = t(b)$. Therefore, we can interpret the permutation (12.3) as irreducible pseudo-orbit.
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Fig. 12.1. Figure of a graph in Subsection 12.1: star graph with three edges.

(no directed bond is included more than once) and each disjoint cycle corresponds to periodic orbit in this irreducible pseudo-orbit.

We can rewrite (12.2) as

\[
\sum_{\rho \in S_{2N}} \sgn(\rho) (-1)^{\sum_{j=1}^{n_j}} (U_{b_2b_1}U_{b_3b_2} \ldots U_{b_1b_{n_1}})(U_{b_{n_1+2}b_{n_1+1}}U_{b_{n_1+3}b_{n_1+2}} \ldots U_{b_{n_1+1}b_{n_1+n_2}}) \ldots
\]

Since now \( U_{b_2b_1} = e^{ik\ell} S_{b_2b_1} \), we obtain the term \( e^{ik\ell} A_\gamma \). The sign is obtained by

\[
\sgn(\rho) (-1)^{\sum_{j=1}^{n_j}} = (-1)^{\sum_{j=1}^{n_j} (n_j+1)} (-1)^{\sum_{j=1}^{n_j} n_j} = (-1)^{m_\rho},
\]

since the sign of one-cycle permutation is \((-1)^{n_j+1}\). Q.E.D.

12.1 Example: star graph with three edges

We illustrate the method of finding the secular equation using pseudo-orbits in a simple example. Consider a star graph \( \Gamma \) consisting of three edges of the same length \( \ell \) with \( \delta \)-condition of strength \( \alpha \) in the middle vertex (\( v_4 \) in Figure 12.1) and Dirichlet conditions at the loose ends of the edges (\( v_1, v_2 \) and \( v_3 \) in Figure 12.1).

First, we compute the vertex-scattering matrix for the middle vertex \( \sigma_4 \). We use both approaches: we compute it using Lemma 12.2 and directly. Using expression for the unitary coupling matrix in Section 3 we have \( U = \frac{2}{\pi + i\alpha} J_3 - I_3 \). We recall that by \( J_3 \) we denote the \( 3 \times 3 \) matrix with all entries equal to 1 and by \( I_3 \) the \( 3 \times 3 \) identity matrix. From Lemma 12.2 using (10.8) and \( J_3^2 = 3J_3 \)

\[
\sigma_4 = -[(1 - k)U - (1 + k)I_3]^{-1}[(1 + k)U - (1 - k)I_3] =
\]

\[
= - \left[ \frac{2(1 - k)}{3 + i\alpha} J_3 - 2I_3 \right]^{-1} \left[ \frac{2(1 + k)}{3 + i\alpha} J_3 - 2I_3 \right] =
\]

Pseudo-orbit expansion for the eigenvalue condition in compact graphs

\[- \left( \frac{(1-k)(1+k)}{(-3k-i\alpha)(3+i\alpha)} \right)^3 - \frac{1-k}{3k-i\alpha} - \frac{1+k}{3+i\alpha} \right) J_3 - I_3 =

= \frac{3(1-k^2) - (1-k)(3+i\alpha) + (3k+i\alpha)(1+k)}{(3k+i\alpha)(3+i\alpha)} J_3 - I_3 = \frac{2k}{3k+i\alpha} J_3 - I_3.

Now we compute the vertex scattering matrix directly. We use the ansatz on the edges

\[ f_j(x) = \alpha_j^{\text{in}} e^{-ikx} + \alpha_j^{\text{out}} e^{ikx}\]

and the coupling conditions become

\[ \alpha_j^{\text{in}} + \alpha_j^{\text{out}} = \alpha_i^{\text{in}} + \alpha_i^{\text{out}}, \quad i, j \in 1, 2, 3, \]

\[ ik \sum_{j=1}^{3} (\alpha_j^{\text{out}} - \alpha_j^{\text{in}}) = \alpha (\alpha_i^{\text{in}} + \alpha_i^{\text{out}}). \]

From the first of the above equations we have

\[ \alpha_j^{\text{out}} = \alpha_i^{\text{in}} + \alpha_i^{\text{out}} - \alpha_j^{\text{in}}, \]

and substituting it into the second one

\[ 3ik(\alpha_i^{\text{in}} + \alpha_i^{\text{out}}) - 2ik \sum_{j=1}^{3} \alpha_j^{\text{in}} = \alpha (\alpha_i^{\text{in}} + \alpha_i^{\text{out}}). \]

Hence

\[ \alpha_i^{\text{out}} = - \frac{2ik}{\alpha - 3ik} \sum_{j=1}^{3} \alpha_j^{\text{in}} - \alpha_i^{\text{in}}, \]

from which we have

\[ \sigma_4(k) = - \frac{2ik}{\alpha - 3ik} J_3 - I_3 = \frac{2k}{3k+i\alpha} J_3 - I_3. \] (12.4)

The vertex scattering matrices for other vertices can be constructed easily; one substitutes to the expression in Lemma 12.2 \( U = -1 \) and finds \( \sigma_1 = \sigma_2 = \sigma_3 = -1 \).

The graph \( \Gamma_2 \) is in Figure 12.2. It consists of six bonds the ones without a hat have direction into the central vertex and those with a hat out from the central vertex.

The matrix \( \Sigma \) is

\[
\Sigma = \begin{pmatrix}
\frac{k+i\alpha}{3k+i\alpha} & \frac{2k}{3k+i\alpha} & \frac{2k}{3k+i\alpha} & 0 & 0 & 0 \\
\frac{2k}{3k+i\alpha} & \frac{k+i\alpha}{3k+i\alpha} & \frac{2k}{3k+i\alpha} & 0 & 0 & 0 \\
\frac{2k}{3k+i\alpha} & \frac{2k}{3k+i\alpha} & \frac{k+i\alpha}{3k+i\alpha} & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{pmatrix}
\]
The matrix $S = Q \Sigma$ is (rows and columns are denoted by the corresponding bonds)

$$
S = \begin{bmatrix}
1 & 0 & 0 & 0 & -1 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & -1 & 0 \\
3 & -k + i \alpha & 2k & 2k & 2k & 0 & 0 \\
\hat{1} & k + i \alpha & \frac{3k + \alpha}{3k + i \alpha} & \frac{3k + \alpha}{3k + i \alpha} & \frac{3k + \alpha}{3k + i \alpha} & 0 & 0 \\
\hat{2} & \frac{3k + \alpha}{3k + i \alpha} & -k + i \alpha & \frac{3k + \alpha}{3k + i \alpha} & \frac{3k + \alpha}{3k + i \alpha} & 0 & 0 \\
\hat{3} & \frac{3k + \alpha}{3k + i \alpha} & \frac{3k + \alpha}{3k + i \alpha} & -k + i \alpha & \frac{3k + \alpha}{3k + i \alpha} & 0 & 0 \\
\end{bmatrix}
$$

The matrix $S$ is constructed in the following way: the entry of the vertex scattering matrix corresponding to the way from bond $b$ to the bond $b'$ (which follows in the irreducible pseudo-orbit) is written into the column corresponding to $b$ and row corresponding to $b'$. If these bonds correspond to the same edge of the graph $\Gamma$, we write the diagonal term of the vertex-scattering matrix, otherwise the non-diagonal term. If $b$ is not followed by $b'$ in any irreducible pseudo-orbit, than the entry in the $b$-th column and $b'$-th row is 0.

The secular condition is

$$
0 = \det (e^{ikL}S - I_6) = \det \left[ \begin{pmatrix} 0 & -I_3 \\ I_3 & 0 \end{pmatrix} e^{ikL} - \begin{pmatrix} I_3 & 0 \\ 0 & I_3 \end{pmatrix} \right] =
$$

$$
= \det \begin{pmatrix} -I_3 & -I_3 e^{ikL} \\ I_3 e^{ikL} & -I_3 \end{pmatrix} = \det (I_3 + \sigma_4 e^{2ikL}) =
$$

$$
= \det \begin{pmatrix} 1 + \frac{3k - i \alpha}{3k + i \alpha} e^{2ikL} & 0 & 0 \\
0 & 1 - e^{2ikL} & 0 \\
0 & 0 & 1 - e^{2ikL} \end{pmatrix}.
$$

In the rearrangements we used Laplace’s formula to obtain a determinant $3 \times 3$ from a determinant $6 \times 6$, the fact that eigenvalues of the matrix $\sigma_4$ are $\frac{3k - i \alpha}{3k + i \alpha}$ and $-1$ with multiplicity two (the eigenvalues of $\sigma_4$ can be simply obtained using the fact that eigenvalues of $J_n$ are $n$ and 0 of multiplicity $n - 1$) and the fact that determinant of a matrix is not changed by similarity transformation. Determinant of the last matrix is obtained as multiplication of its diagonal entries. The
secular equation becomes
\[ 0 = (1 - e^{2ikt})^2 (3k + i\alpha + (3k - i\alpha)e^{2ikt}) = -8e^{3ikt} \sin^2 k\ell \ (3k \cos k\ell + \alpha \sin k\ell) \]

We will rewrite the secular equation to a different form, which we will use later.
\[
0 = \left( 1 + \frac{3k - i\alpha}{3k + i\alpha} e^{2ikt} \right) (1 - e^{2ikt})^2 = 1 + \left( \frac{3k - i\alpha}{3k + i\alpha} - 2 \right) e^{2ikt} + \\
+ \left( 1 - 2\frac{3k - i\alpha}{3k + i\alpha} \right) e^{4ikt} + \frac{3k - i\alpha}{3k + i\alpha} e^{6ikt} = \\
= 1 - 3\frac{k + i\alpha}{3k + i\alpha} e^{2ikt} - 3\frac{k - i\alpha}{3k + i\alpha} e^{4ikt} + \frac{3k - i\alpha}{3k + i\alpha} e^{6ikt}. \quad (12.5)
\]

Now we come to the construction of the secular equation using pseudo-orbits. Let us consider the graph \( \Gamma_2 \) in Figure 12.2. Let us find the irreducible pseudo-orbits. One can simply realize that there are no irreducible pseudo-orbits on an odd number of bonds. This is because the graph is bipartite. Bipartite graph has two sets of vertices (in this example one set consists of the middle vertex and the second one from three other vertices) for which there are no edges between the vertices of one set, there are only edges between the vertex from the first set and the vertex from the second set. Another possible definition is that the graph can be colored with only two colors.

We have trivial irreducible pseudo-orbit on zero edges. We have the following irreducible pseudo-orbits on two bonds (the irreducible pseudo-orbits are divided by semicolons, one periodic orbit is in the parenthesis): (1); (22) and (3, 3). We have the following irreducible pseudo-orbits on four bonds: (11)(22); (11)(33); (22)(33); (1221); (1331); (2332). The first three consist of two periodic orbits and the last three of one periodic orbit. And finally, the irreducible pseudo-orbits on six bonds are (11)(22)(33); (1221)(33); (1331)(22); (2332)(11); (122331) and (133221). The first consists of three periodic orbits, next three of two periodic orbits and the last two of one periodic orbit.

Now we write the contributions of these irreducible pseudo-orbits to the secular condition. We compute the constant by each \( e^{ikt} \) by Theorem 12.6.
\[
e^{0ikt} = 1, \]
\[
e^{2ikt} = 3(-1) \left( -\frac{k + i\alpha}{3k + i\alpha} \right) (-1)^1 = -3\frac{k + i\alpha}{3k + i\alpha}, \]
\[
e^{4ikt} = 3(-1)^2 \left( -\frac{k + i\alpha}{3k + i\alpha} \right)^2 (-1)^2 + 3(-1)^2 \left( \frac{2k}{3k + i\alpha} \right)^2 (-1)^1 = \\
\frac{3(k + i\alpha - 2k)(k + i\alpha + 2k)}{(3k + i\alpha)^2} = 3\frac{-k + i\alpha}{3k + i\alpha} \]
\[
e^{6ikt} = (-1)^3 \left( -\frac{k + i\alpha}{3k + i\alpha} \right)^3 (-1)^3 + 3(-1)^3 \left( -\frac{k + i\alpha}{3k + i\alpha} \right) \left( \frac{2k}{3k + i\alpha} \right)^2 (-1)^2 + \\
+ 2(-1)^3 \left( \frac{2k}{3k + i\alpha} \right)^3 (-1)^1 = -\frac{(k + i\alpha)^3 + 3(k + i\alpha)(2k)^2 + 2(2k)^3}{(3k + i\alpha)^3} = \\
= \frac{(3k - i\alpha)(3k + i\alpha)^2}{(3k + i\alpha)^3} = 3k - i\alpha \frac{1}{3k + i\alpha}.
\]

This gives again condition (12.5).
13 Pseudo-orbit expansion for the resonance condition

The method of pseudo-orbit expansion can be adapted for finding the resonance condition for graphs with attached half-lines. The method is similar to the one in Section 12, only the vertex-scattering matrix is replaced by the effective vertex-scattering matrix. The method was developed in [Lip16] and it was illustrated in many examples in [Lip15].

We first define the effective vertex scattering matrix.

**Definition 13.1** Let us assume a graph $\Gamma$ and its vertex $v$. Let there be $n$ internal and $m$ external edges emanating from $v$. The internal edges are parametrized by $(0, \ell_j)$ with $x = 0$ corresponding to $v$ and the half-lines by $(0, \infty)$ with 0 corresponding to $v$. Let us assume solutions as combination of incoming and outgoing waves on the internal edges $f_j(x) = \alpha_{j}^{\text{in}} e^{-ikx} + \alpha_{j}^{\text{out}} e^{ikx}$, $j = 1, \ldots, n$ and only outgoing waves on the external edges $g_s(x) = \beta_{s} e^{ikx}$, $s = 1, \ldots, m$. Then the effective vertex-scattering matrix $\tilde{\sigma}(v)$ is $n \times n$ matrix which on the internal edges maps the vectors of incoming waves into the vector of outgoing waves $\vec{\alpha}^{\text{out}}(v) = \tilde{\sigma}(v) \vec{\alpha}^{\text{in}}(v)$, where $\vec{\alpha}^{\text{in}}$ and $\vec{\alpha}^{\text{out}}$ are vectors with entries $\alpha_j^{\text{in}}$ and $\alpha_j^{\text{out}}$, respectively. At the same time, the coupling conditions (2.1) at the vertex $v$ must be satisfied.

Now we, similarly to the compact case, state its correspondence to the coupling matrix or, in fact, the effective coupling matrix which can be made from the unitary coupling matrix. For simplicity, we drop the sub- (super-) script $v$.

**Theorem 13.2** (general form of the effective vertex-scattering matrix)

Let us consider a graph $\Gamma$ with the vertex $v$, the unitary matrix $U$ describing the coupling (2.1) in $v$ and effective vertex-scattering matrix $\tilde{\sigma}(k)$ at $v$. Let there be $n$ internal edges and $m$ half-lines in $v$. Let $\tilde{U}(k)$ be the effective coupling matrix at $v$ defined by (9.1). Then the effective vertex-scattering matrix is given by

$$\tilde{\sigma}(k) = -[(1 - k)\tilde{U}(k) - (1 + k)I_n]^{-1}[(1 + k)\tilde{U}(k) - (1 - k)I_n].$$

The inverse relation is

$$\tilde{U}(k) = [(1 + k)\tilde{\sigma}(k) + (1 - k)I_n][(1 - k)\tilde{\sigma}(k) + (1 + k)I_n]^{-1}.$$ 

**Proof:** We use the ansatz on the internal edges emanating from $v$ as $f_j(x) = \alpha_{j}^{\text{in}} e^{-ikx} + \alpha_{j}^{\text{out}} e^{ikx}$ and on the external edges emanating from $v$ as $g_j(x) = \beta_{j} e^{ikx}$. We express the vectors of functional values and outgoing derivatives

$$\Psi = \left( \begin{array}{c} \vec{\alpha}_{\text{in}} \\ \vec{\beta} \end{array} \right) \quad \text{and} \quad \Psi' = ik \left( \begin{array}{c} -\vec{\alpha}_{\text{in}} \\ \vec{\beta} \end{array} \right).$$

From the coupling condition (2.1) we have

$$(U - I) \left( \begin{array}{c} \vec{\alpha}_{\text{in}} \\ \vec{\beta} \end{array} \right) + iik(U + I) \left( \begin{array}{c} -\vec{\alpha}_{\text{in}} \\ \vec{\beta} \end{array} \right) = 0.$$
This yields the set of equations

\[
(U_1 - I_n - k(U_1 + I_n))\bar{\sigma}^{\text{out}} + [(U_1 - I_n) + k(U_1 + I_n)]\bar{\sigma}^{\text{in}} + (1 - k)U_2\bar{\beta} = 0,
\]
\[
(1 - k)U_3\bar{\sigma}^{\text{out}} + (1 + k)U_3\bar{\sigma}^{\text{in}} + [(U_4 - I_m) - k(U_4 + I_m)]\bar{\beta} = 0.
\]

From the second equation we can express \(\bar{\beta}\) and substitute it in the first one.

\[
\{(1 - k)U_1 - (1 + k)I_n - (1 - k)U_2[(1 - k)U_4 - (1 + k)I_m]\}^{-1}(1 - k)U_3\bar{\sigma}^{\text{out}} +
\{(1 + k)U_1 - (1 - k)I_n - (1 - k)U_2[(1 - k)U_4 - (1 + k)I_m]\}^{-1}(1 + k)U_3\bar{\sigma}^{\text{in}} = 0,
\]

and using equation (9.1) we obtain the claim.

The inverse relation can be straightforwardly obtained multiplying the equation

\[
\bar{\sigma}(k) = -[(1 - k)\hat{U}(k) - (1 + k)I_n]^{-1}[(1 + k)\hat{U}(k) - (1 - k)I_n]
\]

from the left by \([(1 - k)\hat{U}(k) - (1 + k)I_n]\) and expressing \(\hat{U}(k)\).

Q.E.D.

Now we state a corollary that shows the form of the effective vertex-scattering matrix for standard coupling.

**Corollary 13.3** Let us assume a vertex \(v\) of the graph \(\Gamma\) which connects \(n\) internal edges and \(m\) half-lines. Let us assume standard coupling at \(v\) (i.e. \(U = \frac{2}{n+m}J_{n+m} - I_{n+m}\)). Then the effective vertex scattering matrix is \(\bar{\sigma}(k) = \frac{2}{n+m}J_n - I_n\), in particular, for a balanced vertex we obtain \(\bar{\sigma}(k) = \frac{1}{n}J_n - I_n\).

**Proof:** There are two main ways how to prove the corollary. First uses Theorem 13.2; the second possibility is to directly compute the effective vertex-scattering matrix. Let us start with the first way.

Since we have \(U = \frac{2}{n+m}J_{n+m} - I_{n+m}\), we can express the matrices \(U_1 = \frac{2}{n+m}J_n - I_n\), \(U_2 = \frac{2}{n+m}J_{n \times m}\), \(U_3 = \frac{2}{n+m}J_{m \times n}\), \(U_4 = \frac{2}{n+m}J_m - I_m\) as in Section 9. Here matrices \(J_{n \times m}\) and \(J_{m \times n}\) are \(n \times m\) and \(m \times n\) matrices, respectively, with all entries equal to 1. We can compute the effective coupling matrix by (9.1).

\[
\hat{U}(k) = \frac{2}{n+m}J_n - I_n - \frac{2}{n+m}J_{n \times m} \left( \frac{2}{n+m}J_m - I_m - \frac{1+k}{1-k}I_m \right)^{-1}.
\]

\[
\cdot \frac{2}{n+m}J_{m \times n} = \frac{2}{n+m}J_n - I_n - \left( \frac{2}{n+m} \right)^2 J_{n \times m}.
\]

\[
\left( \frac{2}{n+m}J_m - \frac{2}{1-k}I_m \right)^{-1} = \frac{2}{n+m}J_n - I_n - \left( \frac{2}{n+m} \right)^2 J_{n \times m}.
\]

\[
\cdot \left( \frac{2}{n+m}J_m + \frac{2}{1-k}I_m \right) J_{m \times n} = \frac{2}{n+m}J_n - I_n + \frac{2(1-k)}{(n+m)^2}J_{n \times m} \left( \frac{1-k}{mk+n}J_m + I_m \right) J_{m \times n} = \frac{2}{n+m}J_n - I_n + \frac{2(1-k)}{(n+m)^2} \left( \frac{1-k}{mk+n}m^2 + m \right) J_m = \frac{2}{n+m}J_n - I_n + \frac{2(1-k)}{(n+m)^2} \left( \frac{1-k}{mk+n}m^2 + m \right) J_n = \frac{2}{n+m}J_n - I_n + \frac{2(1-k)}{(n+m)^2} \left( \frac{1-k}{mk+n}m^2 + m \right) J_n = \frac{2}{k+m+n}J_n - I_n = \frac{2}{k+m+n}J_n - I_n.
\]
We have used equation (10.8) and rules for multiplying matrices $J$.

Using this result we can find the effective vertex-scattering matrix.

\[ \tilde{\sigma}(k) = \left[ \frac{2(1-k)}{km + n} J_n - (1-k)I_n - (1+k)I_n \right]^{-1} \cdot \left[ \frac{2(1+k)}{km + n} J_n - (1+k)I_n - (1-k)I_n \right] = \]

\[ = - \left[ \frac{1-k}{km + n} J_n - I_n \right]^{-1} \cdot \left[ \frac{1+k}{km + n} J_n - I_n \right] = \]

\[ = \left[ - \frac{1-k}{n - nk - km - n} J_n + I_n \right] \cdot \left[ \frac{1+k}{km + n} J_n - I_n \right] = \]

\[ = \left[ \frac{1-k}{k(n+m)(km+n)} \right] \cdot \left[ \frac{1+k}{k(n+m)(km+n)} \right] J_n - I_n = \]

\[ = \frac{n - k^2n - km - n + k^2m + kn + km + k^2n + k^2m}{(km+n)(km+n)} J_n - I_n = \]

\[ = \frac{2k^2m + 2kn}{k(n+m)(km+n)} J_n - I_n = \frac{2}{n + m} J_n - I_n. \]

The form of the effective vertex-scattering matrix for a balanced vertex can be obtained easily.

Let us now prove the Theorem directly. We will proceed in the lines of the proof of Theorem 3.2 in [Lip15].

We use the ansatz as in Definition 13.1. From the coupling condition we obtain

\[ \alpha_j^{\text{out}} + \alpha_j^{\text{in}} = \alpha_i^{\text{out}} + \alpha_i^{\text{in}} = \beta_s \quad \forall i, j = 1, \ldots, n, \quad \forall s = 1, \ldots, m, \]

\[ ik \sum_{j=1}^{n} (\alpha_j^{\text{out}} - \alpha_j^{\text{in}}) + ik \sum_{s=1}^{m} \beta_j = 0. \]

For a fixed $i$ we substitute for $\beta_s = \alpha_i^{\text{out}} + \alpha_i^{\text{in}}$ and $\alpha_j^{\text{out}} = \alpha_i^{\text{out}} + \alpha_i^{\text{in}} - \alpha_j^{\text{in}}$. We have

\[ \sum_{j=1}^{n} (\alpha_i^{\text{out}} + \alpha_i^{\text{in}} - 2\alpha_j^{\text{in}}) + m(\alpha_i^{\text{out}} + \alpha_i^{\text{in}}) = 0. \]

We can express $\alpha_i^{\text{out}}$ to find the effective vertex-scattering matrix.

\[ \alpha_i^{\text{out}} = \frac{2}{n + m} \left( \sum_{j=1}^{n} \alpha_j^{\text{in}} \right) - \alpha_i^{\text{in}}, \]

from which the form of $\tilde{\sigma}(k)$ follows. Q.E.D.

We define the oriented graph $\Gamma_2$ similarly to Section 12. Each edge of the compact part of the graph $\Gamma$ is replaced by two bonds of the same length and opposite direction. The rest of the
construction is also similar to Section 12, only the vertex-scattering matrix is replaced by the effective vertex-scattering matrix.

We define matrices $\tilde{\Sigma}(k)$ and $\tilde{S}(k)$.

**Definition 13.4** The matrix $\tilde{\Sigma}(k)$ is an energy-dependent block-diagonalizable $2N \times 2N$ matrix with blocks $\tilde{\sigma}^{v}(k)$. The similarity transformation, under which the matrix is block-diagonal, is given as a transformation between the basis $\vec{\alpha} = (\alpha_{b_{1}}^{in}, \ldots, \alpha_{b_{N}}^{in}, \alpha_{\hat{b}_{1}}^{in}, \ldots, \alpha_{\hat{b}_{N}}^{in})^{T}$ and the basis $(\alpha_{b_{v_{1}j}}^{in}, \ldots, \alpha_{b_{v_{1}d_{1}}}^{in}, \alpha_{b_{v_{2}j}}^{in}, \ldots, \alpha_{b_{v_{2}d_{2}}}^{in}, \ldots)^{T}$, where $b_{v_{1}j}$ is the $j$-th edge ending in the vertex $v_{1}$.

The scattering matrix is $\tilde{S}(k) = Q \tilde{\Sigma}(k)$.

Other matrices were defined in Section 12. Now we can state the theorem on the resonance condition.

**Theorem 13.5** The resonance condition is given by

$$\det (e^{ikL}Q \tilde{\Sigma}(k) - I_{2N}) = 0.$$ 

**Proof:** The proof is exactly the same as the proof of Theorem 12.4, only $\Sigma$ is replaced by $\tilde{\Sigma}$. Q.E.D.

Also definitions of periodic orbits, pseudo-orbits and irreducible pseudo-orbits from Definition 12.5 can be used unchanged. The only difference is that the scattering amplitude is defined by the matrix $\tilde{S}(k)$, i.e. $A_{\bar{\gamma}} = \tilde{S}_{b_{1}b_{1}} \tilde{S}_{b_{2}b_{2}} \ldots \tilde{S}_{b_{N}b_{N}}$, where $\tilde{S}_{b_{i}b_{j}}$ denotes the entry of the matrix $\tilde{S}(k)$.

After these changes Theorem 12.6 can be used to obtain the resonance condition.

**Theorem 13.6** The condition for the resolvent resonances of the graph is given by

$$\sum_{\bar{\gamma}} (-1)^{m_{\bar{\gamma}}} A_{\bar{\gamma}}(k) e^{ik\ell_{\bar{\gamma}}} = 0,$$

where the sum goes over all irreducible pseudo-orbits $\bar{\gamma}$.

**Proof:** The proof is exactly the same as the proof of Theorem 12.6, only definition of the scattering amplitudes is different. Q.E.D.

### 13.1 Example: triangle with attached leads – pseudo-orbit expansion

Let us return once again to the example in Figure 5.3 studied in Subsections 5.2 and 6.2. We will show how the resonance condition can be obtained by the method of pseudo-orbit expansion.
Let us first construct the effective vertex-scattering matrix. From Corollary 13.3 (we can use it since there is standard coupling at the vertices) we have
\[
\hat{\sigma}(k) = \frac{2}{2 + 1} J_2 - I_2 = \begin{pmatrix}
-\frac{1}{3} & \frac{2}{3} \\
\frac{2}{3} & -\frac{1}{3}
\end{pmatrix}.
\]

Notice that for the case of standard coupling the effective vertex-scattering matrix is not energy dependent.

Graph $\Gamma_2$ is shown in Figure 13.1. Each internal edge of the graph $\Gamma$ was replaced by two bonds. The matrix $\tilde{S} = Q \Sigma$ is

\[
\tilde{S} = \begin{pmatrix}
1 & 2 & 3 & \hat{1} & \hat{2} & \hat{3} \\
1 & 0 & 0 & 2/3 & -1/3 & 0 \\
2 & 2/3 & 0 & 0 & 0 & -1/3 \\
3 & 0 & 2/3 & 0 & 0 & 0 & -1/3 \\
\hat{1} & -1/3 & 0 & 0 & 0 & 2/3 & 0 \\
\hat{2} & 0 & -1/3 & 0 & 0 & 0 & 2/3 \\
\hat{3} & 0 & 0 & -1/3 & 2/3 & 0 & 0
\end{pmatrix}
\]

Here we have denoted the columns and rows of this matrix by bonds to which they correspond. The matrix $L = \ell I_6$, hence $e^{ikL} = e^{ik\ell I_6}$. The resonance condition can be obtained by Theorem 13.5.

Now we use the pseudo-orbits to obtain this condition. There is a trivial irreducible pseudo-orbit on zero bonds. There are three irreducible pseudo-orbits on two bonds: $(1\hat{1})$, $(2\hat{2})$ and $(3\hat{3})$. For these pseudo-orbits, the scattering amplitudes in both vertices are $-1/3$ for both vertices (we take the diagonal terms of the effective vertex-scattering matrix), $m_\gamma = 1$ and the contribution to the resonance condition for all three irreducible pseudo-orbits is the same. Hence the coefficient by $e^{2ik\ell}$ is $(-1/3)^2(-1)^13$. Similarly, we find contributions for other irreducible
pseudo-orbits. There are two irreducible pseudo-orbits on three bonds \((123)\) and \((\hat{1}\hat{3}\hat{2})\). We have the following six irreducible pseudo-orbits on four bonds: \((11)(22); (11)(33); (22)(33); (12\hat{2}); (23\hat{2})\) and \((31\hat{3})\). And finally, there are the following eight irreducible pseudo-orbits on all six bonds: \((1\hat{1})(2\hat{2})(3\hat{3}); (12\hat{2})(\hat{1}\hat{3}\hat{2}); (23\hat{3})(1\hat{1}); (31\hat{1})(2\hat{2}); (123)(\hat{1}\hat{3}\hat{2}); (123\hat{3}\hat{2}\hat{1}); (231\hat{1}\hat{3}\hat{2})\) and \((312\hat{2}\hat{1}\hat{3})\). Now we use the pseudo-orbits to obtain this condition. There is a trivial irreducible pseudo-orbit on zero bonds. There are three irreducible pseudo-orbits on two bonds: \((1\hat{1}); (2\hat{2}); (3\hat{3})\). For these pseudo-orbits, the scattering amplitudes in both vertices are \(-1/3\) and the contribution to the resonance condition for all three irreducible pseudo-orbits is the same. Hence the coefficient by \(e^{2ik\ell}\) is \((-1/3)^2 (-1)^3\). Similarly, we find contributions for other irreducible pseudo-orbits. There are two irreducible pseudo-orbits on three bonds \((123)\) and \((\hat{1}\hat{3}\hat{2})\). We have the following six irreducible pseudo-orbits on four bonds: \((1\hat{1})(2\hat{2}); (1\hat{1})(3\hat{3}); (2\hat{2})(3\hat{3}); (12\hat{2}); (23\hat{3}); (31\hat{1})\). And finally, there are the following eight irreducible pseudo-orbits on all six bonds: \((1\hat{1})(2\hat{2})(3\hat{3}); (12\hat{2})(\hat{1}\hat{3}\hat{2}); (23\hat{3})(1\hat{1}); (31\hat{1})(2\hat{2}); (123)(\hat{1}\hat{3}\hat{2}); (123\hat{3}\hat{2}\hat{1}); (231\hat{1}\hat{3}\hat{2})\) and \((312\hat{2}\hat{1}\hat{3})\). The coefficients by \(e^{ni\ell}\) are the following.

\[
\begin{align*}
e^0 & = 1, \\
e^{2ik\ell} & = \left(-\frac{1}{3}\right)^2 (-1)^1 \cdot 3 = -\frac{1}{3}, \\
e^{3ik\ell} & = \left(\frac{2}{3}\right)^3 (-1)^1 \cdot 2 = -\frac{16}{27}, \\
e^{4ik\ell} & = \left(-\frac{1}{3}\right)^4 (-1)^2 \cdot 3 + \left(-\frac{1}{3}\right)^2 \left(\frac{2}{3}\right)^2 (-1)^1 \cdot 3 = -\frac{1}{9}, \\
e^{6ik\ell} & = \left(-\frac{1}{3}\right)^6 (-1)^3 \cdot 1 + \left(-\frac{1}{3}\right)^2 \left(\frac{2}{3}\right)^4 (-1)^2 \cdot 3 + \\
& + \left(\frac{2}{3}\right)^6 (-1)^2 \cdot 1 = \frac{1}{27}.
\end{align*}
\]

Hence the resonance condition is

\[
0 = 1 - \frac{1}{3} e^{2ik\ell} - \frac{16}{27} e^{3ik\ell} - \frac{1}{9} e^{4ik\ell} + \frac{1}{27} e^{6ik\ell}.
\]

One can compare the resonance condition to the resonance condition obtained in Subsection 5.2 and find

\[
\sin \frac{k\ell}{2} \left(3 - e^{ik\ell}\right) \left(3 + 2e^{ik\ell} + e^{2ik\ell}\right)^2 = -\frac{i}{2} \frac{\theta e^{-i\ell}}{\theta} \left(e^{ik\ell} - 1\right) \left(3 - e^{ik\ell}\right) - \frac{i}{2} \frac{\theta e^{-i\ell}}{\theta} \left(-27 + 9e^{2ik\ell} + 16e^{3ik\ell} + 3e^{4ik\ell} - e^{6ik\ell}\right) = \frac{27i}{2} \frac{\theta e^{-i\ell}}{\theta} \left(1 - \frac{1}{3} e^{2ik\ell} - \frac{16}{27} e^{3ik\ell} - \frac{1}{9} e^{4ik\ell} + \frac{1}{27} e^{6ik\ell}\right).
\]
In this section we present a method from [Lip16] which simplifies the graph $\Gamma_2$. It can be used for graphs with standard coupling and at least one balanced vertex. One directed bond which ends in the balanced vertex is deleted and instead of it, there are one or more “ghost edges” introduced. These “ghost edges” allow for hopping the pseudo-orbit to another directed bond, but they do not contribute to the scattering amplitude.

**Theorem 14.1** Let us assume an equilateral graph (all the internal edges have lengths $\ell$) $\Gamma$ with standard coupling. Let us assume that no edge starts and ends in one vertex and no two vertices are connected by more than one edge. Let there be a balanced vertex $v_2$ of the graph $\Gamma$ and let the bonds $b_1, b_2, \ldots, b_d$ in the corresponding graph $\Gamma_2$ end in the vertex $v_2$. (Part of the corresponding graph $\Gamma_2$ is shown in Figure 14.1.) Then the following construction does not change the resonance condition.

- We delete the bond $b_1 = (v_1, v_2)$ of the graph $\Gamma_2$.
- We introduce “ghost edges” $b_1', b_1'', \ldots, b_1^{(d-1)}$ that start in $v_1$ and are connected to the bonds $b_2, b_3, \ldots, b_d$, respectively (see Figure 14.2).
- The resonance condition is given by Theorem 13.6, while the irreducible pseudo-orbits are defined by Definition 12.5 with the following rules.

![Diagram](image-url)
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Fig. 14.2. Figure to Theorem 14.1. Part of the graph $\Gamma_2$ after deleting the bond $b_1$ and introducing “ghost edges” $b_1', b_1'', \ldots, b_1^{(d-1)}$. Reproduced from [Lip16].

- If a ghost edge is contained in the irreducible pseudo-orbit $\tilde{\gamma}$, its length does not contribute to the length of the irreducible pseudo-orbit $\ell_{\tilde{\gamma}}$.

- Let e.g. the “ghost edge” $b_1'$ be included in the irreducible pseudo-orbit $\tilde{\gamma}$. The scattering amplitude from the bond $b$ ending in $v_1$ and the bond $b_2$ is the scattering amplitude on the previous graph $\Gamma_2$ from the bond $b$ to $b_1$ taken with the opposite sign.

- Each “ghost edge” can be in the given irreducible pseudo-orbit used at most once.

- The procedure can be repeated; for each balanced vertex one bond can be deleted.

**Proof:** We will show how the matrix $\tilde{S} = Q\tilde{\Sigma}$ is changed by deleting the bond $b_1$ and introducing the “ghost edges”. Let us first show that the unitary transformation of $\tilde{S}$ does not change the resonance condition. Since the graph is equilateral, the matrix $e^{ikL}$ is multiple of the identity matrix $e^{ik\ell_{2N}}$. Since the determinant is not changed by the unitary transformation, we have

$$
\det (e^{ikL}V_1^{-1}Q\tilde{\Sigma}V_1 - I_{2N}) = \det (e^{ik\ell_{2N}}V_1^{-1}Q\tilde{\Sigma}V_1 - I_{2N}) = \\
\det [V_1^{-1}(e^{ikL}Q\tilde{\Sigma} - I_{2N})V_1] = \det (e^{ik\ell_{2N}}Q\tilde{\Sigma} - I_{2N}).
$$

Our task is only to choose the matrix $V_1$ appropriately. Let us assume that we want to delete the bond $b_1$ ending in the balanced vertex $v_2$ and that bonds $b_2, b_3, \ldots, b_d$ also end in $v_2$. We choose $V_1$ as $2n \times 2N$ matrix with entries

$$
(V_1)_{ii} = 1 \quad \text{for } i = 1, \ldots, 2N; \quad (V_1)_{b_2b_1} = 1 \quad \text{for } i = 2, \ldots, d; \quad (V_1)_{ij} = 0 \quad \text{otherwise},
$$
where \((V_1)_{b_i,b_i}\) is the entry with the row corresponding to the bond \(b_i\) and column corresponding to \(b_1\). It is not difficult to find that the inverse of this matrix has entries

\[
(V_1^{-1})_{ii} = 1 \quad \text{for } i = 1, \ldots, 2N; \quad (V_1^{-1})_{b_i,b_i} = -1 \quad \text{for } i = 2, \ldots, d; \\
(V_1^{-1})_{ij} = 0 \quad \text{otherwise}.
\]

The eigenvalues of the matrix \(J_d\) are \(d\) with multiplicity 1 (the corresponding eigenvector has all entries equal to 1) and 0 with multiplicity \(d-1\). Hence the effective vertex-scattering matrix \(\tilde{\sigma}_{v_2} = \frac{i}{V}J_d - I_d\) has one of its eigenvalues equal to 0 and it therefore has linearly dependent columns. Hence, if one multiplies it from the right by a matrix with all 1s on the diagonal and all entries in one of its column equal to 1, one gets a matrix which has one column with all 0s and other columns same as \(\sigma_{v_2}\). The matrix \(\tilde{S}\) has entries of \(\tilde{\sigma}_{v_2}\) in the columns corresponding to bonds ending at \(v_2\) and rows corresponding to bonds starting from \(v_2\). By a similar argument, we obtain that \(SV_1\) has 0s in the column corresponding to \(b_1\) and other columns are the same as in \(\tilde{S}\).

Now we find how the matrix is changed by multiplying from the left by \(V_1^{-1}\). The matrix \(V_1^{-1}\) has non-diagonal entries only in the rows corresponding to the bonds \(b_2, b_3, \ldots, b_d\). Therefore, only these rows are changed in \(V_1^{-1}\tilde{S}V_1\). Moreover, the non-diagonal entries of \(V_1^{-1}\) are only in the column corresponding to \(b_1\) and hence only columns of \(SV_1\) that have nontrivial entry in the row corresponding to \(b_1\) can be changed. These columns correspond to bonds which end in \(v_1\) (and can be followed by \(b_1\) in an irreducible pseudo-orbit) and are multiplied by rows of \(V_1^{-1}\) which have \(-1\) at the \(b_j\)-th position, \(j = 2, 3, \ldots, d\) and 1 at the \(b_1\)-th position. Since no two vertices are connected by two or more edges, the only bond starting at \(v_1\) and ending at \(v_2\) is \(b_1\). Hence the entries of \(SV_1\) in the column corresponding to the edges ending at \(v_1\) and in the row corresponding to the edges \(b_2, b_3, \ldots, b_d\) are 0. Therefore, 1 in the \(b_j\)-th position in the \(b_1\)-th row of \(V_1^{-1}\) is multiplied by 0 and \(-1\) is multiplied by the scattering amplitude between the bonds ending in \(v_1\) and \(b_1\). Multiplying from the left by \(V_1^{-1}\) introduces in \(SV_1\) new entries: in the columns corresponding to the bonds that end in \(v_1\) and the rows corresponding to \(b_2, b_3, \ldots, b_d\) the scattering amplitude between \(v_1\) and \(b_1\) taken with the opposite sign appears. These entries are represented by the “ghost edges”.

One has to take the entry of \(I_{2N}\) in the determinant in Theorem 13.5 in the column corresponding to \(b_1\) (since the matrix \(V_1^{-1}\tilde{S}SV_1\) has all zeros in this column), hence this bond effectively does not exist. The new entries are represented by the “ghost edges”, which do not contribute to the length of the irreducible pseudo-orbit. One can repeat this construction for other balanced vertices by a different unitary transformation of the matrix under the determinant. One cannot delete bonds to which “ghost edge” leads because these edges end in the balanced vertex from which one bond was already deleted.

Q.E.D.

### 14.1 Example: two abscissas and two half-lines

Now we will show an example from Section 5 of [Lip15] illustrating the pseudo-orbit expansion for the resonance condition and the method of deleting edges. The graph consists of two internal edges of lengths \(\ell\) and two half-lines connected at one central vertex (see Figure 14.3). We consider standard coupling at the central vertex \(v_2\) and Dirichlet coupling at the loose ends of the abscissas (vertices \(v_1\) and \(v_3\).
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Fig. 14.3. Figure to Subsection 14.1 – graph $\Gamma$: two abscissas and two half-lines.

Fig. 14.4. Figure to Subsection 14.1 – graph $\Gamma_2$. Reproduced from [Lip15].

The effective vertex-scattering matrix at the central vertex is by Corollary 13.3

$$\tilde{\sigma}^{(v_2)} = \frac{1}{2} \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix},$$

the effective vertex-scattering matrices for Dirichlet condition ($U = -1$) are $\tilde{\sigma}^{(v_1)} = \tilde{\sigma}^{(v_3)} = -1$.

The oriented graph $\Gamma_2$ is shown in Figure 14.4.

The matrix $\tilde{S} = Q\tilde{\Sigma}$ is

$$\begin{array}{c|cccc}
1 & 1 & 2 & \hat{1} & \hat{2} \\
\hline
1 & 0 & 0 & -1 & 0 \\
2 & 1/2 & 0 & 0 & -1/2 \\
\hat{1} & -1/2 & 0 & 0 & 1/2 \\
\hat{2} & 0 & -1 & 0 & 0
\end{array}$$

The matrix $\tilde{S}$ is built by the following rule: if a bond $b'$ follows a bond $b$, then in the column corresponding to $b$ and the row corresponding to $b'$ is the entry of the effective vertex-scattering matrix between these two bonds.

Let us now find the resonance condition using the pseudo-orbits. The contribution of the trivial irreducible pseudo-orbit on zero bonds is 1. We have two irreducible pseudo-orbits on two bonds: $(1\hat{1})$ and $(2\hat{2})$. The scattering amplitude between 1 and 1 is $-1$, the scattering amplitude between 1 and $\hat{1}$ is the diagonal entry of the effective vertex-scattering matrix, i.e. $-1/2$. Since there is one periodic orbit in the irreducible pseudo-orbit $(1\hat{1})$, we have $n_{\gamma} = 1$ and hence the term $(-1)^1$. The contribution of the irreducible pseudo-orbit $(2\hat{2})$ is the same. We have two irreducible pseudo-orbits on four bonds: $(1)(2\hat{2})$ and $(1\hat{2}2\hat{1})$. For both of them, the scattering amplitude between 1 and 1 is equal to $(-1)$ (and similarly for the scattering amplitude between 2 and $\hat{2}$). For the former irreducible pseudo-orbit, we have the scattering amplitudes between 1
Fig. 14.5. Figure to Subsection 14.1 – graph \( \Gamma_2 \) after deleting the bond 1 and introducing the “ghost edge” 1’. Reproduced from [Lip15].

and 1 and between 2 and 2 equal to \(-1/2\) and since there are two periodic orbits \( m_\gamma = 2 \). For the irreducible pseudo-orbit \((12\hat{2}1)\) we have the scattering amplitude between 1 and 2 (and similarly between 2 and 1) equal to 1/2 and since there is one periodic orbit \( m_\hat{\gamma} = 1 \). Trivially, there are no irreducible pseudo-orbits on one or three bonds.

To summarize, we have the following contributions to the resonance condition.

\[
\begin{align*}
\exp(0) & : 1, \\
\exp(2ik\ell) & : (-1) \left( -\frac{1}{2} \right) (-1)^1 \cdot 2 = -1, \\
\exp(4ik\ell) & : (-1)^2 \left( -\frac{1}{2} \right)^2 (-1)^2 + (-1)^2 \left( \frac{1}{2} \right)^2 (-1)^1 = 0.
\end{align*}
\]

Hence the resonance condition is

\[ 1 - e^{2ik\ell} = 0. \tag{14.1} \]

Now we show how the method of deleting the edges simplifies finding the resonance condition. We delete one bond ending in the central (balanced) vertex \( v_2 \), e.g. the bond 1. We obtain the changed graph \( \Gamma_2 \) (see Figure 14.5) with one new “ghost edge” 1’ starting from \( v_1 \) and continuing to the bond 2 (because 2 is the other bond ending in \( v_2 \)).

We again find irreducible pseudo-orbits on this graph. The contribution of the irreducible pseudo-orbit on zero bonds is 1. We have two irreducible pseudo-orbits on two “non-ghost” bonds: \((2\hat{2})\) and \((\hat{1}1\hat{2})\). The contribution of the former one was already computed. The scattering amplitude from 1 to 2 via 1’ is the scattering amplitude from 1 to 1 in the former graph \( \Gamma_2 \) taken with the opposite sign, i.e. 1. The scattering amplitude between 2 and 1 is 1/2. There is one periodic orbit in the irreducible pseudo-orbit \((1\hat{1}2)\), hence \( m_\hat{\gamma} = 1 \). One can easily see that there are no irreducible pseudo-orbits on three “non-ghost” bonds and clearly also on four bonds.

We have the following contributions.

\[
\begin{align*}
\exp(0) & : 1, \\
\exp(2ik\ell) & : 1 \left( \frac{1}{2} \right) (-1)^1 + (-1) \left( -\frac{1}{2} \right) (-1)^1 = -1.
\end{align*}
\]

We obtain again the resonance condition (14.1). The advantage of this method is that we do not need to compute the contribution of the irreducible pseudo-orbits on four bonds.
15 Asymptotics of the resonances – the effective size of a non-Weyl graph

Let us now return to the asymptotics of the number of resolvent resonances in quantum graphs. We present results from [Lip16]. We study the value of the coefficient by the leading term of the asymptotics (which is connected to the effective size of the graph) for non-Weyl graphs using the machinery developed in previous sections. We focus on equilateral graphs (graphs which have all internal edges of lengths $\ell$). First, we find the effective size using the properties of the matrix $\tilde{S}(k)$ and then we find bounds on the effective size for equilateral graphs. As we stated in Subsection 10.3, unlike the criterion if the graph is non-Weyl (which depends on the vertex properties of the graph) finding the effective size is more difficult and depends on the structure of the whole graph.

Let us first state a theorem on the criterion whether the graph is Weyl or non-Weyl.

**Theorem 15.1** Let us consider a graph $\Gamma$ with internal edges of lengths $\ell_j$. Graph $\Gamma$ is non-Weyl iff $\det \tilde{\Sigma}(k) = 0$ for all $k \in \mathbb{C}$. Equivalently, the graph is non-Weyl iff there exists a vertex for which $\det \tilde{\sigma}(v)(k) = 0$ for all $k \in \mathbb{C}$.

**Proof:** According to the Theorem 13.5 the leading term of the asymptotics (the highest multiple of $ik$ in the exponential) is $\det [Q \tilde{\Sigma}(k)] e^{2ik \sum_{j=1}^{N} \ell_j}$; the term with the lowest multiple of $ik$ in the exponential is 1. By Lemma 10.1 the graph is non-Weyl (the effective size is strictly smaller than $\sum_{j=1}^{N} \ell_j$) iff $\det [Q \tilde{\Sigma}(k)] = 0$. Since the matrix $Q$ only rearranges the rows of the matrix $\tilde{\Sigma}(k)$, this condition is equivalent to $\det \tilde{\Sigma}(k) = 0$. Since $\tilde{\Sigma}(k)$ is similar to a block-diagonal matrix with blocks $\tilde{\sigma}(v)(k)$, we have that the graph is non-Weyl iff there exists a vertex with $\det \tilde{\sigma}(v)(k) = 0$. Q.E.D.

The Corollary 10.3 follows from this theorem and Corollary 13.3. Determinant of $\tilde{\sigma}(v)(k)$ is zero for a standard condition iff $n = m$ and hence we obtain the corollary by Davies and Pushnitski.

The following theorem gives the effective size of a non-Weyl graph.

**Theorem 15.2** Let us assume an equilateral graph $\Gamma$ (all internal edges of lengths $\ell$). Then its effective size is $\ell^2 n_{\text{nonzero}}$, where $n_{\text{nonzero}}$ is the number of nonzero eigenvalues of the matrix $\tilde{S}(k) = Q \tilde{\Sigma}(k)$.

**Proof:** We will use Theorem 13.5. The matrix $L$ is for an equilateral graph multiple of identity matrix, hence $e^{ikL} = e^{ikI}$. The unitary transformation of the matrix under the determinant does not change the determinant, hence the resonance condition is

$$\det (e^{ikL} D(k) - I_{2N}) = 0$$

with $D(k)$ being the Jordan form of the matrix $\tilde{S}(k) = Q \tilde{\Sigma}$. The matrix under the determinant is upper triangular, therefore the determinant is given by multiplication of its diagonal entries. In the term with the highest multiple of $ik$ in the exponential there will be $n_{\text{nonzero}}$ terms $e^{ik\ell}$. Hence the effective size is by Lemma 10.1 $\frac{\ell}{2} n_{\text{nonzero}}$. Q.E.D.

Now we prove bounds on the effective size $W$ of a non-Weyl graph using the method of deleting the edges.
Theorem 15.3 Let us assume an equilateral graph $\Gamma$ ($N$ internal edges of lengths $\ell$) with standard coupling, $n_{\text{bal}}$ balanced vertices, and $n_{\text{nonneig}}$ balanced vertices that do not neighbor any other balanced vertex. Then the effective size is bounded by $W \leq N \ell - \frac{\ell}{2} n_{\text{bal}} - \frac{\ell}{2} n_{\text{nonneig}}$.

Proof: The sum of the lengths of the internal edges is $N\ell$. Let us assume a balanced vertex of the graph $\Gamma$ with $n$ internal and $n$ external edges. Then in the graph $\Gamma_2$ there are $n$ incoming and $n$ outgoing bonds for this vertex. Since the vertex is balanced, we can delete one incoming bond. Since $n_{\text{bal}}$ bonds are deleted, the size of the graph decreases by $\frac{\ell}{2} n_{\text{bal}}$. Let us assume that our vertex does not neighbor any other balanced vertex. Then any irreducible pseudo-orbit does not use one of the bonds going out of this vertex (there are $n-1$ incoming bonds and $n$ outgoing bonds after deletion) since it cannot get to the vertex for $n$-th time. This decreases the size of the graph by $\frac{\ell}{2} n_{\text{nonneig}}$. Q.E.D.

Theorem 15.4 Let us assume an equilateral graph $\Gamma$ (with $N$ internal edges of the lengths $\ell$) with standard coupling containing a square of balanced vertices $v_1$, $v_2$, $v_3$ and $v_4$ without diagonals. This means that $v_1$ neighbors $v_2$, $v_2$ neighbors $v_3$, $v_3$ neighbors $v_4$, $v_4$ neighbors $v_1$, $v_1$ does not neighbor $v_3$ and $v_2$ does not neighbor $v_4$. Then the effective size of $\Gamma$ is bounded by $W \leq (N-3)\ell$.

Proof: The graph $\Gamma_2$ is shown in Figure 15.1. We denote the bond between $v_1$ and $v_2$ by 1, the bond between $v_2$ and $v_3$ by 2, the bond between $v_3$ and $v_4$ by 3, and the bond between $v_4$ and $v_1$ by 4, the bonds in the opposite direction by 1, 2, 3, and 4. The rest of the graph is denoted by $\Gamma'_2$. There might be bonds between the subgraph $\Gamma'_2$ and the vertices $v_1$, $v_2$, $v_3$ and $v_4$ that are in this figure represented by bonds with arrows in both directions.
Now we, following Theorem 14.1, delete bonds 1, 2, 3 and 4. We obtain graph in Figure 15.2. Here again bonds between $\Gamma'_2$ and the vertices $v_1$, $v_2$, $v_3$ and $v_4$ are denoted by solid lines with arrows in both directions and possible “ghost edges” are represented by dashed lines. In the square, there appear four “ghost edges”. The irreducible pseudo-orbit can continue from the bond 4 to the bond 3 via the ghost edge (with the scattering amplitude equal to the scattering amplitude from 4 to 4 with the opposite sign) a similarly for the other bonds. Hence the graph $\Gamma_2$ can be represented by the one in Figure 15.3.

Now we find the effective size of the graph. The size of the graph $N\ell$ is reduced by $2\ell$ since we have deleted four bonds (for each bond the effective size is reduced by $\ell/2$). The contribution of the irreducible pseudo-orbits (1234) and (12)(34) cancels out since both irreducible pseudo-orbits have same scattering amplitudes and differ only in the number of periodic orbits (the minus sign). A similar argument holds for all irreducible pseudo-orbits which contain these pseudo-orbits. One can argue similarly also for irreducible pseudo-orbits containing the pseudo-orbits (1432) and (14)(32). Therefore, contributions of the irreducible pseudo-orbits on all bonds of the graph in Figure 15.3 cancels out.

Now we prove that also all irreducible pseudo-orbits on all but one bonds of the graph in Figure 15.3 cancel. If the bond that is missing is not 1, 2, 3 or 4, we can use the same cancellation argument as in the previous paragraph. Let us suppose that one of the bonds 1, 2, 3 or 4 is not included, without loss of generality the bond 4. Because we use bonds 1, 2, 3, the irreducible pseudo-orbit must include the path from the right-bottom vertex in Figure 15.3 to the left-bottom vertex through $\Gamma'_2$. At the same time, the irreducible pseudo-orbit must contain all the bonds but 4. Since with each bond, the bond with the opposite orientation is contained and since no “ghost
edge” ends in 1, 2, 3 or 4, it is not possible to obtain such irreducible pseudo-orbit.

Hence the longest irreducible pseudo-orbit that is not canceled has the length smaller or equal to \((2N - 6)\ell\). By Lemma 10.1 we obtain the claim.

Q.E.D.

In the next theorem, we find positions of the resonances.

**Theorem 15.5** Let us assume an equilateral graph \((N\) edges of lengths \(\ell\)) with standard coupling. Let the eigenvalues of \(\tilde{S} = Q\tilde{\Sigma}\) be \(c_j = r_j e^{i\varphi_j}\). The positions of resolvent resonances are such \(\lambda = k^2\) with

\[
k = \frac{1}{\ell} (-\varphi_j + 2n\pi + i \ln r_j), \quad n \in \mathbb{Z}.
\]

Moreover, \(|c_j| \leq 1\) and for a graph with no edge starting and ending in one vertex also \(\sum_{j=1}^{2N} c_j = 0\) holds.

**Proof:** From the resonance condition in Theorem 13.5, the fact that the matrix \(L = \ell I\) is multiple of an identity matrix and that a similarity transformation does not change the determinant we have

\[
\prod_{j=1}^{2N} (e^{ik\ell} c_j - 1) = 0.
\]

From this equation one finds for \(k = k_R + ik_1\)

\[
r_j e^{-ik_1 \ell} e^{i k_0 \ell} e^{i\varphi_j} = 1.
\]

and therefore

\[
k_1 \ell = \ln r_j, \quad k_R \ell = -\varphi_j + 2n\pi.
\]

If \(|c_j| > 1\) (i.e. \(r > 1\)), we obtain \(k_1 > 0\). This for nontrivial real part of \(k\) contradicts Theorem 5.2.

If no edge starts and ends in one vertex, there are zeros on the diagonal of \(\tilde{S}\). Hence its trace (the sum of the eigenvalues) is zero.

Q.E.D.
In this section, we show in an example one way how to numerically find the positions of resonances from the resonance condition.

Example 16.1 (a line with an appendix: positions of the resonances)
We again consider a simple graph consisting of a half-line and an abscissa connected with $\delta$-coupling with Dirichlet coupling at the other end of an abscissa (see Example 5.1 and Figure 5.2). The condition to find the resolvent resonances is

$$(\alpha - ik) \sin k\ell + k \cos k\ell = 0.$$

We find the real and imaginary part of this equation to use it in the future.

$$(\alpha + k_1) \sin k_R \ell \cosh k_1 \ell - k_R \sin k_1 \ell \cosh k_R \ell + k_1 \cos k_R \ell \sinh k_1 \ell +$$

$$+k_1 \sin k_R \ell \sinh k_1 \ell = 0,$$

$$(\alpha + k_1) \cos k_R \ell \sinh k_1 \ell - k_R \sin k_1 \ell \cosh k_R \ell +$$

$$+k_1 \cos k_R \ell \cosh k_1 \ell = 0,$$

where $k_R$ is the real part of $k$ and $k_1$ is the imaginary part. The first equation corresponds to the real part of the resonance condition and the second one to the imaginary part.

We present a code in a Python-based program SageMath [SAGE16] using SageMath Cloud [SMC16].

The positions of resonances for $\ell = 1$ and $\alpha = 1$ and $\alpha = 10$ are shown in Figures 16.1 and 16.2, respectively.

![Fig. 16.1. Positions of the resonances for Example 16.1 with $\ell = 1$, $\alpha = 1$.](image)
First we import `scipy.optimize`, a tool which allows us to find roots of the equation. We define variables and set values of constants. Then, we define a function `fun` which returns the vector with entries equal to real part of the resonance condition and imaginary part of the resonance condition. We define a list of positions of the resonances, use a grid of starting values, and find the solution using the function `optimize.root`. We define a figure `p` which plots points for entries of list1. This figure can be either shown on the screen or saved into a file.
17 Trajectories of resonances

An interesting problem is to study trajectories of the resonances in the complex plane if the parameter of the interaction or the lengths of the edges are changed. It has been addressed in several papers, e.g. [EŠ94, Exn97, EL10, LZ16]. For some setting, one has an eigenvalue, but if one changes the parameters, the eigenvalue becomes resonance and “travels” in the complex plane.

Eigenvalues, which appear for the rational ratio of the lengths of the edges were studied in [EL10]. Let us assume that all the lengths of the edges in some cycle of edges are multiples of $\ell_0$. For a certain class of coupling conditions (e.g. $\delta$-conditions) and for the length of the cycle being even multiple of $\ell_0$ there is an eigenvalue for $k = \frac{n\pi}{\ell_0}$, $n \in \mathbb{Z}$ with the eigenfunction, which behaves as $\sin k_0 x$ on the cycle, has zeros in the vertices of the cycle and is zero outside the cycle. If we change the lengths of the edges of the cycle, the former eigenvalue becomes pure resonance. When the lengths of the edges are multiples of $\ell_0$ again, it may return to the point $k_0$. It has been found in [EL10] that resonances may “hop” between different eigenvalues.

Resonances which arise from the eigenvalues for the rational ratio of the lengths of the edges are sometimes called topological resonances (see [GSS13, CdVT]) and will be also studied in Section 19.

As the resonance moves away from the real axis, its “life time” in the inner part of the graph decreases. When the lengths are again rationally related, an eigenvalue with eigenfunction supported on the inner part of the graph can again appear; i.e. we obtain a state with infinite “life time”.

Examples of such trajectories can be found in the mentioned papers. In this paper, we present a new example, which is slightly different than the cross-shaped resonator in subsection 4.2 of [EL10].

![Graph to example 17.1](image)

**Example 17.1** Let us consider a graph (see Figure 17.1) which consists of two internal edges of lengths $\ell_1$ and $\ell_2$, and two of their end vertices are connected in one vertex with one half-line. We assume $\delta$-coupling of strength $\alpha$ at the central vertex and Dirichlet coupling at the loose ends.

We will change the lengths of the edges as $\ell_1 = 1 - t$, $\ell_2 = 1 + t$ and hence the half-line moves from the center of the internal edge to the vertex with Dirichlet coupling.

We can use the ansatz

$$f_j(x) = a_j \sin kx, \quad j = 1, 2$$
Fig. 17.2. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths of the edges are $\ell_1 = 1 - t, \ell_2 = 1 + t, t \in [0, 1]$, values of parameter $t$ are denoted by the colour of the trajectory. Starting eigenvalue $k_0 = 2\pi$, strength of the $\delta$-interaction $\alpha = 0$. The trajectory returns to the point $k_0$ two times. There is Re $k$ on the x-axis and Im $k$ on the y-axis.

on the internal edges with $x = 0$ corresponding to the vertex with Dirichlet boundary and $x = \ell_j$ corresponding to the central vertex. On the half-line we use the ansatz

$$g_j(x) = ce^{ikx}.$$ 

The coupling conditions lead to

$$a_1 \sin k\ell_1 = a_2 \sin k\ell_2 = c,$$
$$-a_1 \cos k\ell_1 - a_2 \cos k\ell_2 + ic = ac.$$

The above set of equations can be written as

$$
\begin{pmatrix}
\sin k\ell_1 & 0 & -1 \\
0 & \sin k\ell_2 & -1 \\
k\cos k\ell_1 & k\cos k\ell_2 & \alpha - ik \\
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
c \\
\end{pmatrix}
= 0.
$$

Condition of solvability of the system is therefore determinant of the above matrix equals zero.

$$(\alpha - ik) \sin k\ell_1 \sin k\ell_2 + k \sin k(\ell_1 + \ell_2) = 0. \quad (17.1)$$

By differentiating the equation (17.1) with respect to $t$ ($k = k(t), \ell_1 = 1 - t, \ell_2 = 1 + t$) we obtain

$$-i \sin k\ell_1 \sin k\ell_2 + (\alpha - ik)(\ell_1 \cos k\ell_1 \sin k\ell_2 + \ell_2 \cos k\ell_2 \sin k\ell_1) +$$
$$+ \sin k(\ell_1 + \ell_2) + k \cos k(\ell_1 + \ell_2) (\ell_1 + \ell_2) \dot{k} +$$
$$+ k(\alpha - ik)(- \cos k\ell_1 \sin k\ell_2 + \sin k\ell_1 \cos k\ell_2) = 0,$$

where $\dot{k}$ is derivative of $k$ with respect to $t$. We use this equation to obtain the trajectories in Figures 17.2, 17.3, 17.4, and 17.5.
Fig. 17.3. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths of the edges are $\ell_1 = 1 - t$, $\ell_2 = 1 + t$, $t \in [0, 1]$, values of parameter $t$ are denoted by the colour of the trajectory. Starting eigenvalue $k_0 = 2\pi$, strength of the $\delta$-interaction $\alpha = 10$. The trajectory returns to the point $k_0$ two times. There is $\text{Re} \, k$ on the $x$-axis and $\text{Im} \, k$ on the $y$-axis.

Fig. 17.4. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths of the edges are $\ell_1 = 1 - t$, $\ell_2 = 1 + t$, $t \in [0, 1]$, values of parameter $t$ are denoted by the colour of the trajectory. Starting eigenvalue $k_0 = 7\pi$, strength of the $\delta$-interaction $\alpha = 0$. The trajectory returns to the point $k_0$ seven times. There is $\text{Re} \, k$ on the $x$-axis and $\text{Im} \, k$ on the $y$-axis.

The trajectories of the resonances were found by SageMath [SAGE16, SMC16]. The code for obtaining the trajectory for Figure 17.5 can be found below.

```python
## define all variables
var('l1,l2, alpha, k, t, dk, st, p, j')
## set values of the constants
alpha = 10;
k = 7*pi; #starting value for k
```
Fig. 17.5. Trajectory of the resonance for the graph with two internal edges and one half-line. The lengths of the edges are $\ell_1 = 1 - t$, $\ell_2 = 1 + t$, $t \in [0, 1]$, values of parameter $t$ are denoted by the colour of the trajectory. Starting eigenvalue $k_0 = 7\pi$, strength of the $\delta$-interaction $\alpha = 10$. The trajectory returns to the point $k_0$ seven times. There is $\text{Re } k$ on the $x$-axis and $\text{Im } k$ on the $y$-axis.

```python
st = 0.001; #step
## defining list with points of the trajectory
list1 = [[(7*pi).n(), 0]];
## using a parameter t we change lengths of the edges l1 and l2
## the parameter t goes from 0 to 1 using steps at
for t in srange(0,1,st):
  l1 = 1-t; l2 = 1+t;
## differential of k: here we compute how k changes in the
given step; dk is computed as derivative of k with respect
to t multiplied by step st
  dk = (-k*(alpha-i*k)*(-cos(k*l1)*sin(k*l2)+sin(k*l1)*cos(k*l2))
       /(-i*sin(k*l1)*sin(k*l2)+(alpha-i*k)*(l1*cos(k*l1)*sin(k*l2)+
         l2*cos(k*l2)*sin(k*l1))+sin(k*(l1+l2))+k*cos(k*(l1+l2))*(l1+l2))*st).n();
## updating k and list1
  k = k+dk;
  list1 = list1 + [[k.real(),k.imag()]];
## plotting the line: first step
p=line([list1[0],list1[1]],color=Color(0,1,0))
## plotting the line: other pieces of the line with color changing
## from green to red
for j in srange(0,len(list1)-2):
  p=p+line([list1[j],list1[j+1]],color=Color(j/(len(list1)-2),
            1-j/(len(list1)-2),0))
## showing the result on the screen
p.show()
## saving the figure to a file
p.save('obr5_alpha10_7pi.pdf')
```
Fermi’s golden rule

Fermi’s golden rule is usually in quantum physics understood as a formula giving the transition rate from one eigenstate to the other embedded in the continuous spectrum. There is an alternative reformulation of this rule (Theorem XII.24 in [RS78]) dealing with the imaginary part of the resonance position. It relates the imaginary part of the coefficient by \( t^2 \) of the position of the resonance arising from the small perturbation of the eigenvalue in the parameter \( t \) with the energy derivative of a certain scalar product.

In this section, we will review the Fermi’s golden rule for quantum graphs with standard coupling introduced in the paper [LZ16]. This rule allows approximating the trajectories of the resonances near the eigenvalue.

Let us assume the quantum graph \( \Gamma \) with \( N \) internal edges \( e_j \) of lengths \( \ell_j \), \( 1 \leq j \leq N \) and \( M \) external edges \( e_j \), \( N+1 \leq j \leq N+M \) and with standard coupling at all the vertices. Let us consider eigenvalue \( k_0^2 \) embedded into the continuous spectrum and corresponding eigenfunction \( u \) with the components \( u_j \). For \( k^2 \not\in \sigma_{pp}(H) \) we define generalized eigenfunctions \( e^s(k) \), \( 1 \leq s \leq N+M \) as

\[
e^s(k) \in D_{loc}(H), \quad (H - k^2)e^s(k) = 0, \quad (18.1)
\]

\[
e^j_s(k, x) = \delta_{js}e^{-ikx} + s_{js}(k)e^{ikx}, \quad N+1 \leq j \leq N+M, \quad (18.2)
\]

where \( e^s \) are the half-line components of \( e^s \). This family can be holomorphically extended to the points of the spectrum of \( H \) and therefore it is defined for all \( k \).

Let there be a family of quantum graphs with a one-parameter transformation of the lengths of the internal edges. For \( 1 \leq j \leq N \) we have

\[
\ell_j(t) = e^{-a_j(t)}\ell_j, \quad a_j(0) = 0,
\]

where \( a_j \) are constant on the edges. The Hamiltonian for the graph \( \Gamma_t \) with the edges of lengths \( \ell_j(t) \) will be denoted \( H(t) \) and its eigenvalues \( k^2(t) \). Moreover, we denote

\[
\dot{a} \equiv \frac{\partial a}{\partial t}(0), \quad (\dot{a} u)_j \equiv \dot{a}_j u_j(x).
\]

We state the Fermi’s golden rule from [LZ16].

**Theorem 18.1** Consider a simple eigenvalue \( k_0^2 > 0 \) of the Hamiltonian \( H \equiv H(0) \) and let \( u \) be the corresponding eigenfunction. Then for \( |k| \leq k_{\text{max}} \) there exists a smooth function \( t \mapsto k(t) \) such that \( k^2(t) \) is the resolvent resonance of \( H(t) \). Moreover, we have

\[
\text{Im} \dot{k}(0) = - \sum_{s=N+1}^{N+M} |F_s|^2,
\]

\[
F_s = k_0 \langle \dot{a}u, e^s(k_0) \rangle + \frac{1}{k_0} \sum_{v \in \Gamma} \sum_{e_j \ni v} \frac{1}{4} \dot{a}_j (3\partial_x u_j(v)e^s_j(k, v) - u(v)\partial_x e^s_j(k, v)),
\]

where double dot denotes the second derivative with respect to \( t \), \( \langle \bullet , \bullet \rangle \) is the inner product in \( \oplus_{j=1}^{N} L^2((0, \ell_j)) \) and \( \oplus_{j=N+1}^{N+M} L^2([0, \infty)) \), the sum \( \sum_{v \in \Gamma} \) goes through all the vertices of the graph \( \Gamma \), \( \partial_x u_j(0) = -u_j'(0) \) and \( \partial_x u_j(\ell_j) = u_j'(\ell_j) \).
Remark 18.2 We will show how this formulation of the Fermi’s rule is related to the formulation from Section XII.6 and Notes to Chapter XII in [RS78]. We will study the problem in the energy plane. Let us consider a simple eigenvalue $E_0 \equiv \tilde{E}(0)$ for the Hamiltonian $H_0$ and resonance $E(t) = \sum_{n=0}^{\infty} a_n t^n$ for its perturbation $H_0 + tV$ depending on the parameter $t$, where the case $t = 0$ corresponds to the mentioned eigenvalue. Clearly, $a_0 \in \mathbb{R}$ (the eigenvalue is real) and also $a_1 \in \mathbb{R}$ (the resonances lie in the lower half-plane, compare with Theorem 5.2). Therefore, for small $t$ we have $E(t) \approx a_2 t^2$. If we denote the imaginary part of $E(t)$ by $\Gamma(t)/2$, we have

$$\partial_t^2 \Gamma(t) = 2\text{Im} \partial_t E(t) = 4\text{Im} a_2 = 4\pi \frac{d}{dE} \left. \left\langle u, V \tilde{P}(E)V \right\rangle \right|_{E=E_0},$$

(18.3)

where in the last equality we used Theorem XII.24 in [RS78], $u$ is the eigenfunction corresponding to the eigenvalue $E(0)$ and $\tilde{P}(E) = P_{(-\infty, E)} \setminus \{E_0\}$ is the modified spectral projection. If the continuous spectrum has a nice parametrization by the generalized eigenfunctions $e(E, a)$, one can write

$$\partial_E \tilde{P}(E) = \int_A e(E, a) \otimes e(E, a)^* \, d\mu(a), \quad a \in \mathcal{A}.$$

The equation (18.3) becomes

$$\partial_t^2 \Gamma(t) = 4\pi \int_A |(Vu, e(E, a))|^2 \, d\mu(a),$$

(18.4)

Since for quantum graphs the set $A$ is discrete, the integral becomes the sum. Therefore this formula resembles the formula in Theorem 18.1.

Another formulation mentioned in [RS78] is

$$\Gamma = 2t^2 \text{Im} a_2 = 2\pi t^2 \frac{d}{dE} \left. \left\langle u, V \tilde{P}(E)V \right\rangle \right|_{E=E_0}$$

and since $\Gamma$ can be related to the transition probability between two states and the rhs by equation (18.4) to the matrix elements of the perturbation between initial and final state, more usual formulation of the Fermi’s golden rule also follows. (More details in Notes to Chapter XII of [RS78]).

Proof of Theorem 18.1: Let $\partial_x f = \frac{\partial f}{\partial x}$ and $\partial_x^2 f = \frac{\partial^2 f}{\partial x^2}$. Then by twice integrating by parts we get for $f, g \in W^{2,2}(\Gamma)$

$$- \left\langle \partial_x^2 f, g \right\rangle_{L^2} = - \sum_{j=1}^{N+M} \int_{e_j} \left( \partial_x^2 f_j(x) \bar{g}_j(x) \right) dx = \sum_{j=1}^{N+M} \int_{e_j} \partial_x f_j(x) \partial_x \bar{g}_j(x) dx - \sum_{v \in \Gamma \cap \partial e_j} \partial_v f_j(v) \bar{g}_j(v) = - \sum_{j=1}^{N+M} \int_{e_j} f_j(x) \partial_x^2 \bar{g}_j(x) dx + \sum_{v \in \Gamma \cap \partial e_j} [f_j(v) \partial_v \bar{g}_j(v) - \partial_v f_j(v) \bar{g}_j(v)] =$$

$$= - \left\langle f, \partial_x^2 g \right\rangle_{L^2} + \sum_{j=1}^{N+M} \sum_{v \in \partial e_j} [f_j(v) \partial_v \bar{g}_j(v) - \partial_v f_j(v) \bar{g}_j(v)].\quad (18.5)$$
Here $\partial e_j$ is the set of the vertices of the edge $e_j$. In the last equality we rearranged the sum over all vertices.

Now we define operator $\tilde{P}(t) \equiv H(t)$ and unitarily equivalent operator $P(t)$.

$$L_t^2 := \bigoplus_{j=1}^N L^2([0, e^{-a_j(t)}\ell_j]) \oplus \bigoplus_{s=N+1}^{N+M} L^2([0, \infty)), \quad U(t) : L_t^2 \to L_t^2,$$

$$(U(t)u)_j(y) := e^{-a_j(t)/2}u_j(e^{-a_j(t)}y), \quad U(t)^{-1} = U(t)^*.$$ Let the operator $\tilde{P}(t) \equiv H(t)$ be defined in $L_t^2$ by

$$D(\tilde{P}(t)) = \{ u : u_j \in W^{2,2}([0, e^{-a_j(t)}\ell_j]), u_j(v) = u_i(v), v \in e_j \cap e_i, \sum \partial_x u_j(v) = 0 \}.$$ This is just the Laplacian on the graph $\Gamma_t$ with standard coupling, i.e. $H(t)$.

We define a family of operators $P(t)$ on $L_0^2$ as $P(t) := U(t)P(t)U(t)^{-1}$. One can compute the action of this operator explicitly

$$(P(t)u)_j = \left[ U(t) \left( -\frac{\partial^2}{\partial x^2} \right) U^{-1}(t)(u(x)) \right]_j = U(t) \left( -\frac{\partial^2}{\partial x^2} \right) e^{a_j(t)/2}u_j(e^{a_j(t)}x) =$$

$$= -U(t)e^{2a_j(t)}e^{a_j(t)/2}u_j''(e^{a_j(t)}x) = -e^{-a_j(t)/2}e^{2a_j(t)}e^{a_j(t)/2}u_j''(e^{a_j(t)}e^{a_j(t)}x) =$$

$$= e^{2a_j(t)}u_j''(x) = -e^{2a_j(t)}\frac{\partial^2}{\partial x^2}u_j(x).$$ The domain of this operator is

$$D(P(t)) = \left\{ u \in W^{2,2}(\Gamma) : e^{a_j(t)/2}u_j(v) = e^{a_j(t)/2}u_i(v), v \in e_j \cap e_i, \right. 0 = \sum_{e_j \ni v} e^{3a_j(t)/2}\partial_x u_j(v) \left. \right\}. \quad (18.6)$$

From Proposition 4.3 in [LZ16] it follows that for small $t$ there exists a smooth family $t \mapsto u(t) \in W^{2,2}_{\text{loc}}(\Gamma_t)$ such that

$$(P(t) - z(t))u(t) = 0, \quad u_s(t, x) = a(t)e^{ik(t)x}, \quad N + 1 \leq s \leq N + M,$$

$$\text{Im} \ k(t) \leq 0, \quad k(0)^2 = z, \quad k(0) > 0.$$ To simplify the notation we will use following [LZ16] $P \equiv P(t)$ and $z \equiv z(t)$. First, we define the following space and orthogonal projection.

$$\mathcal{H}_R := \bigoplus_{j=1}^N L^2([0, \ell_j]) \oplus \bigoplus_{s=N+1}^{N+M} L^2([0, R]).$$

Then by $1_{x \geq R} : L_0^2 \to \mathcal{H}_R$ we mean the projection on $\mathcal{H}_R$. We obtain

$$\langle Pu, 1_{x \geq R}u \rangle = -\sum_{j=1}^N \int_{\ell_j} (\partial_x^2 u_j(x))\bar{u}_j(x) \ dx - \sum_{s=N+1}^{N+M} \int_0^R (\partial_x^2 u_s(x))\bar{u}_s(x) \ dx =$$
Now we obtain at $t$

\[
\sum_{j=1}^{N} |\partial_x u_j(x)|^2 \, dx + \sum_{s=N+1}^{N+M} |\partial x u_s(x)|^2 \, dx - \sum_{v \in \Gamma, e_j \ni v} \left( (\partial_v u_j(v)) \bar{u}_j(v) - \sum_{s=N+1}^{N+M} \partial_x u_s(R) \bar{u}_s(R) \right).
\]

From equation (18.5) and the fact that $P$ is symmetric we have

\[
0 = \sum_{v \in \Gamma, e_j \ni v} \left( (\partial_v u_j(v)) \bar{u}_j(v) - u_j(v) \partial_v \bar{u}_j(v) \right) = 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} (\partial_v u_j(v)) \bar{u}_j(v).
\]

Hence we obtain

\[
0 = \text{Im} \langle (P - z)u, 1_{\mathcal{L} \geq R} u \rangle = -\text{Im} \sum_{s=N+1}^{N+M} \partial_x u_s(R) \bar{u}_s(R) - \text{Im} z \|u\|^2_{\mathcal{H}_R}.
\] (18.7)

Differentiating equation (17.7) twice with respect to $t$ we obtain

\[
(\partial^2_t \|u\|^2_{\mathcal{H}_R}) \text{Im} z + 2 \left( \partial_t \|u\|^2_{\mathcal{H}_R} \right) \text{Im} \dot{z} + \|u\|^2_{\mathcal{H}_R} \text{Im} \ddot{z} = -2 \text{Im} \sum_{s=N+1}^{N+M} \partial_x u_s(R) \bar{u}_s(R) - \text{Im} \sum_{s=N+1}^{N+M} (\partial_x u_s(R) \bar{u}_s(R) + \partial_x u_s(R) \bar{u}_s(R)).
\]

Using $\text{Im} \dot{z}(0) = 0$, $\text{Im} \ddot{z}(0) = 0$, $u(t = 0) |_{\mathcal{L} \geq R} = 0$ and $\|u\|^2_{\mathcal{H}_R} |_{t=0} = 1$ we get at $t = 0$

\[
\text{Im} \ddot{z} = -2 \text{Im} \sum_{s=N+1}^{N+M} \partial_x u_s(R) \bar{u}_s(R).
\] (18.8)

Moreover, we have using equation (18.5)

\[
2 \text{Im} \langle (P - z) \dot{u}, 1_{\mathcal{L} \geq R} \dot{u} \rangle = -2 \text{Im} z \|\dot{u}\|^2_{\mathcal{H}_R} + 2 \text{Im} \|\partial_x \dot{u}\|^2_{\mathcal{H}_R} - 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v \bar{u}_j(v) \dot{u}_j(v) - 2 \text{Im} \sum_{s=N+1}^{N+M} \partial_x u_s(R) \bar{u}_s(R)
\]

Now we obtain at $t = 0$ using $\text{Im} \dot{z}(0) = 0$, $\|\partial_x \dot{u}\|^2_{\mathcal{H}_R} \in \mathbb{R}$ and equation (18.8)

\[
\text{Im} \ddot{z} = 2 \text{Im} \langle (P - z) \dot{u}, 1_{\mathcal{L} \geq R} \dot{u} \rangle + 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v \bar{u}_j(v) \dot{u}_j(v).
\] (18.9)

We can write

\[
0 = \partial_t \left[ (P(t) - z(t))u(t) \right] |_{t=0} = \partial_t \left[ -e^{2z(t)} \partial_x^2 \right] u_j(t) |_{t=0} = 2i \partial_j(0) (-\partial_x^2 u_j) - \dot{z}(0) u_j + \langle (P(0) - z(0)) \dot{u}_j \rangle = [(2z - \dot{z})u + (P - z) \dot{u}_j],
\]

where we have used $(P(t) - z(t))u = 0$. Using this relation again for the l.h.s of the previous displayed equation we have

\[
(-\partial_x^2 - z) \dot{u}_j = (\dot{z} - 2z \dot{a}_j) u_j.
\] (18.11)
Hence
\[ \sum_{e_j \ni v} \partial_v u_j(v) = -\frac{3}{2} \sum_{e_j \ni v} \dot{a}_j \partial_v u_j(v). \]  
(18.12)

Differentiating equation \( e^{\alpha_j(t)/2} u_j(v) = e^{\alpha_i(t)/2} u_i(v) \) (see eq. (18.6)) with respect to \( t \) at \( t = 0 \) we obtain
\[ \frac{1}{2} \dot{a}_j(0) u_j(v) + \dot{u}_j(v) = \frac{1}{2} \dot{a}_i(0) u_i(v) + \dot{u}_i(v) \]  
(18.13)

Defining \( u(v) := u_j(v) \) which by (18.6) does not depend on \( j \) and \( w := \partial_t (e^{\alpha(t)/2} u(t)) |_{t=0} \) we have from the previous displayed equation
\[ \dot{u}_j(v) = u(v) - \frac{1}{2} \dot{a}_j(v) u(v). \]  
(18.14)

To obtain the expression for \( \dot{u} \) we first define the function \( g \)
\[ g \in \bigoplus_{j=1}^N C^\infty([0,N]) \oplus \bigoplus_{s=N+1}^{N+M} C^\infty([0,\infty)) \]

such that
\[ \sum_{e_j \ni v} \partial_v g_j(v) = -\frac{3}{2} \sum_{e_j \ni v} \dot{a}_j \partial_v u_j(v), \]  
(18.15)
\[ g_j(v) - g_i(v) = \frac{1}{2} (\dot{a}_i - \dot{a}_j) u(v). \]  
(18.16)

We assume without loss of generality that both \( g \) and \( u \) are real.

We can write first using equation (18.11) and then equation (18.5)
\[ \langle (\dot{z} - 2\dot{a}z)u - (P - z)g, u \rangle = \langle (P - z)(\dot{u} - g), u \rangle = \]  
\[ = \langle \dot{u} - g, (P - \bar{z})u \rangle + \sum_{v \in \Gamma} \sum_{e_j \ni v} e^{\dot{a}_j(t)/2} (\dot{u}_j - g_j(v)) \partial_v u_j(v) - \partial_v (\dot{u}_j - g_j(v)) u_j(v) \].

Now using \( z(0) \in \mathbb{R} \) and \( (P - z)u = 0 \) the first term disappears. With the use of equations (18.13) and (18.16) we find that \( (\dot{u} - g)(v) := (\dot{u}_j - g_j)(v) \) does not depend on \( j \). Using this fact, the coupling conditions (18.6) for \( u \) at \( t = 0 \) and the previous displayed equation we have
\[ \langle (\dot{z} - 2\dot{a}z)u - (P - z)g, u \rangle = \]  
\[ = \sum_{v \in \Gamma} (\dot{u} - g)(v) \sum_{e_j \ni v} \partial_v u_j(v) - \sum_{v \in \Gamma} \bar{u}(v) \sum_{e_j \ni v} \partial_v (\dot{u}_j - g_j)(v) = 0. \]
We have used \( \sum_{e_j \ni v} \partial_v \hat{u}_j(v) = 0 \) (this follows from the coupling conditions (18.6) at \( t = 0 \)) and \( \sum_{e_j \ni v} \partial_v (\hat{u}_j - g_j)(v) = 0 \) (which follows from equations (18.15) and (18.12)).

We subsequently obtain
\[
0 = - \frac{d}{dt} \langle (P(t) - z(t))u(t), \mathbb{1}_{x \not\in R}u(t) \rangle \bigg|_{t=0} = \langle \dot{z} u - 2 \dot{a} z u - (P - z) \dot{u}, u \rangle = \\
= \dot{z} - 2 \dot{a} \langle \dot{u}, u \rangle + \sum_{v \in \Gamma} \sum_{e_j \ni v} \left[ \frac{3}{2} \dot{a}_j \partial_v \hat{u}_j(v) u(v) - \left( w(v) - \frac{1}{2} a_j u(v) \right) \partial_v \hat{u}_j(v) \right] = \\
= \dot{z} - 2 \dot{a} \langle \dot{u}, u \rangle - \sum_{v \in \Gamma} \sum_{e_j \ni v} \dot{a}_j \partial_v \hat{u}_j(v) u(v) .
\]

(18.17)

In the first equality we used \( (P(t) - z(t))u(t) = 0 \). In the second equality we differentiated the inner product with respect to \( t \) using (18.10); the term where \( \mathbb{1}_{x \not\in R}u(t) \) is differentiated disappears because in that case the first entry of the inner product is zero due to \( (P(t) - z(t))u(t) = 0 \). The third equality follows from the fact that \( u \) is normalized, equation (18.5), the fact that \( z(0) \in \mathbb{R} \) and \( (P - z)u = 0 \). The fourth equality uses equations (18.12) and (18.14). The fifth equality follows from the coupling conditions \( \sum_{e_j \ni v} \partial_v \hat{u}_j(v) = 0 \).

We define
\[
\tilde{v} := g + R(k)(\dot{z} u - 2 \dot{a} z u - (P - z)g) , \quad z = k^2 \quad k > 0 ,
\]
where \( R(k) \) is the resolvent \((P - k^2)^{-1}\). Function \( \tilde{v} \) is well defined, outgoing and solves the problem (18.11), (18.12) and (18.13) satisfied by \( \dot{u} \). Since \( z \) is a simple eigenvalue, we have by Theorem 4.18 in [DZ] that \( \dot{u} - \tilde{v} \) is a multiple of \( u \). Hence we can write
\[
\dot{u} = \alpha u + g + R(k)(\dot{z} u - 2 \dot{a} z u - (P - z)g) \quad (18.18)
\]
with complex \( \alpha \).

Now we return to the equation (18.9) again and try to rewrite first term on the rhs.
\[
2 \text{Im} \langle (P - z)\dot{u}, \mathbb{1}_{x \not\in R} \dot{u} \rangle = 2 \text{Im} \langle \dot{z} u - 2 \dot{a} z u, \dot{u} \rangle = \\
= 2 \text{Im} \langle \dot{z} u - 2 \dot{a} z u, \alpha u + g + R(k)(\dot{z} u - 2 \dot{a} z u - (P - z)g) \rangle = \\
2 (\text{Im} \hat{a})(\dot{z} - 2 \langle \dot{a} u, u \rangle) - 4z \text{Im} \langle \dot{a} u, R(k)(\dot{z} u - 2 \dot{a} z u - (P - z)g) \rangle .
\]

(18.19)

In the first equality we used equation (18.11); the term \( \mathbb{1}_{x \not\in R} \) is no longer needed because \( u \) has support only on the internal part of the graph. In the second equality we substituted (18.18). The third equality uses the fact that \( \dot{z} \langle u, g \rangle \in \mathbb{R} \) and \( (2 \dot{a} z u, g) \in \mathbb{R} \), because all \( \dot{z} , u , g , z \) and \( \dot{a} \) are (assumed) to be real. Moreover, we use \( \|u\|^2 = 1 \).

We recall a property of the resolvent
\[
R(k)(x, y) = \overline{R(-k)}(x, y) ,
\]
which follows from considering \( \text{Im} \, k \gg 1, z = k^2 \) and noting \(((P - z)^{-1})^* = (P - \bar{z})^{-1}\). From this we have for real \( k \)

\[
2i\text{Im} \, R(k) = R(k) - \overline{R(k)} = R(k) - R(-\bar{k}) = R(k) - R(-k)
\]  
(18.20)

and subsequently

\[
2i\text{Im} \, R(k)u(k) = [R(k) - R(-k)]u(k) = 0,
\]  
(18.21)

which follows from \( u(-k) = u(k) \) and

\[
(P - k^2)f(k) = u(k) \quad \Rightarrow \quad (P - (-k)^2)f(k) = u(-k)
\]

and hence

\[
R(k)u(k) - R(-k)u(-k) = 0.
\]

The identity \( \text{Im} \, \langle u, R(k)(z\dot{u} - 2\dot{z}u - (P - z)g) \rangle = 0 \), which is used in the third equality in (18.19), follows from (18.21).

Using (18.20) we can rearrange the last term in (18.19).

\[
4z \, \text{Im} \, \langle \dot{a}u, R(k)(-\dot{z}u + 2\dot{z}u + (P - z)g) \rangle =
\]

\[
= \frac{2z}{i} \langle \dot{a}u, (R(k) - R(-k))(2\dot{z}u + (P - z)g) \rangle. \tag{18.22}
\]

We have used equation (18.20). The term \( \langle \dot{a}u, R(k)(\dot{z}u) \rangle \) vanishes because of equation (18.21).

Theorem 4.20 in [DZ] gives

\[
(R(k) - R(-k))f = \frac{i}{2k} \sum_{s=N+1}^{N+M} e^s(k, x) \langle f, e^s(k, \bullet) \rangle, \quad k \in \mathbb{R}, \quad f \in \mathcal{H}_R. \tag{18.23}
\]

Using it one finds

\[
\frac{2z}{i} \langle \dot{a}u, (R(k) - R(-k))(2\dot{z}u + (P - z)g) \rangle =
\]

\[
= -k \sum_{s=N+1}^{N+M} \langle \dot{a}u, e^s(2k^2\dot{u} + (P - z)g, e^s) \rangle =
\]

\[
= -2k^3 \sum_{s=N+1}^{N+M} \langle \dot{a}u, e^s \rangle^2 - k \sum_{s=N+1}^{N+M} \langle \dot{a}u, e^s \rangle \langle e^s, (P - z)g \rangle. \tag{18.24}
\]

For the inner product in the last term of the previous equation, we can write

\[
\langle e^s, (P - z)g \rangle = \langle (P - z)e^s, g \rangle - \sum_{v \in \Gamma} \sum_{j \in v} \frac{1}{2} \partial_v \left( 3\partial_v u_j(v)e^s(v) - u(v)\partial_v e^s_j(v) - e^s_j(v) \right)
\]

\[
= \sum_{v \in \Gamma} \sum_{j \in v} \frac{1}{2} \partial_v \left( 3\partial_v u_j(v)e^s(v) - u(v)\partial_v e_v^s(v) \right) +
\]

\[
+ \sum_{v \in \Gamma \setminus J \in v} \left( g_i(v) + \frac{1}{2} \partial_v u_i(v) \right) \sum_{j \in v} \partial_v e^s_j(v) =
\]

\[
= \sum_{v \in \Gamma} \sum_{j \in v} \frac{1}{2} \partial_v \left( 3\partial_v u_j(v)e^s(v) - u(v)\partial_v e^s_j(v) \right). \tag{18.25}
\]
In the first equality we used \( z \in \mathbb{R} \), equation (18.5) and the fact that \( g \) is real. The second equality uses \( (P - z)e^s = 0 \) and the equations (18.15) and (18.16). In the third equality we use the fact that \( e^s \) fulfills the standard coupling conditions at the vertices.

To summarize, using (18.19), (18.22), (18.24) and (18.25) we get

\[
2 \text{Im} \left((P - z)\hat{u}, 1_{x \leq R} \hat{u}\right) = 2 \left(\text{Im} \hat{\alpha}\right)\left(\frac{d\hat{u}}{dz} \right) + 2k^3 \sum_{s = N + 1}^{N + M} |\hat{a}(\hat{u}, e^s)|^2 - 2k \sum_{s = N + 1}^{N + M} \hat{a}(\hat{u}, e^s) \sum_{v \in \Gamma, e_j \ni v} \frac{1}{4} \hat{a}_j (3\partial_v u_j(v)e^s(v) - u(v)\partial_v e^s_j(v)) ,
\]

\[(18.26)\]

Now we turn to the second term on the rhs of the equation (18.9)

\[
2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v \hat{u}_j(v)\hat{a}_j(v) = 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v \hat{u}_j(v)(\hat{a}u_j + g_j + \frac{R(k)}{2}(\hat{a}u - 2z\hat{a}u - (P - z)g))_j(v) = 2 \left(\text{Im} \hat{\alpha}\right) \sum_{v \in \Gamma, e_j \ni v} \sum_{j \ni v} -\frac{3}{2} \hat{a}_j \partial_v u_j(v)u(v) + 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \sum_{j \ni v} \partial_v \hat{u}_j(v) \left(-\frac{1}{2} \hat{a}_j u(v) + \frac{1}{2} \hat{a}_i u(v) + g_i(v)\right) - 2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \sum_{j \ni v} \partial_v \hat{u}_j(v)R(k)(2z\hat{a}u + (P - z)g)_j(v) .
\]

\[(18.27)\]

In the first equality we used equation (18.18). In the second equality we used equations (18.12), (18.16) and (18.21). The term

\[
\text{Im} \sum_{v \in \Gamma, e_j \ni v} \sum_{j \ni v} \partial_v \hat{u}_j(v) \left(\frac{1}{2} \hat{a}_i u(v) + g_i(v)\right) = \text{Im} \sum_{v \in \Gamma} \left(\frac{1}{2} \hat{a}_i u(v) + g_i(v)\right) \sum_{e_j \ni v} \partial_v \hat{u}_j(v) = \text{Im} \sum_{v \in \Gamma} \left(\frac{1}{2} \hat{a}_i u(v) + g_i(v)\right) \sum_{e_j \ni v} \left(-\frac{3}{2} \hat{a}_j \partial_v u_j(v)\right) = 0
\]

vanishes, because \( u \), \( g \) and \( \hat{a} \) are real functions.

Now we will study the second term in (18.27).

\[
2 \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v \hat{u}_j(v) \left(\frac{1}{2} \hat{a}_j u(v)\right) = -\left(\text{Im} \alpha\right) \sum_{v \in \Gamma, e_j \ni v} \partial_v u_j(v)\hat{a}_j u(v) - \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v g(v)\hat{a}_j u(v) + \text{Im} \sum_{v \in \Gamma, e_j \ni v} \partial_v R(k)(2z\hat{a}u + (P - z)g)_j\hat{a}_j u(v) = (\text{Im} \hat{\alpha}) \sum_{v \in \Gamma, e_j \ni v} \partial_v u_j(v)\hat{a}_j u(v) + \]

\[(18.28)\]
In the first equality we used equations (18.18) and (18.21). In the second equality we used the fact that \( u, g \) and \( \dot{a} \) are real functions and equation (18.23). In the last equality we used equation (18.25).

Now we rearrange the third term in (18.27).

\[
-2 \text{Im} \sum_{v \in \Gamma e_j \ni v} \partial_v \dot{u}_j(v) \overline{\hat{R}(k)}(2z\dot{a}u + (P - z)g)(v) = \\
= 2 \sum_{v \in \Gamma e_j \ni v} \left( -\frac{3}{2} \right) \dot{a}_j \partial_v u_j(v) \frac{1}{4k} \sum_{s=N+1}^{N+M} e^s(v)(2z\dot{a}u + (P - z)g, e^s) = \\
= -\frac{3}{4} \sum_{v \in \Gamma e_j \ni v} \sum_{s=N+1}^{N+M} \dot{a}_j \partial_v u_j(v) e^s(v) \left[ 2k \langle \dot{a}u, e^s \rangle + \frac{1}{k} \langle e^s, (P - z)g \rangle \right] = \\
= -\frac{3}{4} \sum_{v \in \Gamma e_j \ni v} \sum_{s=N+1}^{N+M} \dot{a}_j \partial_v u_j(v) e^s(v) \cdot \\
\cdot \left[ 2k \langle \dot{a}u, e^s \rangle + \frac{1}{2k} \sum_{v' \in \Gamma e_i \ni v'} \dot{a}_i (3\partial_v u_i(v)e^s(v) - u(v)\partial_v e_i^s(v)) \right]. 
\]

In the first equality we used equations (18.12), (18.20) and (18.23). The last equality follows from equation (18.25).

To summarize, we have from substituting (18.28) and (18.29) to (18.27)

\[
2 \text{Im} \sum_{v \in \Gamma e_j \ni v} \partial_v \dot{u}_j(v) \hat{u}_j(v) = \\
= -2(\text{Im} \ \hat{a}) \sum_{v \in \Gamma e_j \ni v} \dot{a}_j \partial_v u_j(v)u(v) + \\
\]
Let us assume a graph \( \Gamma \). Moreover, we have \( u_0 \) there and we have zeros of the eigenfunction at all the vertices of the graph:

\[
\text{There are zeros of the eigenfunction at all the vertices of the graph:}
\]

Proof: If a half-line is attached to some vertex, functional value of the eigenfunction must be zero there and we have \( u_j(x) = C_j \sin kx \). Because the graph is connected and \( k\ell_j \) is a multiple of \( \pi \), this relation holds for all edges of the graph. For \( e^s_j(k, x) \) we use the ansatz

\[
e^s_j(k, x) = A_{js} \sin kx + B_{js} \cos kx.
\]

There are zeros of the eigenfunction at all the vertices of the graph: \( u_j(0) = u_j(\ell_j) = 0 \). Moreover, we have

\[
\begin{align*}
\partial_y u_j(0) &= -C_j k \cos k0 = -C_j k, \\
\partial_y u_j(\ell_j) &= C_j k \cos k\ell_j = C_j k(1)^{n_j}, \\
e^s_j(k, 0) &= A_{js} \sin k0 + B_{js} \cos k0 = B_{js}, \\
e^s_j(k, \ell_j) &= A_{js} \sin k\ell_j + B_{js} \cos k\ell_j = B_{js}(1)^{n_j}.
\end{align*}
\]
Hence
\[ \partial_v u_j(0) = \partial_v u_j(\ell_j)(-1)^{n_j+1}, \]  
(18.31)
\[ e_j^s(k, 0) = e_j^s(k, \ell_j)(-1)^{n_j}. \]  
(18.32)

We can rewrite the second part of \( F_s \) in the following way
\[
\sum_{v \in \Gamma} \sum_{e_j \ni v} \frac{1}{4} \hat{a}_j \left[ 3 \partial_v u_j(v) e^s(k, v) - u(v) \partial_v e_j^s(k, v) \right] = \\
\sum_{j=1}^{N+M} \sum_{v \in \partial e_j} \frac{3}{4} \hat{a}_j \partial_v u_j(v) e^s(k, v) = \sum_{j=1}^{N+M} \frac{3}{4} \hat{a}_j \left[ \partial_v u_j(0) e^s(k, 0) - \partial_v u_j(\ell_j) e^s(k, \ell_j) \right] = \\
\sum_{j=1}^{N+M} \frac{3}{4} \hat{a}_j \partial_v u_j(\ell_j) e^s(k, \ell_j) \left( -1 \right)^{n_j+1} \left( -1 \right)^{n_j} = 0.
\]

In the first equality we have used the fact that \( u(v) = 0 \) for all \( v \) and changed the sums as in equation (18.5). The last equality follows from equations (18.31) and (18.32). The claim of the theorem follows now from Theorem 18.1. Q.E.D.

We illustrate the usage of Theorem 18.1 in two simple examples.

### 18.1 Example: two segments and a half-line

We consider a graph consisting of two segments (abscissas) of length \( \ell_j(t) = e^{-a_j(t)} \ell_j, a_j(0) = 0 \). Both abscissas are in the central vertex connected with one half-line (see Figure 18.1). We assume standard coupling at the central vertex and Neumann coupling at the loose ends of the segments. We parametrize the segments by intervals \((0, \ell_j(t))\) with \( x = 0 \) at the loose ends and we parametrize the half-line by the interval \((0, \infty)\) with \( x = 0 \) at the central vertex.
Let us first find the eigenfunction for \( t = 0 \) and for \( k = \pi/2 \) and \( \ell = 1 \). Since there is the Neumann condition at the loose ends of the segments, we use the ansatz

\[
u_1(k, x) = \alpha \cos kx, \quad u_2(k, x) = -\alpha \cos kx, \quad u_3(k, x) \equiv 0,
\]

where \( j = 1, 2 \) corresponds to the segment-components of the wavefunction and \( j = 3 \) to the half-line component. We find the constant \( \alpha \) which normalizes \( u \)

\[
1 = 2 \int_0^\ell |u_1(k, x)|^2 \, dx = 2|\alpha|^2 \int_0^\ell \cos^2 kx \, dx = |\alpha|^2 \ell.
\]

We have used the fact that integral of \( \cos^2 kx \) over half of its period is equal to the length of the interval divided by two. Therefore, we choose \( \alpha = 1/\sqrt{\ell} \) and have

\[
u_1(k, x) = \frac{1}{\sqrt{\ell}} \cos kx, \quad u_2(k, x) = -\frac{1}{\sqrt{\ell}} \cos kx, \quad u_3(k, x) \equiv 0.
\]

Now we find the generalized eigenfunction \( e^1(k, x) \). Following definition in equations (18.1) and (18.2) we choose the ansatz

\[
e_1^1(k, x) = \beta_1 \cos kx, \quad e_2^1(k, x) = \beta_2 \cos kx, \quad e_3^1(k, x) = e^{-ikx} + s_{11} e^{ikx}.
\]

From the coupling conditions at the central vertex we have for \( k^2 \) not in the spectrum

\[
\beta_1 \cos k\ell_1(t) = \beta_2 \cos k\ell_2(t) = 1 + s_{11},\]

\[
\beta_1 \sin k\ell_1(t) + \beta_1 \sin k\ell_1(t) + i(-1 + s_{11}) = 0.
\]

From the limit to \( t = 0 \) we have

\[
s_{11} = -1, \quad \beta_1 = \beta_2, \quad \beta_1 + \beta_2 - 2i = 0,
\]

from which we obtain \( \beta_1 = \beta_2 = i \) and hence we have

\[
e_1^1(k, x) = i \cos kx, \quad e_2^1(k, x) = i \cos kx, \quad e_3^1(k, x) = e^{-ikx} + e^{ikx}.
\]

Let the loose ends of the segments be vertices \( v_1 \) and \( v_3 \) and the central vertex be \( v_2 \). We find

\[
\partial_v u_1(v_1) = 0, \quad \partial_v u_2(v_3) = 0,
\]

\[
\partial_v e_1^1(v_1) = 0, \quad \partial_v e_2^1(v_3) = 0,
\]

\[
u_1(v_2) = 0, \quad u_2(v_2) = 0,
\]

\[
e_1^1(v_2) = 0, \quad e_2^1(v_2) = 0.
\]

Hence the second term in \( F_\ell \) vanishes similarly to Theorem 18.3. From Theorem 18.1 we have

\[
\text{Im} \tilde{k} = -|k \langle \dot{u}, e^1 \rangle|^2 = -k^2 \left| \sum_{j=1}^2 \int_0^\ell \dot{u}_j u_j(x) e_1^1(k, x) \, dx \right|^2 = -k^2 \left| -\dot{a}_1 \frac{i}{\sqrt{\ell}} \int_0^\ell \cos^2 kx \, dx + \dot{a}_2 \frac{i}{\sqrt{\ell}} \int_0^\ell \cos^2 kx \, dx \right|^2 = -k^2 \frac{1}{\ell} \left( \frac{\ell}{2} \right)^2 (\dot{a}_1 - \dot{a}_2)^2 = -\frac{k^2 \ell}{4} (\dot{a}_1 - \dot{a}_2)^2.
\]
Fermi’s golden rule

18.2 Example: five internal edges and two half-lines

Let us consider the graph in Figure 18.2 previously studied in [LZ16] as Example 2. For this graph, the second part of the expression for $F_s$ will be nontrivial. We will study the Fermi’s rule in more detail than in [LZ16].

The graph has five internal edges $e_j$, $j = 1, \ldots, 5$ denoted in Figure 18.2 and two half-lines $e_6$ and $e_7$. There are four vertices $v_1, v_2, v_3$ and $v_4$. Let the lengths of the internal edges be $\ell_j(t)$ with $\ell_j(0) = 1$, for all $j = 1, \ldots, 5$. We will represent these internal edges by intervals $(0, \ell_j(t))$ with $x = 0$ at $v_1$ for $e_1$ and $e_4$, $x = 0$ at $v_2$ for $e_2$ and $e_3$ and $x = 0$ at $v_3$ for $e_5$. The half-lines have $x = 0$ at the vertices $v_1$ or $v_2$, respectively.

First, we will find the eigenvalues and eigenfunctions. Clearly, there are eigenvalues with $k = n\pi$, $n \in \mathbb{Z}$; the corresponding eigenfunctions are antisymmetric with respect to the vertical axis, have zeros in all the vertices and are supported at the edges $e_1, e_2, e_3$ and $e_4$. For these eigenvalues, Theorem 18.3 applies. Therefore, we will focus on the non-trivial eigenvalues with the eigenfunctions symmetric with respect to the vertical axis. The eigenfunctions must be zero at $e_6$ and $e_7$, hence there is a zero at $v_1$ and $v_2$. We will choose the ansatz

$$u_1(k, x) = C_1 \sin kx, \quad u_2(k, x) = -C_1 \sin kx, \quad u_3(k, x) = C_2 \sin kx,$$

$$u_4(k, x) = -C_2 \sin kx, \quad u_5(k, x) = C_3 \sin k \left( x - \frac{1}{2} \right) + C_4 \cos k \left( x - \frac{1}{2} \right).$$

From the coupling condition at $v_3$ we have $C_2 = C_1$ (or $\sin k = 0$ which corresponds to already mentioned eigenvalues $k = n\pi$). Furthermore, we have from the coupling conditions at $v_3$ and $v_4$

$$-C_3 \sin \frac{k}{2} + C_4 \cos \frac{k}{2} = C_1 \sin k,$$

$$C_3 \sin \frac{k}{2} + C_4 \cos \frac{k}{2} = -C_1 \sin k,$$
\[ -2kC_1 \cos k + C_3 k \cos \frac{k}{2} + C_4 k \sin \frac{k}{2} = 0. \]

Adding the first two equations we find \( C_4 = 0 \) (or \( \cos \frac{k}{2} = 0 \) which leads again to eigenvalues as multiples of \( \pi \), now with eigenvalues supported also at \( e_5 \)). Hence we obtain

\[ C_3 = -C_1 \frac{\sin k}{\sin \frac{k}{2}} \]

and hence

\[ \tan k + 2 \tan \frac{k}{2} = 0. \]

From the last equation we find one of the eigenvalues \( k_0 = \arccos \left( -\frac{1}{3} \right) \approx 1.9106 \). From normalization we find

\[ 1 = \|u\|^2 = 4|C_1|^2 \int_0^1 \sin^2 kx \, dx + \left| \frac{\sin k}{\sin \frac{k}{2}} \right|^2 |C_1|^2 \int_0^1 \sin^2 k \left( x - \frac{1}{2} \right) \, dx, \]

from which we have \( C_1 \approx 0.6124 \).

Now we turn to generalized eigenfunction \( \psi_{\mu}(k, x), \, s = 1, 2 \). (Do not confuse it with the notation for the edges, the generalized eigenfunctions have the superscript.) For the components of the first eigenfunction, we choose the ansatz

\[
e_{16}(k, x) = e^{-ikx} + s_{16} e^{ikx}, \quad e_{17}(k, x) = s_{17} e^{ikx},
\]

\[
e_{16}(k, x) = A_j \sin kx + B_j \cos kx, \quad j = 1, \ldots, 4,
\]

\[ e_{15}(k, x) = A_5 \sin k \left( x - \frac{1}{2} \right) + B_5 \cos k \left( x - \frac{1}{2} \right). \]

From the coupling conditions at \( v_1 \) and \( v_2 \) we have

\[ B_4 = B_1 = 1 + s_{16}, \quad A_1 + A_4 + i(s_{16} - 1) = 0, \]
\[ B_3 = B_2 = s_{17}, \quad A_3 + A_2 + is_{17} = 0, \]

and hence

\[ A_4 = -A_1 - i(B_1 - 2), \quad A_3 = -A_2 - iB_2. \] (18.33)

From the coupling conditions at the vertices \( v_3 \) and \( v_4 \) we obtain

\[ A_1 \sin k + B_1 \cos k = -A_5 \sin \frac{k}{2} + B_5 \cos \frac{k}{2} = A_2 \sin k + B_2 \cos k, \] (18.34)

\[ -(A_1 + A_2) \cos k + (B_1 + B_2) \sin k + A_5 \cos \frac{k}{2} + B_5 \sin \frac{k}{2} = 0, \] (18.35)

\[ A_4 \sin k + B_4 \cos k = A_3 \sin k + B_3 \cos k = A_5 \sin \frac{k}{2} + B_5 \cos \frac{k}{2}, \]

\[ -(A_3 + A_4) \cos k + (B_3 + B_4) \sin k = A_5 \cos \frac{k}{2} + B_5 \sin \frac{k}{2} = 0. \]
The term with the above equation for $M$ is symmetric with respect to the horizontal axis. The values at the vertices are

\[
\begin{align*}
    u(v_1) &= 0, & \partial_v u_1(v_1) &= -kC_1, & e_1^1(v_1) &= \tilde{B}_1, & \partial_v e_1(v_1) &= -\tilde{A}_1, \\
    u(v_3) &= C_1 \sin k, & \partial_v u_1(v_3) &= k C_1 \cos k, & e_1(v_3) &= \tilde{A}_1 \sin k + \tilde{B}_1 \cos k, & \partial_v e_1(v_3) &= \tilde{A}_1 k \cos k - \tilde{B}_1 k \sin k. \\
    u(v_2) &= 0, & \partial_v u_2(v_2) &= -kC_1, & e_2^1(v_2) &= \tilde{B}_2, & \partial_v e_2(v_2) &= -\tilde{A}_2, & u(v_3) &= C_1 \sin k, & \partial_v u_2(v_3) &= k C_1 \cos k, & e_2(v_3) &= \tilde{A}_2 \sin k + \tilde{B}_2 \cos k, & \partial_v e_2(v_3) &= \tilde{A}_2 k \cos k - \tilde{B}_2 k \sin k.
\end{align*}
\]

For the inner product we find for $t = 0$

\[
\begin{align*}
    k \langle \dot{u}, e^1 \rangle &= k (\dot{a}_1 - \dot{a}_4) \left[ C_1 \tilde{A}_1 \int_0^1 \sin^2 k x \, dx + C_1 \tilde{B}_1 \int_0^1 \sin k x \cos k x \, dx \right] + \kappa (\dot{a}_2 - \dot{a}_3) \left[ C_1 \tilde{A}_2 \int_0^1 \sin^2 k x \, dx + C_1 \tilde{B}_2 \int_0^1 \sin k x \cos k x \, dx \right] \\
    &= (\dot{a}_1 - \dot{a}_4) (0.2722 - 0.3406i) + (\dot{a}_2 - \dot{a}_3) (-0.4119 + 0.1431i).
\end{align*}
\]

The term with $\dot{a}_5$ vanishes, because $u_5$ is antisymmetric with respect to the horizontal axis and $e_5^1$ is symmetric with respect to the horizontal axis.

The values at the vertices are

\[
\begin{align*}
    u(v_1) &= 0, & \partial_v u_1(v_1) &= -kC_1, & e_1^1(v_1) &= \tilde{B}_1, & \partial_v e_1(v_1) &= -\tilde{A}_1, \\
    u(v_3) &= C_1 \sin k, & \partial_v u_1(v_3) &= k C_1 \cos k, & e_1(v_3) &= \tilde{A}_1 \sin k + \tilde{B}_1 \cos k, & \partial_v e_1(v_3) &= \tilde{A}_1 k \cos k - \tilde{B}_1 k \sin k. \\
    u(v_2) &= 0, & \partial_v u_2(v_2) &= -kC_1, & e_2^1(v_2) &= \tilde{B}_2, & \partial_v e_2(v_2) &= -\tilde{A}_2, & u(v_3) &= C_1 \sin k, & \partial_v u_2(v_3) &= k C_1 \cos k, & e_2(v_3) &= \tilde{A}_2 \sin k + \tilde{B}_2 \cos k, & \partial_v e_2(v_3) &= \tilde{A}_2 k \cos k - \tilde{B}_2 k \sin k.
\end{align*}
\]
The eigenfunction $u$ is antisymmetric with respect to the horizontal axis and the generalized eigenfunction $e^1$ is symmetric with respect to the horizontal axis. From this follows that the contribution of the second term in $F_1$ from the edges $e_4$ and $e_3$ differs from the contribution of the edges $e_1$ and $e_2$ only in the sign before $\dot{a}_j$. The contribution of the edges $e_5$ from these reasons vanishes. To summarize, we have after rearranging the terms

$$
\frac{1}{k} \sum_{v \in \Gamma} \sum_{e_j \ni v} \frac{1}{4} \dot{a}_j (3\partial_{e_j}u_j(v)e^2_j(k,v) - u(v)\partial_{e_j}e^3_j(k,v)) = (\dot{a}_1 - \dot{a}_4)\frac{1}{2} C_1 (\dot{A}_1 \sin k \cos k - \dot{B}_1 \sin^2 k) + (\dot{a}_2 - \dot{a}_3)\frac{1}{2} C_1 (\dot{A}_2 \sin k \cos k - \dot{B}_2 \sin^2 k) = \pm \dot{a}_1 - \dot{a}_4)(-0.2722 + 0.0481i) + (\dot{a}_2 - \dot{a}_3)(0.1361 - 0.2406i)
$$

for $F_1$

$$
F_1 \doteq (\dot{a}_1 - \dot{a}_4)(-0.2925i) + (\dot{a}_2 - \dot{a}_3)(0.2758 - 0.0975i).
$$

Since $u$ is symmetric with respect to the vertical axis and the problem for $e^2$ is symmetric to the problem for $e^1$ with respect to the vertical axis, one can easily find $F_2$.

$$
F_2 \doteq (\dot{a}_1 - \dot{a}_4)(0.2758 - 0.0975i) + (\dot{a}_2 - \dot{a}_3)(-0.2925i).
$$

For the imaginary part of $\ddot{k}$ at $k_0$ we find from Theorem 18.1

$$
\text{Im } \ddot{k} = -[(\dot{a}_1 - \dot{a}_4)^2 + (\dot{a}_2 - \dot{a}_3)^2] 0.1711 - (\dot{a}_1 - \dot{a}_4)(\dot{a}_2 - \dot{a}_3)0.1141.
$$
19 Topological resonances and tails of the integrated distribution for the mean intensity

In this section we will review the results of [GSS13] on so-called topological resonances. These resonances, studied also in Section 17, arise from eigenvalues, which can be obtained for some coupling conditions when there is a cycle with rationally related edges. Before we formulate the main theorem of the section, we begin with a definition.

**Definition 19.1** Let us assume a graph $\Gamma$ with $N$ internal edges and $M$ half-lines with standard coupling at all the vertices. Let the functional values at the internal edges be

$$f_j(x) = a_{j+} e^{ikx} + a_{j-} e^{-ikx}, \quad j = 1, \ldots, N$$

with $x = 0$ at the middle of the edge. The mean intensity of the graph $\alpha(k)$ is defined as

$$\alpha(k) = \frac{1}{N} \sum_{j=1}^{N} (|a_{j+}|^2 + |a_{j-}|^2).$$

When one solves (numerically) the scattering problem with the incoming wave of unit flux and with (real) wave number $k$, one can find the coefficients $a_{j+}$, $a_{j-}$ on the internal edges and subsequently also the mean intensity. Then one defines distribution

$$P(\alpha) = \lim_{K \to \infty} \frac{1}{K} \int_{-K}^{K} \delta(\alpha - \alpha(k)) \, dk$$

and its cumulative form

$$I(\alpha) = \int_{\alpha}^{\infty} P(\alpha') \, d\alpha'.$$

We state the main result of this section, found both numerically and theoretically in [GSS13].

**Theorem 19.2** Let us assume a graph consisting of one cycle of $C$ edges and let there be at all the vertices of the cycle exactly one half-line attached (see Figure 19.1). Let there be standard coupling at all the vertices. Then

$$P(\rho) \sim \rho^{-\mu_C^{-1}}, \quad I(\alpha) \sim \alpha^{-\mu_C}, \quad \mu_C = \frac{C + 1}{2}.$$

**Proof:** Now we present a sketch of the proof of the theorem following [GSS13]. First, we find the relation between the vector of the amplitudes of the incoming waves on the half-lines and the amplitudes of the waves on the internal edges. We construct the oriented graph $\Gamma_2$ similarly to Section 12, the only difference is that now there are two oriented bonds added also instead of the half-lines. Part of the oriented graph $\Gamma_2$ is shown in Figure 19.2; there are bonds corresponding to two adjacent edges and one half-line shown.
The wavefunction on the $j$-th edge can be described by the following three possibilities.

$$f_j(x) = a_j + e^{ikx} + a_j - e^{-ikx}, \quad x = 0 \text{ at the middle of the edge},$$

$$\tilde{f}_j(x) = \tilde{a}_j + e^{ikx} + \tilde{a}_j - e^{-ikx}, \quad x = 0 \text{ at the middle vertex},$$

$$\tilde{\tilde{f}}_j(x) = \tilde{\tilde{a}}_j + e^{ikx} + \tilde{\tilde{a}}_j - e^{-ikx}, \quad x = 0 \text{ at the right vertex}.$$

From the relations

$$f_j(x - \ell_j(x)/2) = \tilde{f}_j(x), \quad f_j(x + \ell_j(x)/2) = \tilde{\tilde{f}}_j(x)$$
we have

\[ \tilde{a}_{j+} = a_j e^{-\frac{i k \ell_j}{r}}, \quad \tilde{a}_{j-} = a_j e^{-\frac{i k \ell_j}{r}}, \quad \tilde{a}_{j+} = a_j e^{\frac{i k \ell_j}{r}}, \quad \tilde{a}_{j-} = a_j e^{\frac{i k \ell_j}{r}}. \]  

From the definition of the vertex-scattering matrix (see Section 12) at the \( j \)-th vertex we obtain

\[ \begin{pmatrix} \tilde{a}_{j+} \\ \tilde{a}_{(j-1)-} \\ b_{j}^{\text{out}} \end{pmatrix} = \sigma_j \begin{pmatrix} \tilde{a}_{j-} \\ \tilde{a}_{(j-1)+} \\ b_{j}^{\text{in}} \end{pmatrix}. \]

The vertex scattering matrix is \( \sigma_j = \frac{2}{3} J_3 - I \). Using the previous equation and the relations (19.1) we obtain

\[ e^{-\frac{i k \ell_j}{r}} a_{j+} = -\frac{1}{3} e^{i k \ell_j} a_{j-} + \frac{2}{3} e^{i k \ell_j} a_{(j-1)+} + \frac{2}{3} b_{j}^{\text{in}}, \]

\[ e^{-\frac{i k \ell_j}{r}} a_{(j-1)-} = \frac{2}{3} e^{i k \ell_j} a_{j-} + \frac{1}{3} e^{i k \ell_j} a_{(j-1)+} + \frac{2}{3} b_{j}^{\text{in}}, \]

This can be rewritten as

\[ \begin{pmatrix} I_C - \frac{2}{3} e^{i k \ell_j/2} P e^{i k \ell_j/2} & \frac{1}{3} e^{i k \ell_j} \\ \frac{1}{3} e^{i k \ell_j} & I_C - \frac{2}{3} e^{i k \ell_j/2} P^{-1} e^{i k \ell_j/2} \end{pmatrix} a = \left( \begin{array}{c} \frac{2}{3} e^{i k \ell_j/2} P b_{\text{in}} \\ \frac{2}{3} e^{i k \ell_j/2} b_{\text{in}} \end{array} \right), \]

where \( P \) is the permutation matrix of the cyclic permutation, \( I_C \) is \( C \times C \) identity matrix, \( \ell = \text{diag}(\ell_1, \ell_2, \ldots, \ell_C) \) is \( C \times C \) diagonal matrix, \( a = (a_1, a_2, \ldots, a_C, a_1+, a_2+, \ldots, a_C+) \)

Hence we can find

\[ a = (I_{2C} - e^{i k \ell_j/2} \sigma_{CC} e^{i k \ell_j/2})^{-1} e^{i k \ell_j/2} \sigma_{CL} b_{\text{in}}, \]

where \( I_{2C} \) is \( 2C \times 2C \) identity matrix, \( \ell = \begin{pmatrix} \ell & 0 \\ 0 & \ell \end{pmatrix} \) is \( 2C \times 2C \) diagonal matrix and

\[ \sigma_{CL} = \frac{2}{3} \begin{pmatrix} P \\ I_C \end{pmatrix}, \quad \sigma_{CC} = \frac{1}{3} \begin{pmatrix} 2P & -I_C \\ -I_C & 2P^{-1} \end{pmatrix}. \]

The matrix \( \sigma_{CC} \) has eigenvalue 1 with eigenvector \((1, 1, \ldots, 1, -1, -1, \ldots, -1)^T\). The system has bound states if the matrix

\[ \Sigma(k) = e^{i k \ell_j/2} \sigma_{CC} e^{i k \ell_j/2} \]

has eigenvalue 1, which can happen for \( e^{i k \ell_j/2} = I_C \), e.g. when \( \ell_j \) are integer multiples of \( \ell_0 \) and \( k = 4\pi n / \ell_0 \). This cannot be satisfied for generic (rationally independent) lengths of the edges, but the point \( e^{i k \ell_j/2} = I_C \) can be approached with arbitrary precision as \( k \) increases (see [BG00]).

Defining \( \rho(k) := \frac{a}{b_{\text{in}}} \) we can write

\[ P(\rho) = \langle \delta(\rho - \rho(k)) \rangle_k = \frac{1}{(2\pi)^C} \int \delta(\alpha - \alpha(\theta)) \, d^C \theta, \]
where we have replaced the matrix $k\ell$ by a diagonal matrix $\theta = \text{diag}(\theta_1, \ldots, \theta_C, \theta_1, \ldots, \theta_C)$. We focus on the contribution from the region close to $\theta = 0$. [GSS13] then claims that from the second order perturbation follows

$$
\rho(\theta) \sim \frac{f^{(2)}(\hat{\theta})}{\bar{\theta}^2 + [g^{(2)}(\hat{\theta})]^2},
$$

where $\hat{\theta} = \frac{1}{C} \sum_{j=1}^C \theta_j$, $\hat{\theta}_j = \theta_j - \bar{\theta}$ and the functions $f^{(2)}$ and $g^{(2)}$ should be described in an announced publication by the authors of [GSS13], which, unfortunately, has not been published yet. The above result implies that $P(\rho) \sim \rho^{\mu_C - 1}$ with $\mu_C = \frac{C+1}{2}$. The form of $I(\rho)$ follows from integration.

From the numerical illustrations obtained in [GSS13] and the previous result, the authors come to the following conjecture.

**Conjecture 19.3** Let us assume a graph $\Gamma$ with $N$ internal and $M$ external edges and standard coupling at all the vertices. Let there be at most one half-line attached at each vertex. We say that vertex $v$ is on the boundary $\partial H$ of the subgraph $H$ if it is adjacent to at least one edge of $H$. Let $L$ be the minimum of the size (cardinality) of $\partial H$ over all connected subgraphs $H$ that contain a cycle and that contain no lead. Let $C$ be the number of edges in the shortest cycle. Let there be no loop (edge starting and ending at one vertex) and no vertices of degree 1.

Then $I(\alpha) \sim \alpha^{-\mu}$ with

$$
\mu = \begin{cases} 
\frac{L+2}{2} & \text{for } L \leq C - 1 \\
\frac{C+1}{2} & \text{for } L \geq C - 1
\end{cases}
$$

The form of $\mu$ for $L \leq C - 1$ is consistent with predictions of random-matrix models for chaotic scattering.

The problem of topological resonances was also studied in [CdVT]. They divided the graphs into two sets: tree graphs with at most one vertex of degree 1 and all other graphs. For the former set, there are not eigenvalues with compactly supported eigenfunctions. They proved the following theorem which states that from this follows that the former set does not have resonances close to the real axis. This means (as stated in the introduction) that all the generalized eigenfunctions decay quickly.

**Theorem 19.4** Let us assume that the graph $\Gamma$ is a tree with at most one vertex of degree 1. Let the length of its internal edges be $\ell_j$, $j = 1, \ldots, N$ and let $|L| = \sum_{j=1}^N \ell_j$. Then there exists a minimal finite number $h(\Gamma)$ so that for any choice of edge lengths for the set of resonances holds

$$
\text{Im } k^2 \leq -\frac{h(\Gamma)}{|L|}.
$$
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A Appendix: Combinatorial and metric graphs

This appendix summarizes the basics of the graph theory. For more details we refer the reader e.g. to [Di06] or Appendix A of [BK13].

**Definition A.1** Combinatorial graph $G$ is a pair $G = (V, E)$, where $V$ is the set of finitely or countably many points (vertices) and $E$ is the set of edges; each edge is identified with the pair $e = (v_i, v_j)$ of vertices $v_i, v_j \in V$. Loops ($v_i = v_j$) and multiple edges are allowed.

**Definition A.2** Metric graph $\Gamma$ is a pair $\Gamma = (V, E)$, where $V$ is the set of finitely or countably many points (vertices) and $E$ is the set of edges; each edge is identified with the pair $e = (v_i, v_j)$ of vertices $v_i, v_j \in V$ and now length $\ell_k \in (0, \infty]$ is assigned to each edge. Again, loops and multiple edges are allowed.

With small abuse of notation we used $E$ for both the set of edges of a combinatorial graph and metric graph. The edges of a metric graph can be finite ($\ell_k < \infty$) or (semi-)infinite ($\ell_k = \infty$).

The finite edges $E_f$ can be parametrized by intervals $x \in (0, \ell_k)$ with $x = 0$ corresponding to one end vertex and $x = \ell_k$ to another. The semi-infinite edges $E_i$ can be parametrized by intervals $x \in (0, \infty)$ with $x = 0$ corresponding to the vertex of the graph. The set $\Gamma \backslash E_i$ is called compact part of a metric graph.

**Definition A.3** Directed metric graph $\Gamma_2$ is a metric graph where to each edge (bond) orientation is assigned. One of the vertices of the bond $b$ is called origin and denoted by $o(b)$ and the other terminus and denoted $t(b)$.

For both combinatorial and metric graphs, we define the following notions.

**Definition A.4** The degree $d_v$ of a vertex $v \in V$ is the number of edges emanating from it. The graph is called regular if degree of all vertices is equal. The graph is called complete if each pair of vertices is connected by exactly one edge. Path is a non-empty subgraph $P = (V_1, E_1)$ of a graph $G$ or $\Gamma$ with $V_1 = \{v_1, v_2, \ldots, v_j\}$ and $E_1 = \{(v_1, v_2), (v_2, v_3), (v_3, v_4), \ldots, (v_j-1, v_j)\}$. If $P$ is a path, then $C = P \cup \{(v_j, v_1)\}$ is called a cycle. The graph without cycles is a tree. The graph is bipartite if there exist two disjoint subsets of its vertices such that the edges of the graph do not connect vertices from same subset. Star graph is a graph with only one vertex in one of these subsets and other vertices in the other subset.

The following proposition on the bipartite graph is trivial.

**Proposition A.5** The bipartite graph can be colored by only two colors such that no two vertices of the same color are connected by an edge.

Furthermore, we define adjacency matrix, for simplicity in the case with no loops and no multiple edges.

**Definition A.6** The adjacency matrix $A$ is $|V| \times |V|$ matrix (where $|V|$ is the number of vertices of the graph) with entries $A_{ij} = 1$ if the vertex $v_i$ is connected with the vertex $v_j$ and $A_{ij} = 0$ otherwise. The degree matrix $D$ is the diagonal $|V| \times |V|$ matrix with degrees of particular vertices on the diagonal. For a combinatorial graph we define a Laplacian matrix $L = D - A$. 
B Appendix: $L^p$ and Sobolev spaces

In this appendix we define $L^p$- and Sobolev spaces. For more details we refer the reader e.g. to [Ev98].

Let us define $L^p$- and Sobolev spaces first in an open subset of $\mathbb{R}^n$ and then for a graph.

**Definition B.1** Let $\Omega$ denote open subset of $\mathbb{R}^n$ and let $f : \Omega \to \mathbb{C}$ be a complex function of $n$ variables on $\Omega$. For a real number $1 \leq p < \infty$ we define the $L^p$ norm of $f$ as $\|f\|_p := (\int_{\Omega} |f(x)|^p \, dx)^{1/p}$ and for $p = \infty$ we define $\|f\|_\infty := \inf \{C \geq 0 : |f(x)| \leq C \text{ for almost every } x \}$. Function $f$ belongs to $L^p(\Omega)$ iff $\|f\|_p < \infty$. Function $f$ is locally integrable, i.e. belongs to $L^p(\Omega)_{\text{loc}}$, iff the above integral is finite for any compact subset $K \subset \Omega$.

In particular, for a metric graph and $p = 2$ we define in accordance with the previous definition square integrable functions on a graph.

**Definition B.2** For a metric graph $\Gamma$ with edges $e_j$ of lengths $\ell_j \in (0, \infty]$ a function $f$ with a components $f_j$ on edges $e_j$ belongs to $L^2(\Gamma)$ iff $\int_{e_j} |f_j(x)|^2 \, dx < \infty$ for all $j \in \{1, \ldots, N+M\}$, where $N$ is the number of finite edges and $M$ the number of semi-infinite edges of the graph $\Gamma$.

Square integrable functions are important because of postulates of quantum mechanics. One of the postulates is that the wavefunction of a quantum particle is square integrable. The square of the wavefunction is interpreted as the probability density and thus square of the wavefunction should be normalizable.

To define the Sobolev space, we start by weakening the notion of partial derivative.

**Definition B.3** The $n$-dimensional multiindex $\alpha$ is a $n$-tuple $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ of non-negative integers. By the symbol $D^\alpha$ we denote $\partial_1^{\alpha_1} \partial_2^{\alpha_2} \ldots \partial_n^{\alpha_n}$, where $\partial_j^{\alpha_j} \equiv \frac{\partial^{\alpha_j}}{\partial x_j^{\alpha_j}}$. By the symbol $|\alpha|$ we denote $|\alpha| = \alpha_1 + \alpha_2 + \ldots + \alpha_n$.

Suppose that functions $f, g \in L^1_{\text{loc}}(\Omega)$ and $\alpha$ is a multiindex. We say that $g$ is the $\alpha$-th weak partial derivative of $f$ (we write $D^\alpha f = g$) iff

$$\int_{\Omega} f D^\alpha \phi \, dx = (-1)^{|\alpha|} \int_{\Omega} g \phi \, dx$$

for all testfunctions $\phi \in C_c^\infty(\Omega)$, i.e. infinitely many times differentiable function with compact support in $\Omega$.

**Definition B.4** The Sobolev space $W^{k,p}(\Omega)$ consists of all locally integrable functions $f : \Omega \to \mathbb{R}$ such that for each multiindex $\alpha$ with $|\alpha| \leq k$, $D^\alpha f$ exists in the weak sense and belongs to $L^p(\Omega)$. The corresponding norm is $\|f\|_{k,p} = (\sum_{|\alpha| \leq k} \|D^\alpha f\|_p^p)^{1/p}$ for $1 \leq p < \infty$ and $\|f\|_{k,\infty} = \max_{|\alpha| \leq k} \|D^\alpha f\|_\infty$ for $p = \infty$.

**Definition B.5** Let $\Gamma$ be a metric graph with $N$ internal and $M$ external edges. By the symbol $W^{2,2}(\Gamma)$ we mean $W^{2,2}(\Gamma) = \oplus_{j=1}^{N+M} W^{2,2}(e_j)$, where $e_j$ denotes $j$-th edge.

Let us note that the Sobolev space on the graph defined above also includes the functions which are not continuous at the vertices of the graph.

Sometimes one can find notation $H^k \equiv W^{k,2}$.
Appendix: Self-adjoint extensions

In this section we recall basics of the theory of self-adjoint extensions; we give theorems without proofs. For a more detailed explanation we recommend e.g. the textbooks [BEH08, RS75b].

Definition C.1 Let $L$ be operator from $D(L) \subset X$ to $Y$, where $X$ and $Y$ are Banach spaces. Then we call the set $\Gamma(L) := \{ [x, Lx] : x \in D(L) \}$ the graph of the operator $L$. The operator $L$ is closed if the set $\Gamma(L)$ is closed in the Banach space $X \oplus Y$.

Definition C.2 Let $L$ be an operator in the Hilbert space $H$ with the scalar product $(\cdot, \cdot)$ and let its domain $D(L)$ be dense in $H$. By its adjoint we denote the operator $L^*$, which acts as $L^*y = y^\ast$, where $(y, Lx) = (y^\ast, x)$ for all $x \in D(L)$. The domain of $L^*$ consists of all $y$ for which the above relation holds. The operator is symmetric if $(y, Lx) = (Ly, x)$ and self-adjoint if $L = L^*$, i.e. the domains of $L$ and $L^*$ coincide. A self-adjoint operator $L_1$ is called self-adjoint extension of $L$ if $D(L) \subset D(L_1)$ and $L = L_1$ on $D(L)$.

In the following text we omit the identity operator id in $L - \lambda \equiv L - \lambda \text{id}$.

Definition C.3 Let $L$ be a linear operator in the Hilbert spaces $H$. Then the regularity domain $\pi(L)$ is defined as those complex $\lambda$ to which there exists positive constant $c_\lambda$ such that $\| (L - \lambda)x \| \geq c_\lambda \| x \|$ holds for any $x \in D(L)$. The orthogonal complement of $\text{Ran} (L - \lambda)$ is called deficiency subspace of $L$ with respect to $\lambda$. We denote its dimension by $\text{def} (L - \lambda)$.

Theorem C.4 It holds $\text{def} (L - \lambda) = \dim \text{Ker} (L^* - \bar{\lambda})$. The map $\lambda \mapsto \text{def} (L - \lambda)$ is constant on any connected components of the regularity domain $\pi(L)$.

Let us now consider a closed symmetric operator $A$ in the Hilbert space $H$ and let us describe properties of its self-adjoint extensions.

Proposition C.5 For a closed symmetric operator $A$ in the Hilbert space $H$ we have $\pi(A) \subset \mathbb{C} \setminus \mathbb{R}$, so it has at most two connected components.

Inspired by the previous proposition we define deficiency indices of the operator $A$.

Definition C.6 For a closed symmetric operator $A$ we define deficiency indices $n_{\pm}(A) := \text{def} (A \mp i) = \dim \text{Ker} (A^* \pm i)$. We usually write the deficiency indices as the ordered pair $(n_+(A), n_-(A))$.

Proposition C.7 A symmetric operator $A$ is self-adjoint if and only if it is closed and $n_{\pm}(A) = 0$.

Theorem C.8 (the first von-Neumann formula) Let $A$ be a closed symmetric operator. Then there is a unique decomposition $x = x_0 + x_+ + x_-$ of any $x \in D(A^*)$, where $x_0 \in D(A)$, $x_{\pm} \in \text{Ker} (A^* \pm i)$, and it holds

$$A^*x = Ax_0 - i(x_+ - x_-).$$

Definition C.9 A symmetric operator is maximal if it has no proper symmetric extensions, i.e. if from the relation $A \subset A'$ (for a symmetric operator $A'$) follows that $A = A'$.
Theorem C.10 A closed symmetric operator $A$ has a non-trivial closed symmetric extension iff both $n_{\pm}(A) \neq 0$. The operator $A$ has a self-adjoint extension iff $n_+(A) = n_-(A) \neq 0$. Let $n_+(A) = n_-(A) =: d$. If $d < \infty$ then any maximal extension of $A$ is self-adjoint. If $d = \infty$ then there are no self-adjoint extensions.
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