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1 Introduction

This text tells a story of the connection between fuzzy field theories and matrix models, with
an emphasis on the phase structure of both. It is an interesting connection, since both these
fields have a long standing place among the concepts in the theoretical physics. Their connection
provides an interesting bridge for ideas to migrate from one side to the other and help to provide
insight. We will investigate, how such migration can help to understand the phase structure of
fuzzy field theories by looking at the phase structure of a particular matrix model.

In the rest of this introduction we briefly summarize the appearance of matrix models in the
fuzzy field theory and give some very basic feeling for the role of noncommutative spaces and
matrix models in physics.

Section 2 then gives a more thorough and complete overview of the construction of the fuzzy
and noncommutative spaces, of the scalar field theory defined on them and of the current under-
standing of their phase structure.

In the section 3 we review the matrix models, with the basic notions and the technique of the
saddle point approximation. We also review the multitrace matrix models, a more complicated
matrix models which will turn out to be essential in the last section. We elaborate on several
examples of matrix models, so that the reader can get good grip on the basic techniques, which
will be used as well as hopefully better understand the concepts.

In the last section 4 we first review and describe more thoroughly how the matrix models
arise in the study of the fuzzy field theory. We then put the machinery of matrix models to work
in a study of two different models which approximate the fuzzy field theory on the fuzzy sphere,
in an effort to explain analytically the phase structure obtained by numerical computations.

1.1 Fuzzy field theory and random matrices

Both fuzzy spaces and random matrices have a firm place in modern theoretical physics. They
arise as object of interest in many areas or are often used as a very useful computational tool.
Since fields on fuzzy spaces have a finite number of modes, observables are naturally defined
as matrices and there is a straightforward connection to the random matrix theory. Computing
expectation values of observables in the fuzzy field theory and in the random matrix theory with
certain probability measure is essentially the same calculation. This was first observed in [1,2,3].

Indeed, the fuzzy fields very naturally define a wide class of new random matrix ensembles,
as was pointed out in [4]. The new feature is the presence of a kinetic term in the measure.
This term couples the random matrix to a set of fixed external matrices, which are related to
the underlying fuzzy space of the corresponding field theory. The new term also introduces new
observables of interest, given by various commutators of the external matrices and the random
matrix, and their products.

The computational problem is clear. The new term in the measure does not reduce upon
diagonalization to an expression involving only the eigenvalues of the random matrix and the
integral over the angular degrees of freedom, which has to be done in order to compute the
averages, is not trivial anymore. Therefore the standard approach of saddle point approximation
which is used to obtain the results in the limit of large matrices is not usable. Some further
investigation into the structure of angular integral revealed that the fuzzy field theory is described
by a particular multitrace model [5]. The generalization of the saddle point approximation to
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multitrace models is known, so we have hope to analyze the fuzzy field theory via this matrix
model.

But to be able to do that, we have a long way to cover.

1.2 Non-commutative spaces in physics

The idea of the non-commutative geometry arises in the correspondence of commutative C∗ al-
gebras and differentiable manifolds. Every manifold comes with a naturally defined algebra of
functions and every C∗ algebra is an algebra of functions on some manifold. One then defines
non-commutative spaces as spaces that correspond to a non-commutative algebra [6, 7]. One
introduces a spectral triple of a C∗ algebra A, a Hilbert space H on which this algebra can be
realized as bounded operators and a special Dirac operator D, which will characterize the geom-
etry. Using these three ingredients, it is possible to define differential calculus on a manifold.

More specifically, in a finite dimensional case one arrives at a notion of a fuzzy space, which
will be central for this presentation. Here, the Hilbert space H is finite dimensional and algebra
A can be realized as an algebra of N ×N matrices. This can be thought of as a generalization
of a well-known notion from quantum mechanics. With large number of quanta the quantum
theory is well approximated by the classical theory, with the functions on the classical phase
space representing the linear Hermitian operators. The fuzzy space defined by (A,H,∆N ), with
∆N the matrix Laplacian, are finite state-approximation to the classical phase space manifold.
The finite dimensionality ofH amounts for compactness of the classical version of the manifold.

The original motivation for considering non-commutative manifolds in physics dates back to
the early days of quantum field theories. It was suggested by Heisenberg and later formalized
by Snyder [8] that the divergences which plague the qft’s can be regularized by the space-time
noncommutativity. Opposing to other methods, non-commutative space-time keeps its Lorentz
invariance. However, since renormalization proved to be effective in providing accurate numeri-
cal results, this idea was abandoned.

More recently, it has been shown that putting the quantum theory and gravity together intro-
duces some kind of nontrivial short distance structure to the theory [9]. Noncommutative spaces,
as we will see in the next section, yield such structure without breaking the symmetries of the
space.

In the spirit of the original motivation for non-commutative spaces, there has been work done
to formulate the standard model of particle physics solely in the terms of the spectral triple and
the framework of the non-commutative geometry [10,11,12], for a recent review see [13]. There
have also been attempts to formulate the theory of gravity purely in the terms of the spectral
triple [14, 15].

Fuzzy spaces arise also in the description of the Quantum Hall Effect, i.e. dynamics of
charged particles in the presence of magnetic field. Originally, the problem was considered
in the plane, but fuzzy spaces allow for a natural generalization to higher dimensional curved
spaces. When the field is strong enough, particles are confined to the lowest Landau level and the
projections of the Hermitian operators on this one level no longer commute, with the magnitude
of the magnetic field being related to the noncommutativity parameter [16]. The lowest Landau
level states form the Hilbert space H and considering particle dynamics on a general manifold
reproduces the fuzzy version, with the corresponding Hilbert space. We can explore the geometry
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of the fuzzy space considering the behavior of the electron liquid and even study the case of non-
Abelian background field [17, 18, 19].

Something similar happens when considering D-branes in string theory and the effective
dynamics of opened strings is described by the non-commutative gauge theory and the D-brane
worldvolume becomes a non-commutative space [20, 21], see [22, 23] for a review. Finally,
fuzzy spaces arise in the M -theory and related matrix formulations of the string theory as brane
solutions [24, 25], see [26] for a review of M -theory and [27] for a review of fuzzy spaces as
brane solutions.

And last, but not least, fuzzy spaces are useful as a regularization method for lattice calcu-
lations, their main advantage being the preservation of the symmetries of the underlying space.
See [28, 29] for a review.

1.3 Random matrices in physics and matrix models

Random matrices, as the name suggests, are matrices with random entries given by some overall
probability measure, usually with some symmetry. Computing the averages in this theory then
amounts to computing matrix integrals with this probability weight.

For a very thorough overview of properties and applications of random matrices, both in
physics and beyond, see [30].

Historically, the random matrices arose in the work of Wigner [31, 32], in an attempt to
describe the energy levels of heavy nuclei. These are too dense to be described individually
and Wigner suggested an statistical approach, where he showed that the level distribution is in a
good agreement with the the eigenvalue distribution of a random matrix. This success lies in the
universality of the statistical properties of the random matrices. See [33] for overview.

On a very different front, t’Hooft suggested an 1/Nc expansion of QCD [34]. The gluons
of the theory are Nc × Nc matrices, here Nc is the number of colors, and since the fluctuations
of these need to be integrated out, this is a theory of random matrices. t’Hooft showed, that the
Nc →∞ limit simplifies the theory greatly, since only planar diagrams survive, and corrections
of higher orders in 1/Nc correspond to topologically more complicated contributions.

This is related to the possibility of using the random matrix theory to discretize two dimen-
sional surfaces. Diagrams are generated by the matrix integrals and when computing large matrix
limit of these integrals, we can count the possible discretizations, incorporate more complicated
structures or obtain the continuum limit by a suitable rescaling of the parameters of the theory.
This is then important in the considerations of conformal field theories and extraction of critical
exponents. Similarly in string theory, the world sheet of the string is two dimensional and con-
sidering a rescaling of parameters of the theory, one can generate two dimensional surfaces of all
genera, i.e. string interactions. See [35, 36, 37, 38].

Random matrix theory has a wide application in the condensed matter physics, again mostly
due to the universality properties. The large number of electrons or other constituents that come
into play corresponds to the limit of a large dimension of the matrix. One can either study
thermodynamical properties of some closed system, then the random matrix is the Hamiltonian
H . Or one can study transport properties, where the matrix of interest is the scattering matrix
S. See [39, 40] for review. Since level repulsion is a characteristic for both random matrices
and chaotic systems, it is believed that random matrix theory will lead to the theory of quantum
chaos [40, 41, 42].
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From a pure mathematical point of view random matrices and their statistical properties have
applications in fields as combinatorics, graph theory, theory of knots and many more. Let us
mention one quite remarkable and unexpected appearance. Random matrices have a clear con-
nection to Riemann conjecture. Namely, the two-point correlation function of the zeros of the
zeta function ζ(z) on the critical line seems to be the same as the two-point correlation function
of the eigenvalues of a random Hermitian matrix from a simple Gaussian ensemble [43] and also
share other statistical properties with random matrix ensembles [44]. However, there is no true
understanding of the reason behind these observations.
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2 Fuzzy scalar field theory

2.1 Fuzzy and noncommutative spaces

In this section, we will explain what the fuzzy and noncommutative spaces are, how they are
constructed and what are their basic properties. The notions are rather abstract, so before we
proceed with the full treatment, let us give the reader a taste of what is coming and what it
means.

2.1.1 An appetizer - The Fuzzy Sphere

We will start with giving a flavor of what the idea behind the non-commutative spaces is and
what the main features are, with emphasis on the non-commutative version of the two sphere
S2

F . More details will follow in later sections.
Every manifold comes with a naturally defined associative algebra of functions with point-

wise multiplication. This algebra is generated by the coordinate functions of the manifold and
is from the definition commutative. As it turns out, this algebra contains all the information
about the original manifold and we can describe geometry of the manifold purely in terms of
the algebra. Also, every commutative algebra is an algebra of functions on some manifold.
Therefore, what we get is

commutative algebras ←→ differentiable manifolds .

See [45] for details. A natural question to ask is whether there is a similar expression for non-
commutative algebras, or

non-commutative algebras ←→ ???

Quite obvious answer is no, there is no space to put on the other side of the expression. Coor-
dinates on all the manifolds commute and that is the end of the story. So, as is often the case,
we define new objects, called non-commutative manifolds that are going to fit on the right hand
side. Namely we look how aspects of the regular commutative manifolds are encoded into their
corresponding algebras and we call the non-commutative manifold object that would be encoded
in the same way in a non-commutative algebra.

This is going to introduce noncommutativity among the coordinates. This notion is not com-
pletely new, as one recalls the commutation relations of the quantum mechanics [xi, pj ] = i~δi

j .
In classical physics, the phase space of the theory was a regular manifold. However in quan-
tum theory we introduce noncommutativity between (some) of the coordinates and therefore
the phase space of the theory becomes non-commutative. One of the most fundamental con-
sequences of the commutation relations is the uncertainty principle. The exact position and
momentum of the particle cannot be measured and therefore we cannot specify a single partic-
ular point of the phase space. Similarly, if there is noncommutativity between the coordinates,
there is a corresponding uncertainty principle in measurement of coordinates. The notion of a
space-time point stops to make sense, since we cannot exactly say, where we are. This is the
motivation behind the name of the fuzzy space.

In practice, we often ‘deform’ a commutative space into its non-commutative analogue. In
this way we get non-commutative spaces that give a desired commutative limit and also writing
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such a space from scratch is very difficult. An example of such deformation is already mentioned
phase space of quantum mechanics or the more general case of non-commutative flat space R2

θ,
given by

[xi, xj ] ≡ xixj − xjxi = iθij , (2.1)

for some constant, anti-symmetric tensor θij . To illustrate the procedure of deformation better
let us consider a different example and show how this works for a two-sphere [46, 47, 48].

The regular two sphere is defined as the set of points with a given distance from the origin, i.e.∑3
i=1 x2

i = R2. This comes with an understood condition on commutativity of the coordinates
xixj − xjxi = 0. Coordinate functions constrained in this way generate the algebra of all the
functions on the sphere.2.1

Now we define the fuzzy two sphere by the coordinates x̂i, which obey the following condi-
tions

3∑
i=1

x̂2
i = ρ2 , x̂ix̂j − x̂j x̂i = iθεijkx̂k, (2.2)

where ρ, θ are parameters describing the fuzzy sphere, in a similar way as R did describe the
regular sphere. The radius of the original sphere was encoded in the sum of the squares of the
coordinates, so we will call ρ the ’radius’ of the non-commutative sphere. We see, that such x̂’s
are achieved by a spin-j representation of the SU(2). If we chose

x̂i =
2r√

(2j + 1)2 − 1
Li , [Li, Lj ] = iεijkLk ,

3∑
i=1

L2
i = j(j + 1), (2.3)

where Li’s are the generators of SU(2), we get

3∑
i=1

x̂2
i =

4ρ2

N2 − 1

(
N − 1

2

)(
N − 1

2
+ 1
)

= ρ2 , θ =
2r√

N2 − 1
, (2.4)

with N = 2j + 1 the dimension of the representation. Matrices x̂i become coordinates on the
non-commutative sphere. Note, that the limit N → ∞ removes the noncommutativity, since
θ → 0, and we recover a regular sphere with radius r. This explains a rather strange choice of
parametrization in (2.3). Also note, that this way we got a series of spaces, one for each j (or
N ). The important fact is that the coordinates still do have the SU(2) symmetry and therefore
it makes sense to talk about this object as spherically symmetric. This explains the particular
choice of deformation in (2.2).

The non-commutative analogue of the derivative is the L-commutator, since it captures the
change under a small translation, which is rotation in the case of the sphere. The integral of a
function becomes a trace, since it is a scalar product on the space of matrices. As we sill see in
the next section, both of these have the correct commutative limits.

2.1Note that this is technically not the easiest way to do so. It is easier to introduce only two coordinates θ, ϕ on the
sphere and define the algebra of functions not by the generators, but by the basis, e.g. the spherical harmonics. However
the two sphere defined in our way is easier deformed into the non-commutative analogue.
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Spherical harmonic functions Y m
l form a basis of the algebra of functions on the regular

sphere. These are labeled by l = 0, 1, 2, . . . and by m = −l,−l + 1, . . . , l− 1, l and this basis is
infinite. If we truncate this algebra, namely take the following set of functions

Y m
l , m = −l,−l + 1, . . . , l − 1, l & l = 0, 1, . . . , N − 1 , (2.5)

we recover a different algebra. This is obviously not the algebra of functions on the regular
sphere and also to make this algebra closed, it can be seen that we need to introduce some non-
trivial commutation rules [47]. And one can check, that the N2 independent matrices generated
by (2.3) are in one-to-one correspondence with this truncated set of spherical harmonics. This
means, that in the limit of large N the algebra we recover is truly the algebra of functions on
regular commutative sphere S2.

Here we can see in a different way why the fuzzy-ness introduces short distance structure. l
measures the momentum of the mode and cutting off the modes we have introduced the highest
possible momentum. This in turn introduces the shortest possible distance to measure.

2.1.2 Construction of fuzzy CPn

Manifolds with a symplectic structure admit construction of a fuzzy analog. In general, co-
adjoint orbit of a compact semisimple Lie group enjoys being a symplectic manifold and such
spaces can be quantized in a very natural way, described towards at the end of this section. The
Hilbert space which arises in this process is a unitary irreducible representation of this group and
this is in a very intimate relationship to quantization of the phase space of classical mechanics to
a quantum Hilbert space mentioned in the previous section. We will now describe this procedure
in some detail for CPn.

Construction of fuzzy spaces which are not derived from a co-adjoint orbit of a semisimple
Lie group, for example higher dimensional spheres, is more involved. One starts from a larger
space which is a co-adjoint orbit and the irrelevant factors are projected out [49, 50]

In this section, we will present the construction of the fuzzy version of the complex projective
spaces, following [51, 52], some of the original references being [53, 54]. To do this, we will
consider CPn as SU(n + 1)/U(n). This follows from the standard definition of CPn as lines
in Cn+1 which go through the origin, i.e. the identification z ∼ λz, z ∈ Cn+1 for some λ ∈ C.
Since there is a natural action of g ∈ SU(n + 1) on z by z′ = gz, we get the advertised relation
for SU(n+1)/U(n). This means, that the functions on CPn are those functions on SU(n+1),
which are U(n) invariant. This allows for construction of the basis of functions on CPn in
terms of the Wigner D-functions of SU(n + 1). We will do this and then show how these are in
one-to-one correspondence with N ×N matrices, which are functions on the fuzzy CPn.

Commutative CPn and the deformation
Consider the totally symmetric representation of SU(n + 1) of rank l. The dimension of this

representation is

Nl =
(n + l)!

n!l!
. (2.6)

Now consider the following functions on CPn

Ψl
m(g) =

√
NlDn

m,−l(g), (2.7)
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Dl
m,−l(g) = 〈l,m| ĝ |l,−l〉 , (2.8)

where g is an element of SU(n+1), ĝ is its corresponding operator in this representation, |k,−k〉
denotes the lowest weight state and |k, m〉 ,m = 1, 2, . . . , Nk are the states in the representation.
The fact that we consider only the lowest weight state |k,−k〉 ensures, that these functions on
SU(n + 1) are correctly invariant under U(n). The D-functions can be constructed explicitly
using the coherent state representation and the local complex coordinates for CPn [55]. They
are completely symmetric holomorphic functions of order k, but this will not be needed for what
follows.

The basis for functions on regular CPn is then given by the union of all the functions (2.8)
for l = 0, 1, 2, . . .. These functions are eigenfunctions of the quadratic Casimir operator with
eigenvalues and multiplicities given by

C2Ψl
m(g) = l(l + n) , dim(n, l) =

(
(k + n− 1)!

)2(2l + n)

(l!)2 ((n− 1)!)2 n
∼ l2n−1

(n− 1)!2n
(2.9)

Now consider space of NL ×NL matrices, where NL is given by (2.6) for k = L, where L
is the cut-off on the number of the modes. These are going to form a basis of functions on the
fuzzy CPn

F . We need to show, that as L → ∞ these are in one to one correspondence with the
functions on regular CPn, that the matrix product becomes the usual commutative product in
this limit and we need to define object like derivatives and integrals.

Symbols and large N -limit of matrices
We associate an NL ×NL matrix A with a function A(g) on the classical CPn by

A(g) =
∑
mm′

Dn
m,−n(g)Amm′D∗nm′,−n(g). (2.10)

We call this function a symbol corresponding to A and this object is going to be essential and in
the large NL, or large L, limit, the matrix A will tend to its symbol A(g). We can also define a
product between the functions on CPn (symbols), which we will call the star product and denote
it ?, by

A(g) ? B(g) ≡ (AB)(g). (2.11)

This means that the star product of the two symbols is given by a symbol of the product of the
two matrices. This product is not commutative and deforms the original product on CPn by
contributions that are suppressed by powers of 1/NL, see [56,57]. The symbol corresponding to
the commutator of two matrices becomes the Poisson bracket on CPn [58]

([A,B])(g) =
i

L
{A,B}+O

(
1/L2

)
. (2.12)

This reflects the standard procedure of quantum mechanics, where the Poisson brackets of the
observables get replaced by commutators of the corresponding operators. The trace of the matrix
becomes an integral

Tr (A) =
∑

i

Aii = N

∫
dg Dk

m,−nAmm′D∗nm′,−n(g) = N

∫
dg A(g), (2.13)
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where dg is the Haar measure on SU(n + 1) and we have used the orthogonality property of the
Wigner D functions.

Matrix-function correspondence
The last step is to show how the matrices correspond to the functions on commutative CPn.

Functions on fuzzy CPn
F are NL × NL matrices and we can identify the coordinate matrices.

These we define as

XA = − R√
C2(L)

TA, (2.14)

where TA are the generators of SU(n + 1) in the symmetric rank k representation and C2(k)
is the value of quadratic Casimir in this representation and R is the radius of the CPn. In the
large L limit, the symbol of XA is SA n2+2n(g) ≡ 2Tr

(
gT tAg∗tn2+2n

)
. Here, tA’s are the

generators of the SU(n + 1) that was used to define the CPn and tn2+2n is the generator of
the U(1) direction in the U(n) subgroup of SU(n + 1). Moreover, for any matrix function of
the coordinate matrices F (XA), the corresponding symbol is given given as a function of the
coordinate functions F (SA n2+2n(g)). This shows, that in the large L limit, the matrices and the
functions coincide.

Finally, considering a general matrix M generated by the coordinate matrices (2.14), defining
the derivative operator as

−iDAM ≡ [TA,M ] ≈ − i

L

nL√
2n(n + 1)

{SA n2+2n,M}, (2.15)

one can check that DA’s follow the appropriate SU(n + 1) algebra conditions. Also, in ex-
plicit realization in terms of complex coordinates on CPn these reduce to known expressions for
derivatives.

The fuzzy sphere as a special case of CP 1
F

The sphere is CP 1 and the explicit formulae should also illustrate rather abstract treatment
of the previous section.

We will deal with representations of SU(2), which are given by the standard angular momen-
tum theory. The spin-j representation is given by the maximal angular momentum L = j/2 and
N = 2j + 1 = L + 1. Generators of the group are angular momentum matrices Li and relation
(2.14) becomes (2.3). The number of spherical harmonics, which form a basis on regular sphere,
up to a certain angular momentum is

∑L
j=0(2j + 1) = (L + 1)2 = N2, which is the number of

independent N ×N matrices.
The basis of matrices is given by the symmetrized products of the coordinate matrices Xi,

i.e. id,Xi, X(iXj), . . .. The same is true for the spherical harmonics, which are formed by the
products of Si3 with contractions removed, functions with up to k factors of Si3 correspond to
spherical harmonics of angular momentum up to k. There is thus one-to-one correspondence
between the matrices and spherical harmonics and as L→∞, the matrix algebra corresponding
to fuzzy sphere becomes the algebra of functions on regular sphere.
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2.1.3 Limits of CPn
F → R2n

After the construction of the fuzzy CPn
F , one is left with several possibilities of taking the large

N limit. Let us discuss those in some more detail.

Commutative CPn

Most of the previous section was devoted to proving that when one takes the NL →∞ limit
with a fixed radius R, we recover the commutative version of CPn. Matrices become functions,
etc. However, let us stress here that this correspondence is geometrical. If we define some
structure on top of the geometry, like field theory for example, we are not guaranteed to obtain
the commutative counterpart. And as we will see, this is, as a rule, not the case.

Non-commutative R2n
θ

Here, it is useful to consider the explicit realization of the fuzzy CPn
F coordinates as

xi =
R√

n
2(n+1)L

2 + n
2 L

Li , [xi, xj ] = i
R√

n
2(n+1)L

2 + n
2 L

fijkxk , (2.16)

where fijk are the structure constants of SU(n + 1), Li are the generators of SU(n + 1) in
the corresponding representation and R is the radius of the CPn. If we now scale the radius as
R2 = Lθ n

n+1 , we blow up the CPn around one point. What is left is a non-commutative R2n
θ .

We will show this for the case of fuzzy sphere, more general details can be found in [53]. For
n = 1 we find

[x1, x2] = i
2
√

Nθ
2√

N2 − 1

√
Nθ

2
− x1 − x2 → iθ, (2.17)

which means that x1, x2 are coordinates on the non-commutative R2
θ.

Commutative R2n

If we scale radius with a power of L smaller than 1
2 , i.e. R2 = L1−ε, 0 > ε > 1, the

commutators of the left-over coordinates vanish and we obtain the commutative R2n.

2.1.4 Quantization of Poisson manifolds

To conclude, let us note that the presented approach was an explicit realization of a more general
concept of quantizing a Poisson manifold [59, 60, 61]. We will not worry too much about the
proper definitions and existence of what we are about to work with and will simply assume that
the objects can be defined and behave nicely.

We start with a manifold equipped with an anti-symmetric bracket {., .} satisfying the Jacobi
identity. Quantization map is then defined as a map between the algebra of functions on the
manifold and a matrix algebra A(C),

I : f(x)→ F ∈ A. (2.18)
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Algebra A is generated by the images of the coordinate functions Xµ = I(xµ). To be a good
quantization, I has to satisfy

I(fg)− I(f)I(g) → 0,

1
θ

[
I(i{f, g})− [I(f), I(g)]

]
→ 0,

as θ → 0, (2.19)

where we have defined a parameter θ by {xµ, xν} = θ θµν
0 (x). The star product is then defined

as a pullback of the matrix product using I,

f ? g ≡ I−1
(
I(f)I(g)

)
. (2.20)

The integral of a function over the manifold then tends to the trace of the corresponding matrix∫
dΩ f → Tr (I(f)) , (2.21)

where dΩ is the volume defined by the Poisson structure θ θµν
0 . Finally, when we consider the

manifold to be embedded in some Rd by coordinate functions xa, images of these define the
coordinate matrices Xa ≡ I(xa). These matrices then follow the same embedding conditions
as the original coordinate functions did.

When the algebra A is finite dimensional, we refer to the resulting non-commutative space
as a fuzzy space.

Finally, note, that (2.10) is a particular choice of the quantization map I.

2.2 Scalar field theory on noncommutative spaces

2.2.1 Formulation of the scalar field theory

As in the case of the regular space, the scalar field on a fuzzy space is a power series in the
coordinate functions and thus an element of the algebra discussed in the previous section. It is
itself an N ×N matrix, which can be expressed as

M =
∑
l,m

cl,mTl,m , l = 0, 1, . . . , L , m = 1, 2, . . . ,dim(n, l) , (2.22)

where Tl,m are the polarization tensors, the eigenfunctions of the laplacian and the analogue of
the spherical harmonic functions

(n+1)2−1∑
i=1

[Li, [Li, Tl,m]] =l(l + n)Tl,m ,

Tr (Tl,mTl′,m′) =δll′δmm′ ,∑
m

(Tl,mTl′,m′)ij =
dim(n, l)

N
δll′δij , (2.23)
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where Li the SU(n + 1) generators in the N dimensional representation. The field theory is
defined by the action. In what follows we work with the Euclidean signature.

The field theory on the fuzzy space is then defined by ”starring” all the products in the com-
mutative action. The free field action is then

S0[φ] =
∫

dx

(
1
2
(∂iφ) ? (∂iφ) +

1
2
rφ ? φ

)
. (2.24)

The symbol r for the square of the mass is not standard in the field theory literature, but is very
common in the matrix context and we will use it throughout the text.

By construction, this action has the desired commutative limit. As we have seen in the
previous section, in the case of fuzzy spaces, when we represent the field φ with a N ×N matrix
M , the integral becomes a trace and ∂i becomes a commutator with Li and the star product is
just the regular matrix product. Therefore, this action becomes

S0 =
Vn

N
Tr
[
−1

2
1

R2
[Li,M ][Li,M ] +

1
2
rM2

]
=

=
Vn

N

[
1
2

1
R2

Tr (M [Li, [Li,M ]]) +
1
2
rTr
(
M2
)]

, (2.25)

with Vn the volume of CPn.
We will denote the kinetic part of the action by K and for the standard kinetic term we get

KM = [Li, [Li,M ]] . (2.26)

Later, we will work with more general kinetic terms K. We will assume that K vanishes for the
identity mode l = 0 and that the polarization tensors are eigenfunctions of K with

KTl,m = K(l)Tl,m . (2.27)

Clearly for the standard kinetic term K(l) = l(l + n).
We will rescale the fields to absorb the 1/N and the volume factors. Using the expansion

(2.22) the free field action becomes

S0 =
∑
l,m

1
2
(
l(l + n) + r

)
(cl,m)2 (2.28)

The correlator of the two components of the field is

cl,mcl,m′ =
1

l(l + n) + r
δll′δmm′ (2.29)

which is an expression analogous to the usual propagator (p2 − m2)−1. Using this, one can
compute the free field correlation functions. The full interacting field action is then given as
S = S0 + SI , with

SI [M ] =
∑

gk

(
N

Vn

)1− k
2

Tr
(
Mk
)

=
∑

g̃kTr
(
Mk
)

. (2.30)
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The field theory is defined by the functional correlations

〈F 〉 =
∫

dM e−SF [M ]∫
dM e−S

, (2.31)

or by the generating function for the correlators

Z(J) =
1∫

dM e−S

∫
dM e−S+Tr(JM) , (2.32)

or in any other usual way. One then derives the Feynman rules and Feynman diagrams [62].

2.2.2 The UV/IR mixing

The key property of the noncommutative field theories for our purposes will be the UV/IR mixing
[63]. It arises due to the nonlocality of the theory and introduces an interplay of the long and
short distant processes. There is no longer a clear separation of scales and the theory becomes
nonrenormalizable. Most surprisingly, this phenomenon persists in the commutative limit and
the naive ”starred” theory has a very different limit than the theory we did start with.

Let us present a short discussion of the appearance of the UV/IR mixing in the case of the
noncommutative euclidean space R2n

θ [23]. We will get to the case of the fuzzy spaces shortly.
The action of the quartic scalar field on R2n

θ is given by

S(φ) =
∫

d2nx

(
1
2
(∂φ)2 +

1
2
rφ2 + gφ ? φ ? φ ? φ

)
, (2.33)

where we have taken into account the fact, that for the quadratic expressions
∫

dx f ? g =∫
dx fg. The propagators of the theory thus do not change and the vertex contribution acquires

a phase

V (p1, . . . , p4) =
∏
a<b

e−
i
2 θij(pa)i(pb)j , (2.34)

which is invariant only under cyclic permutations of the momenta. This leads to the planar self-
energy diagram contribution

1
3

∫
d2nk

(2π)2n

1
k2 + r

(2.35)

and the nonplanar self-energy diagram contribution

1
6

∫
d2nk

(2π)2n

eiθij(p)i(k)j

k2 + r
. (2.36)

The planar diagram is the same as for the commutative theory and needs to be regularized by
introduction of a cutoff Λ. This introduces an effective regulator for the nonplanar diagram
Λeff = 1/(Λ−2 − θij(p)i(p)j). This is finite in the large Λ limit and the nonplanar diagram
is thus regulated by the noncommutativity. But then, the divergence reapers in the p → 0 limit.
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Moreover, if we try to use such formulas for construction of the effective action, the corrected
propagator becomes a complicated nonlocal expression which cannot be considered as a mass
renormalization.

As we have seen in the section 2.1.3, the noncommutative euclidean space can be obtained as
a particular limit of the fuzzy CPn

F . It is not surprising that the UV/IR mixing will exhibit itself
also here [64, 65]. There are no divergences, as all the integrals are finite, but the UV/IR mixing
leads to a finite difference between the planar and the non-planar diagrams of the theory. In the
case of the fuzzy sphere, this translates into a the finite, non-vanishing difference between the
planar and the non-planar contributions to the two point functions at one loop, which is equal to

2
N2 − 1

N−1∑
l=0

l(l + 1)(2l + 1)
l(l + 1) + r

. (2.37)

At the level of large N effective action, this introduces a non-local, momentum dependent contri-
bution, which cannot be canceled by a counter term and thus is referred to as a non-commutative
anomaly [64]. When treating the sphere as an approximation of the flat space and taking the
large R limit as in the section 2.1.3, this results into an infrared divergence in the non-planar
contribution to the above one loop divergence.

In order to remove this mixing and reproduce the expected commutative limit, we need to
redefine the naive action (2.25). One possible procedure is to define a normal ordering of the
interaction term, which results into the cancellation of the extra non-commutative contribution
[66]. This leads into the following modification of the action for fuzzy sphere theory

S[M ] =
Vn

N
Tr
[
1
2

1
R2

MC2Z(C2)M +
1
2
M
(
t− g

2
R(t)

)
M + gM4

]
, (2.38)

where C2M = [Li, [Li,M ]] is the quadratic Casimir of SU(2). Function Z(C2) is a power
series in C2 starting with 1 + κQ(C2) and κ is related to r and g. Both Z and R are related to
the renormalization of the wave function and the mass of the theory.

For the case of R2n
θ , a different approach was suggested in [67]. Here, the UV/IR mixing is

treated as an effect of the asymmetry between the high energy and the low energy regimes of the
non-commutative theory and the models is modified to restore this symmetry. This is achieved
by introduction of a harmonic oscillator-like term into the action, which modifies the dispersion
relation.

2.3 Phases of noncommutative scalar fields

As was mentioned in the previous section 2.2, the commutative limit of the fuzzy scalar field
theory is much more complicated than one would expect. The UV/IR mixing of the non-
commutative theory on the plane is related to the non-commutative anomaly on the fuzzy sphere.
This, on the other hand was argued to be the source of a distinct phase in the phase diagram of
the theory, which is classically not present and which survives the commutative limit [68, 69].

For review of the phase structure of fuzzy field theories, see [28, 29, 70].
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2.3.1 Description of the phases of the theory in flat space

Scalar φ4 theory on commutative R2 allows for two phases [71]. A symmetric phase, where the
field configurations oscillate around the symmetric vacuum φ = 0 and a phase which sponta-
neously breaks the φ→ −φ symmetry of the theory. In this phase, the field oscillates around one
of the minima of the potential and the phase transition between these two is of the second order.
Later, using the lattice techniques, the critical line of the theory has been identified [72]. These
two phases are referred to as a disorder phase and non-uniform order phase.

The phase structure of the non-commutative theories [69, 73, 74] predicted existence of a
third, striped phase or the uniform order phase. In this phase, the field is non-vanishing in both
of the minima of the potential, if those are sufficiently deep. Existence of this third phase is
a nonlocal, non-commutative effect and the phase does not disappear in the commutative limit
of the theory. This is the result of the UV/IR mixing and reflects the fact that the naive non-
commutative theory does not reproduce the expected commutative counterpart. If we consider
modifications of the action which remove the UV/IR mixing and reproduce the expected com-
mutative limit, it is natural to expect that such modification would remove this phase.

Since non-commutative theory on the plane can be obtained from the theory on the fuzzy
sphere, a third phase of the theory is expected also there.

2.3.2 Numerical simulations for the fuzzy sphere

There are several numerical results for different fuzzy and noncommutative space [75, 76, 77].
The simulations investigate the commutative limit of the noncommutative theory. In this work,
we will concentrate on the case of the fuzzy sphere and the quartic scalar field.

In [78], the three phases of the scalar field theory on the fuzzy sphere, disordered, uniform
ordered and non-uniform ordered, were identified. The explicit formula for the critical lines
between the uniform/disordered phase and the non-uniform/disordered phase was obtained, but
the non-uniform/uniform phase transition was not accessible.

The phase transition between the disorder and non-uniform order phase has been identified
and carefully studied in [79]. The split of the eigenvalue density was observed and it was shown
that a gap around the zero eigenvalue develops for a critical value of the coupling. The coordi-
nates of this critical point have been found for a range of values of g and r.

In [80, 81] the whole phase diagram of the theory was obtained. The result is shown in the
figure 2.1. All three phases of the theory are identified, with the corresponding boundaries of co-
existence. This work was also able to pin down the triple point, with coordinates, in our notation,

gc = 0.13± 0.005 , rc = −2.3± 0.2 , (2.39)

A more recent work [82] used a different approached and obtained a diagram with the same
qualitative features and identified the location of the triple point to be

gc = 0.145± 0.025 , rc = −2.49± 0.07 . (2.40)

We thus conclude, that the numerical simulations of the quartic scalar field theory on the fuzzy
sphere predict three phases in the phase diagram even in the commutative limit and the location
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Fig. 2.1. (Color online) The phase diagram for the fuzzy sphere obtained numerically in [81], presented
here with a kind permission of the authors. The horizontal axis is related to −r and the vertical axis is
related to the coupling g.

of the triple point in the interval

gc ∈ (0.12, 0.17) . (2.41)
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3 Matrix models

This sections reviews matrix models, with the most important notions and techniques. We explain
the properties of ensembles of random matrices and investigate the limit of a large matrix size.
We then show computational technique of the saddle point approximation and how it can be used
to calculate the quantities of interest in this limit. In the second part of this section we study
more complicated matrix ensembles characterized by a higher power of a trace of the matrix
in the probability distribution and show how to use the saddle point approximation there. We
elaborate on several examples to make the ideas as clear and understandable as possible.

A number of wonderful reviews of matrix model techniques is available. A classic, yet
a mathematically minded [33], several other reviews [83, 84, 85, 86] or very readable original
papers [87, 90]. Some of the techniques are nicely reviewed in [36, 37, 38].

3.1 General aspects of the matrix models

We start with the description of the single trace Hermitian matrix models and the treatment of
the limit of large matrix size.

3.1.1 Ensembles

As mentioned in the introduction, random matrix theory is given by the ensemble of matrices M
with the integration measure dM and the probability measure exp−S(M). The expected value
of a function f(M) of the random matrix is then computed as

〈f〉 =
1
Z

∫
dMe−S(M)f(M) . (3.1)

Here, the normalization 1/Z is such that 〈1〉 = 1.
The ensemble usually has some symmetry and it is assumed that the integration measure dM ,

as well as the weight S(M) and any reasonable function f(M) are symmetric also.
The choice of the matrix ensemble is then dictated by the physical or mathematical setup.

Most usually, matrix M is hermitian, real symmetric or quaternionic self-dual, with SU(N),
SO(N) and Sp(2N), or a sub-group, being the symmetry group. Matrix M can be also directly
an unitary, orthogonal or symplectic matrix. In some mathematical applications, such as statistics
or number theory, more complicated matrices, which need not to be square, arise, see e.g. [86].

The most general choice of the probability measure is then dictated by the choice of the
ensemble and the symmetry group. To be more precise, let M be a square N × N matrix with
symmetry group G, with the action M → gMg−1 with g ∈ G. We then write the measure as
e−N2S(M), the factor of N2 makes it explicit that the measure is of the same order as dM and
thus contributes. The action S(M) is then finite in the limit of large N . Then, the most general
invariant measure is given by

S(M) =
1
N

N∑
n=0

gnTr (Mn) , (3.2)

where the factor of 1/N ensures proper large N limit, as the sum of N eigenvalues is of the order
N . Any other invariant function can be re-expressed in terms of the first N traces. The constant
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and the linear terms are usually not considered, since they can be absorbed into redefinition of
M . Also, the M2 term is usually considered separately and we write

S(M) =
1
2
r

1
N

Tr
(
M2
)

+
N∑

n=3

gn
1
N

Tr (Mn) . (3.3)

This is because of the fact that the n ≥ 3 terms introduce “interactions” into the theory, which
means that this renders also some of the higher order correlation functions nontrivial. Theory
with only Tr

(
M2
)

term can be solved exactly and the extra terms can be considered as a pertur-
bation.

We will treat the measure dM explicitly only for the case of N ×N Hermitian matrices. In
the general case, upon the diagonalization of the matrix, the measure will become

dM = J(λ)dΛdU , (3.4)

where dΛ is the measure on the space of eigenvalues λ of M , dU is the measure of the symmetry
group G and J(λ) is Jacobian corresponding to the change of variables from Mij to λ and U . In
the case of Hermitian matrices, G = SU(N) and the integration measure is given by

dM =
n∏

i=1

Mii

∏
i<j

dReMij dImMij . (3.5)

We can diagonalize the matrix

M = UΛU† , (3.6)

where Λ = diag (λ1, . . . , λN ) is the diagonal matrix of the eigenvalues of M . The integration
measure then becomes

dM =

∏
i<j

(λi − λj)2

( N∏
i=1

dλi

)
dU . (3.7)

There are number of ways how to compute the Jacobian, which turned out to be the square of the
Vandermonde determinant in this case. Thanks to the invariance of the measure, J depends only
on λ’s, and we can compute it in the vicinity of U = 1. Here

dM = dUΛ + dΛ + ΛdU† = dΛ + ΛdU − dUΛ , (3.8)

where we have used dU† = −dU . This means that

dMij = dλiδij + (λi − λj)dUij , (3.9)

the change of variables is diagonal and the Jacobian is just the product of the factors (λi − λj).
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Fig. 3.1. Figure shows the double-line notation of a matrix element Mij and the double line notation of a
quartic vertex MabMbcMcdMda.

3.1.2 Planar limit as the leading order in the limit of large matrices

One is usually interested in the behavior of the results in the limit of a very large matrix. For the
case of N × N Hermitian matrices this means N → ∞ limit. There are many reasons for this,
being mathematical, physical and also practical.

From the mathematical point of view, the quantities like eigenvalue distribution become con-
tinuous in the large matrix limit. Also in this limit, certain properties of eigenvalue distribution
become independent of the exact probability distribution and depend only on the symmetry group
of the ensemble. This notion is called universality and allows to study certain properties on the
simplest ensembles [33].

When random matrices describe a physical system, large matrix limit is the limit of large
number of constituents. When studying the spectra of large nuclei, this means large number of
levels. In condensed matter this means large number of electrons or other particles of interest.
When one uses the random matrix to describe a lattice or to discretize some surface, large N
limit is the continuum limit. In all these cases the limit is well justified by the physics of the
problem.

When one considers field theory on a fuzzy space, large N limit is the limit of commutative
theory and if the fuzzy structure was introduced to regulate the theory, this removes the regulator.
Also, if there is noncommutativity present in the nature, it is very small and this justifies the limit
of large N . The subleading contributions then represent the non-commutative correction.

And lastly, the large N limit provides a considerable simplification to the calculations. As we
will see, the diagrams involved in computation of the averages give contributions with different
powers of N and this power is related to the topology of the diagram. The leading order is
given by the planar diagrams and this simplifies greatly the resulting combinatorial problem.
The subleading corrections can then be computed systematically.

To compute expectation values of invariant functions f(M), one has to compute correlators
of the form

〈
Tr
(
Mk
)
[W (M)]l

〉
. To compute these, we use the Wick’s theorem. One has to sum

over all possible pairing of M ’s in the expectation value, weighted by a propagator MijMkl for
each pairing. Since the contractions are done with the Gaussian, or free, measure, the propagator
is given by the inverse of the quadratic part of (3.3) and is equal to

MijMkl =
1

Nr
δilδjk . (3.10)

To compute the higher correlators, we use method of fat graphs due to ’t Hooft [34]. We
will indicate the matrix M in the diagrams by a double line, which represent the double index
structure of Mij . Since the matrix is in the adjoint representation of SU(N), indexes i and j
can be viewed as in the fundamental and anti-fundamental representation and the lines and the
arrows reflect this structure. This is illustrated in the figure 3.1. Vertices are then given by a star
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a) b)

Fig. 3.2. a) shows the planar diagram contribution to the g1 order of the two point function˙
MijMklTr

`
M4

´¸
, b) the nonplanar contribution.

of n double lined legs. Let us illustrate this at the computation of the first order correction to the
two point function 〈MijMkl〉 of the theory with quartic interaction gTr

(
M4
)
.

The relevant diagrams are shown in the figure 3.2. There are two possible kinds of contrac-
tions, one planar 3.2a and one non-planar 3.2b. They give respective contributions

planar = Ng
1

Nr
δiaδjb

1
Nr

δblδik
1

Nr
δddδic =

1
N

g

(
1
r

)3

δikδjl (3.11)

and

non-planar = Ng
1

Nr
δiaδjb

1
Nr

δabδcd
1

Nr
δdkδcl

=
1

N2
g

(
1
r

)3

δijδkl . (3.12)

Following the summation of indexes on delta functions we observe that the overall factor of N
depends on the number of closed lines in our fat graph. Each line produces, after the summation
of all but one of the indexes, factor of δii, which then gives a factor of N when summed over the
last index.

Now comes a crucial observation for a general diagram. Let it have E propagators, or edges,
Vn vertices with n legs and h closed loops. The factor for this diagram is then(

1
Nr

)E

Nh
N∏

n=3

(−Ngn)Vn , (3.13)

where V =
∑

Vn is the total number of vertices. If we now consider the diagram as a Riemann
surface of genus g, we have the topological relation

2− 2g = h− E + V. (3.14)

So (3.13) can be rewritten as

N2

[(
1
r

)E∏
(−gn)Vn

][
1

N2

]g

. (3.15)

We see that the first factor is given by the type of the diagram. The second factor is given by the
topology of the diagram and diagrams of the same type, with higher genus g are all suppressed
by a factor of 1/N2g . This also means that the leading order contribution is given by the g = 0,
i.e. planar diagrams.
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To connect the two-point functions (3.11) and (3.12) to this result, we need to realize that
the two diagrams cannot be realized as Riemann surfaces, since they are not an average of an
invariant function of the form Tr

(
Mk
)
. In order to be able to do so, we need to contract the

two external matrices with δikδjl, i.e. to close the loops, and consider them as a new, 2-point
vertex, which brings an extra factor of N . Then, we see that the planar diagram really has N2

dependence, and the non-planar N0.

3.2 Saddle point approximation (for symmetric quartic potential)

This section introduces our main tool to analyze the matrix models, the saddle point approxima-
tion.

3.2.1 General aspects of the saddle point method

In this section, we will show how to obtain the eigenvalue distribution of the random matrix
without explicit computation of any expectation values. We will later show that doing that and
counting the diagrams leads to the same result as computed here.

We absorb the Jacobian in (3.7) into the action and obtain a theory governed by the measure

N2SV (λ) = N2

1
2
r

1
N

N∑
i=1

λ2
i + W (λ)− 2

N2

∑
i<j

log |λi − λj |

 , (3.16)

where we have denoted the n ≥ 3 part of the measure as

W (λ) =
∑

k

gk
1
N

N∑
i=1

λk
i . (3.17)

In some literature the notation effective in (3.16) is standard, but since we will encounter different
kind of effective quantities two more times in this text, we shall not use this notation. Since we
will need the notation for this object only rarely, we will denote it SV and reserve the term
effective action for something else.

We will assume, that the matrix and the parameters are scaled in such way, that the terms are
of order 1 in the large N limit. The key feature will be the fact, that the sums in the expression
are of order N in the large N limit. The Vandermonde term is thus already of order 1 and any
scaling of the matrix ads only a constant term to it, which can be disregarded.

We further introduce scaled quantities

r = r̃Nθr , gk = g̃kNθk , M = M̃Nθx . (3.18)

The mass terms behaves like N1+θr+2θx and the k-th term of the potential part like N1+θk+kθx .
And we want both these to scale as N2, so we obtain conditions

1 = θr + 2θx , 1 = θk + kθx . (3.19)

These do not fix the scaling uniquely and for the simplest choices we get

θr = 0 , θx =
1
2

, θk = 1− k

2
(3.20a)
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θr = 1 , θx = 0 , θk = 1 . (3.20b)

We will not denote the scaled quantities by tilde and write expressions like (3.16), but we will
keep in the back of our mind that such form is achievable for example by using the scaling (3.19).

Therefore as N → ∞, the integral in (3.1) will be dominated by the saddle-point configura-
tion of the eigenvalues λE

i , which extremizes the action (3.16), or in other words has the largest
probability. The average of an invariant function f(M) is then given, in the large N limit, by

〈f〉 =
N∑

i=1

f
(
λE

i

)
. (3.21)

We vary the action with respect to λi to obtain

rλE
i + W ′(λE

i ) =
2
N

∑
i 6=j

1
λE

i − λE
j

, (3.22)

for i = 1, 2, . . . , N . This form of the equation will be very useful later, but often we will work
with the eigenvalue distribution. For the solutions of the equation λE

i , it is formally defined as

ρ(λ) =
1
N

N∑
i=1

δ(λ− λE
i ) . (3.23)

This function becomes continuous in the large N limit. For a function of the eigenvalues f(λ)
we then have in the large N limit

N∑
i=1

f(λi)→ N

∫
C

dλ ρ(λ)f(λ) , (3.24)

where the integral is over the support of the distribution, which is a bounded interval or a bounded
union of intervals, thanks to the requirement on the scaling of the action S. Using this property,
we change (3.22) to

rλ + W ′(λ) = 2P

∫
dλ′

ρ(λ′)
λ− λ′

. (3.25)

Here, P
∫

denotes the principal value of the integral. We introduce a function, called the planar
resolvent,

ω0(z) =
1
N

∑
i

1
z − λE

i

=
∫

dλ
ρ(λ)
z − λ

. (3.26)

It is very important to note, that for large |z|, we have ω0 → 1/z thanks to the normalization of
ρ.

Computing a square of the resolvent

ω0(z)2 =
1

N2

∑
i,j

(
1

z − λE
i

)(
1

z − λE
j

)
=
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=− 1
N

ω′0(z) +
2

N2

∑
i,j

(
1

λE
i − λE

i

)
1

z − λE
j

. (3.27)

We neglect the second term, as it is subdominant in the large-N limit. We then rewrite this
equation using the saddle point condition (3.22) as

ω0(z)2 =
(
rλE

i + W ′(λE
i )
)
ω0(z) + P (z) , (3.28)

where

P (z) =
1
N

∑
i

rz + W ′(z)− rλE
i −W ′(λE

i )
z − λE

i

. (3.29)

This is a quadratic equation for the resolvent, which can be solved as

ω0(z) =
1
2

[
rz + W ′(z)−

√[
rλE

i + W ′(λE
i )
]2 − 4P (z)

]
. (3.30)

The polynomial P is not know yet, but it is much simpler to determine than ω0 directly from
(3.25).

Also note, that the resolvent is not well defined on the support of the eigenvalue distribution,
which is clear from both the definition (3.26) and the solution (3.30).

In terms of the resolvent function the eigenvalue distribution can be computed using the
discontinuity equation

ρ(λ) = − 1
2πi

[ω0(λ + iε)− ω0(λ− iε)] , (3.31)

and equation (3.25) becomes an equation for the resolvent

ω0(z + iε)− ω0(z − iε) = −rz −W ′(z) . (3.32)

3.2.2 One cut and multiple cut assumptions

To proceed further, one has to make an assumption about the topology of the support of the
distribution C. Namely on the number of the disjoint intervals on the real axis which form this
support, which are going to be referred to as cuts.

One cut assumption
If C is given by the interval [b, a], the equation (3.32) is solved by

ω0(z) =
1
2

∮
C

dz′

2πi

rz′ + W ′(z′)
z − z′

√
(z − a)(z − b)
(z′ − a)(z′ − b)

. (3.33)

To see this, we first realize that from (3.30) we must have(
rλE

i + W ′(λE
i )
)2 − 4P (z) = M(z)2(z − a)(z − b) (3.34)
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for some polynomial M(z), given by the condition

M(z) = Pol
rλE

i + W ′(λE
i )√

(z − a)(z − b)
, (3.35)

where Pol denotes the polynomial part and which is the result of dividing (3.30) and taking the
large-N limit. It can be deduced also from

M(z) =
∮

0

dz′

2πi

r/z′ + W ′(1/z′)
1− zz′

1√
(1− az′)(1− bz′)

, (3.36)

with contour around z = 0. Once M is known, the ends of the cut are again given by the
asymptotics ω0(z)→ 1/z and∮

C

dz′

2πi

rz′ + W ′(z′)√
(z′ − a)(z′ − b)

=0 , (3.37a)∮
C

dz′

2πi

z′ [rz′ + W ′(z′)]√
(z′ − a)(z′ − b)

=2 . (3.37b)

Once M(z) is known, these are equivalent to requiring

Pol ω0(z) = Pol
1
2

[
rz + W ′(z)−M(z)

√
(z − a)(z − b)

]
= 0 . (3.38)

Finally, the distribution is given by

ρ(λ) =
1

2πi
M(λ)

√
(λ− a)(λ− b) =

1
2π

M(λ)
√

(a− λ)(λ− b) . (3.39)

We have assumed that M(z) > 0. If this is not the case, we are clearly running into trouble. The
one cut assumption is not valid and we need to go further.

Knowing the distribution, one can now compute various expectation values of the theory. For
example the normalized traces of powers of M are given by

1
N

〈
Tr
(
Mk
)〉

=
∫
C

dλ λkρ(λ). (3.40)

Similarly, the planar free energy is given by

F0 = − 1
N2

log
(∫

dM e−N2S(M)

)
= − 1

N2
log e−N2SV [ρ(λ)] = SV [ρ(λ)] . (3.41)

Note that

SV [ρ(λ)] =
1
2
r

∫
dλ λ2ρ(λ) +

∫
dλ W (λ)ρ(λ)−

− 2
∫

dλ dλ′ ρ(λ)ρ(λ′) log |λ− λ′| . (3.42)



Matrix models 395

This formula can however be simplified a little into a form more suitable for numerical integration
we will do later. For this purpose, we introduce a Lagrange multiplier ξ into the action fixing the
normalization of the eigenvalue distribution

SV [ρ(λ)] =
1
2
r

∫
dλ λ2ρ(λ) +

∫
dλ W (λ)ρ(λ)−

− 2
∫

dλ dλ′ ρ(λ)ρ(λ′) log |λ− λ′|+ ξ

(∫
dλρ(λ)− 1

)
. (3.43)

Varying this equation with respect to the density we obtain3.1

1
2
rλ2 + W (λ)− 2

∫
dλ′ρ(λ′) log |λ− λ′|+ ξ = 0 , (3.44)

which has to hold for any value of λ. The choice is free, we will mostly chose the larges eigen-
value such that we do not have to think too much about the absolute value in the logarithm but
other choices are possible. Using this, the free energy can be simplified to

F0 =
1
2

[∫
dλ

(
1
2
rλ2 + W (λ)

)
ρ(λ)− ξ

]
. (3.45)

Often in the literature the free energy is defined without the free part

F0 = − 1
N2

[
log
(∫

dM e−N2( 1
2 rλ2+W (λ))

)
− log

(∫
dM e−N2( 1

2 rλ2)
)]

. (3.46)

This is equivalent to removing the vacuum bubbles. We will not do it here, as the free energy is
going to be a tool for determining the most probable solution at given values of parameters. This
answer is unaffected by this removal so we choose the simplest possible definition of F .

We should also mention that the resolvent is connected to the moments of the distribution by

zω(z) =
1
N

∞∑
k=0

〈
Tr
(
Mk
)〉

zk
=

∞∑
k=0

ck

zk
. (3.47)

This is indeed the defining relation for the full resolvent with contributions from diagrams of any
topology. The planar part is then given by the planar diagrams of

〈
Tr
(
Mk
)〉

, which together
with (3.40) gives our original definition of planar resolvent (3.26).

Two and more cuts
The situation gets more complicated when the potential has more than one minimum. If

the minima are deep enough, the gas of particles can split into two or more disjoint parts, each
located in one minimum. In the language of the eigenvalue density, the one cut assumption is no
longer valid and we need to assume a more complicated support of the distribution.

We illustrate the approach on the case of two minima of the potential. We will therefore
assume that the support C is given by the union of two intervals [a, b] and [c, d]. Equation (3.30)
the becomes

ω0(z) =
1
2

[
rz + W ′(z)−M(z)

√
(z − a)(z − b)(z − c)(z − d)

]
(3.48)

3.1The variation of this equation with respect to λ would yield the saddle point equation (3.25).
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and the endpoints of the intervals are given by∮
C

dz′

2πi

rz′ + W ′(z′)√
(z′ − a)(z′ − b)

=0 , (3.49a)∮
C

dz′

2πi

z′ [rz′ + W ′(z′)]√
(z′ − a)(z′ − b)

=0 , (3.49b)∮
C

dz′

2πi

(z′)2 [rz′ + W ′(z′)]√
(z′ − a)(z′ − b)

=2 , (3.49c)

or by

Pol ω0(z) = Pol
1
2

[
rz + W ′(z)−M(z)

√
(z − a)(z − b)(z − c)(z − d)

]
= 0 . (3.50)

Recall that these are given by the 1/z asymptotics of ω0(z). There are too few conditions to
determine the endpoints! In general for s-cut case, there are s + 1 conditions but 2s unknowns
to be determined. Here, we have to make some extra assumptions.

The rescue is the free energy (3.41). Note that the solution with the the lowest free energy
has the largest probability and will dominate the large-N limit.

One can show that assuming the free energy of the system to be minimal gives exactly the
extra s − 1 conditions that are needed. One introduces the filling fraction xs of the eigenvalues
in the s-th cut as

xs =
∫
Cs

dλ ρ(λ) ,
∑

s

xs = 1, (3.51)

and the variation of the free energy as a function of xs should vanish. This condition has also a
very intuitive physical meaning. Recall the problem as a N particle gas of eigenvalues and lets
get back to the two cut case. These now sit in two wells. If we try to move one eigenvalue from
one well to the other, this should cost us no energy in the equilibrium case. If we could gain
something, the fluctuations of the eigenvalues would eventually make this change spontaneously.
If we lose energy this process would happen the other way and at the end of the day, we would
reach balance given by the no-work-done condition.

The force on the i-the eigenvalue is

f(λ) = −rλi + W ′(λi) +
2
N

∑
i 6=j

1
λi − λj

= −rλi + W ′(λi) + 2ω0(λi) . (3.52)

If we now fix the eigenvalues and try to move one eigenvalue from one cut to the next one, the
work required is∫ b

c

dλ f(λ) = −
∫ b

c

dλ M(λ)
√

(z − a)(z − b)(z − c)(z − d) . (3.53)

The no-work-done condition then gives∫ c

b

M(z)
√

(z − a)(z − b)(z − c)(z − d) = 0. (3.54)

For a multiple cut solution, similar condition is straightforwardly derived and has to hold between
any two neighboring cuts.
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3.2.3 The Wigner semicircle distribution

The simplest example is clearly the no potential case W (λ) = 0 and the probability measure
given by

S(M) =
1
2
rTr
(
M2
)

. (3.55)

The first the condition (3.37a) or (3.38) becomes

r

4
(a + b) = 0 ⇒ b = −a , (3.56)

which is the expected symmetric distribution for the symmetric potential. The second condition
(3.37) or (3.38) then yields

ra2

4
= 1 (3.57)

and

a = 2/
√

r . (3.58)

Equation (3.36) or (3.35) then yields M(z) = r and we finally obtain

ω0(z) =
1
2

(
rz − r

√
z2 − 4

r

)
, (3.59)

and using the discontinuity equation (3.31) or the expression (3.39), we obtain the celebrated
Wigner semicircle law

ρ(λ) =
r

2π

√
4
r
− λ2 , λ2 <

4
r

. (3.60)

Note that this distribution is normalized to 1, which is the result of the assumed scaling. To find
out this scaling explicitly, we can either look at the general formulas (3.19) or do something a
little different.

We first solve the model without any rescaling. This normalizes ρ(λ) to N , which is the
number of eigenvalues, rather than to 1. This yields an eigenvalue distribution

ρ(λ) =
r

2π

√
4N

r
− λ2 , λ2 <

4N

r
. (3.61)

Again, introducing rescaled quantities

r = r̃Nθr , M = M̃Nθx , (3.62)

this becomes

ρ(λ)
N

= N2θx+θr−1 r̃

2π

√
4
r̃
N1−θr−2θx − λ̃2 , λ̃2 <

4
r
N1−θr−2θx . (3.63)
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So we see we obtain the same condition

1− θr − 2θx = 0 . (3.64)

for both the radius and the distribution to finite in the large N . And this is clearly equivalent to
the general formula (3.19).

Let us note, that without the scaling, the eigenvalues would spread to the infinity. This means
that the Vandermonde repulsion would win over the potential and to include the effect of the
potential, we need to enhance it by a corresponding power of N .

On a little different front, with such scaling, the second moment of the distribution is then
given by

c2 =
ra4

16
=

1
r

(3.65)

and reflects the fact that the distribution is getting narrower as we increase the r. This is on the
other hand very intuitive in the gas analogy, where the steeper potential confines the eigenvalues
in a smaller region. The figure 3.3 illustrates the distribution for several values of r.

3.2.4 The quartic potential

We now introduce a simple interaction potential W (λ) = gλ4, which corresponds to the term
gTr

(
M4
)

in the measure and we have

S(M) =
1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (3.66)

Positive r
Again, the condition (3.37a) or (3.38) yields

1
8
(a + b)(5a2g − 2abg + 5b2g + 2r) = 0 , (3.67)

which has a clear solution a = −b =
√

δ. In terms of this the second condition gives

3
4
δ2g +

1
4
δr = 1 . (3.68)

The radius of the distribution is then given by

δ =
1
6g

(√
r2 + 48g − r

)
. (3.69)

Equation (3.36) or (3.35) then yields

M(z) = 4gz2 + 2gδ + r (3.70)

and we finally obtain

ω0(z) =
1
2

[
4gz3 + rz − (4gz2 + 2gδ + r)

√
z2 − δ

]
, (3.71)
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Fig. 3.3. (Color online) The semicircle distribution (3.60) in solid green, together with the corresponding
potential, in dot-dashed, for vales of r = {1, 4, 9, 16, 25, 36}, left to right, top to bottom. The horizontal
axis represents the eigenvalue, the vertical either the potential or the distribution. We have introduced a
green color for the one cut solution.

and

ρ(λ) =
1
2π

(
r + 2gδ + 4gλ2

)√
δ − λ2 , λ2 < δ. (3.72)

The free energy of this distribution is given by

F =
−r2δ2 + 40rδ

384
− 1

2
log
(

δ

4

)
+

3
8

. (3.73)

These results were first obtained in [87]. Again, this distribution is normalized to 1. If we used
the normalization to N , the result for the square of the radius would be

δ =
1
6g

(√
r2 + 48gN − r

)
(3.74)
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and it is left as an exercise, that this leads to the same scaling as the general formulas (3.19).
The moments of the distribution can then be deducted from the 1/z expansion (3.47) or by

explicit integration and are

c2 =
1
4
δ3g +

1
16

δ2r =
δ

4
+

δ3g

16
, (3.75a)

c4 =
9
64

δ4g +
1
32

δ3r =
δ2

8
+

3δ4g

64
. (3.75b)

For positive r, this is the end of the story.

Negative r
However if we allow for negative r, things change. Potential has then two minima and we

expect a two cut solution to emerge. However not immediately for any value of r, since the
potential price eigenvalues have to pay for being close to the origin has to be large enough to
overcome the repulsion of eigenvalues. In other words, the peak that the potential develops at the
origin has to he high enough to split the eigenvalues apart.

There are two ways to treat this situation. First, we can look at the one cut distribution (3.72)
and see, that for some value of r, the distribution becomes negative. This indicates that something
is going wrong and we have to start over. Clearly, the distribution becomes negative at x = 0, so
the condition becomes M(0) = 0 and

r +
1
3

(√
r2 + 48g − r

)
= 0 ⇒ r = −4

√
g . (3.76)

This tells us, where the behavior of the solution should change, but does not tell us what the new
solution is.

Two cut solution
The second approach is to directly look for this solution. To find it, we look for a symmetric

two cut solution with the support

C =
(
−
√

D + δ,−
√

D − δ
)
∪
(√

D − δ,
√

D + δ
)

. (3.77)

The conditions (3.37),(3.38) become

4Dg + r =0 , (3.78a)

δ2 =
1
g

(3.78b)

and are trivial to solve. For the solution to be well defined, we must have D − δ > 0, which
yields

r < −4
√

g , (3.79)

in agreement with (3.76). The polynomial M(z) becomes simply

M(z) = 4g|z| (3.80)
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and eigenvalue distribution is then

ρ(λ) =
2g|λ|

π

√
(δ2 − (D − λ2)2) , (3.81)

which has the following free energy

F = − r2

16g
+

1
4

log g + 3/8 (3.82)

and the following second and fourth moment

c2 =Dδ2g = D , (3.83a)

c4 =D2δ2g +
1
4
δ4g = D +

1
4g

. (3.83b)

It is interesting to note, that at the transition point

r = −4
√

g , (3.84)

the distributions (3.72) and (3.81) coincide, as do the moments (3.75) and (3.83).
The figure 3.4 shows the eigenvalue distribution for g = 1 and several different values of r,

together with the potential. We can observe the interval being split by the peak.

Asymmetric one solution
However, as it turns out this is still not the end of the story. It is difficult to see from the

equation (3.67), but the model does have a different one cut solution [88].
This can be seen in the particle gas analogy. The particles repel each other so generally if we

place all of them in one of the wells they spread. Potential confines the particles and it is not hard
to imagine a situation, where the wells of the potential are steep enough to win over the repulsion
of the eigenvalues before they start to leak over the barrier.

If we rewrite the boundaries of the interval a little, namely

C =
(
D −

√
δ, D +

√
δ
)

, (3.85)

the condition (3.38) becomes

D

(
2D2g + 3δg +

1
2
Dr

)
= 0 , (3.86)

which has apart from the symmetric solution D = 0 an asymmetric solution

2D2g + 3δg +
1
2
Dr = 0 . (3.87a)

This is supplemented by the second condition form (3.38)

3D2δg +
3
4
δ2g +

1
4
δr = 1 . (3.87b)
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Fig. 3.4. (Color online) The comparison of the one cut and the two cut solutions to the quartic model (3.66).
The plots are for the value g = 1 and from right to left, top to bottom r = {1, 0,−4/

√
2,−4,−5, −6,

−7, −8}. We can see that beyond r = −4
√

g the one cut solution becomes negative and that at this point
the one cut and the two cut solutions coincide. We have introduced a blue color for the two cut solution.
Note that the potential, the dot-dashed line, has been shifted so that the minimum is at the bottom of the
picture and not lower. The horizontal axis represents the eigenvalue, the vertical either the potential or
the distribution. The solid line is the realized solution, the dashed line is the formal one cut solution for
r < −4

√
g.

The polynomial M(z) (3.35) is

M(z) = 4D2g + 2δg + r + 4Dgz + 4gz2 , (3.88)
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and the solution of the equations (3.87) is given by

δ =
−r −

√
−60g + r2

15g
, D = ±

√
−3r + 2

√
−60g + r2

20g
(3.89)

and there is plenty to be noticed about it. First, there are two solutions with the same δ and
opposite D, which says that the distribution can live in either well of the potential. Second, it
exist only for negative r, as δ has to be positive. And since both D and δ have to be real, we
obtain r < −2

√
15g. Finally, for |r| very large, we get

δ = 0 , D = ±1
2

√
−r

g
, (3.90)

which is easily seen to be the location of the minima of the potential. And as expected, in the
limit r → −∞, as the walls of the potential well become very steep, the eigenvalues become
localized at its bottom.

And finally, the formula for the distribution itself is

ρ(λ) =
1
2π

(
4D2g + 4Dgx + 2δg + r + 4gx2

)√(
D +

√
δ − x

)(
x−D +

√
δ
)

=

=
1
2π

(
4D2g + 4Dgx + 2δg + r + 4gx2

)√
δ − (x−D)2 (3.91)

and the free energy of this solution is given by the rather unappealing formula

F =
δ

8

[
9
16

g2δ3 + δ2

(
5
8
gr +

27
2

g2D2

)
+ δ

(
33g2D2 +

15
2

grD2 +
r2

8
+

15
g

)

+ 15g2D6 + 7grD4 +
(

12g +
1
2
r2

)
D2 + 3r

]
+

1
4
rD2 +

1
2
gD4 − 1

2
log
(

δ

4

)
− 1

(3.92)

In the figure 3.5, the asymmetric one cut solution is plotted, together with the two cut solution,
for the value of g = 1.

It is interesting to compute the asymmetric eigenvalue density just when it starts to be possi-
ble. We plug r = −2

√
15g into (3.90) and obtain for the edges of the interval

±
(

1
60g

)1/4

and ± 5
(

1
60g

)1/4

. (3.93)

Note that the interval does not start at 0, but at some depth into the well. This is easily understood
in the particle gas analogy. The particle at the edge of the interval is being repelled by the rest of
the particles. So there has to be a force acting on it in the opposite direction and thus it cannot sit
at the top of the peak at x = 0.

The last question to answer is, which of the two solutions that exist in the region r < −2
√

15g
is eventually realized. This depends how we look at the model. We can either view the large N
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Fig. 3.5. (Color online) Plot of the asymmetric one cut solution (3.91) to the model (3.66) for the value
g = 1 and for left to right, top to bottom r = {−2

√
15,−9,−12,−15,−30,−80}, together with (a part

of) the potential, shown in dot-dashed. Note that the potential has been shifted so that the minimum is at
the bottom of the picture and not lower. The horizontal axis represents the eigenvalue, tho vertical either
the potential or the distribution. We have introduced the red color for the asymmetric one cut solution. The
dashed line is the two cut solution, which is energetically preferred.

limit as a process. Then 1/N2 plays the role of a temperature and the large N limit is the limit
of freezing the particles in the well. However if we assume that this process takes some ”time”,
in the sense that the fluctuations of the eigenvalues can take one state from another sufficiently
many times, the solution with the lowest free energy (3.41) is realized. Or in other words the
more probable solution.

If we on the other hand assume that the system is in the N =∞ state to begin with, there
are no thermal fluctuations and the eigenvalues cannot get from one well into another even if it
lowers the free energy. This is a view we are not going to take! First of all because we usually
do have some limiting process in mind3.2 and because it just leaves room for too many solutions,
as for example any two cut solution, once it exists, would be stable.

3.2In our case for example the process of taking the noncommutativity parameter to zero.
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Fig. 3.6. The phase diagram of the quartic model (3.66). Above the solid line, the eigenvalue distribution
is in the one cut phase. Under the solid line, the eigenvalue distribution is in the two cut case. Under the
dashed line, an asymmetric one cut phase exists, but is not realized as it has higher free energy.

So we are to determine which of the two solutions, the two cut (3.81) and the asymmetric one
cut (3.91) has lower free energy in the region where both exist. Without summoning any explicit
formulas for the free energy, it is easy to solve the dispute. In the two cut case, eigenvalues are
further away from each other, so the energy of the interaction lowers. They are also in region of
lower potential, so the potential energy lowers. The free energy is thus lower in the two cut case
and the two cut solution is the preferred one everywhere.

So we got our first phase diagram! It is shown in the figure 3.6 and describes the phase
structure of the quartic model (3.66). The figure 3.7 shows the free energies of the two three
solutions, clearly indicating that the asymmetric one cut solution has always higher free energy.

We got only symmetric solutions as the energetically preferred solutions in this model. We
can use the notion of freezing the solution to obtain a preferred asymmetric solution in the case
of the symmetric potential (3.66).

We first introduce a symmetry breaking term of the form Tr (M) or Tr
(
M3
)

which lowers
one of the wells of the potential. If the term is strong enough, the asymmetric solution living in
this well will become the preferred solution since its free energy will be the lowest. After we
take the large-N limit, we remove the symmetry breaking. This brings the two wells back to the
same level again. However the eigenvalues are now frozen in one well and cannot get to the other
one, obtaining an asymmetric solution.

We will not employ this strategy though. The matrix model we will need to study as a
description of the fuzzy field theory will not allow to remove the symmetry breaking term, so we
will have to study the asymmetric models completely. But before that, let us summarize what we
have learned in this section.
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Fig. 3.7. (Color online) The free energy diagram of the quartic model (3.66). The green region denotes the
one cut solution, the blue region the two cut solution and the red region the asymmetric one cut solution.
We can see that the asymmetric solution has higher free energy everywhere it exists.

3.2.5 Lessons learned

We have seen that the particle picture for the eigenvalues is very useful. There are two forces
on the particles, one from the outside potential which pushes the eigenvalues towards the min-
ima and one from the interaction among eigenvalues which pushes them away from each other.
These two forces compete, until the equilibrium is reached, where the net force on each particle
vanishes.

If the potential has more than one minimum, there are sometimes more equilibria available,
simply because the wells allow for more complicated stable situations. We then assume that the
particles can find the configuration of the lowest free energy in the process of lowering tempera-
ture, which is equivalent to taking the large-N limit.

And we have seen that if the potential is even, the resulting distribution is symmetric. To get
an asymmetric solution, we need to add odd terms into the potential, which we are going to do
in the next section.

3.3 Saddle point approximation for asymmetric quartic potential

The most general quartic action for the matrix M is

S(M) = aTr (M) +
1
2
rTr
(
M2
)

+ hTr
(
M3
)

+ gTr
(
M4
)

. (3.94)

With a shift and rescaling of the matrix and dropping an irrelevant constant term, we can bring
this to the form

S(M) = Tr (M) +
1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (3.95)



Matrix models 407

Such ensemble can be treated by the saddle point approximation in the same way we treated the
symmetric case in the section 3.2.

One cut solutions
First, let us consider the one cut solution of this problem. We will discuss the two cut solution

afterward. We have already encounter an ansatz for the general one cut support (3.85)

C = (D −
√

δ, D +
√

δ) . (3.96)

(3.38) now leads to equations

1
2

+ 2D3g + 3Dδg +
1
2
Dr =0 , (3.97a)

3D2δg +
3
4
δ2g +

1
4
δr =1 , (3.97b)

which are slightly more complicated than (3.87). We invite the reader to show, that in the free
case these equations give rise a distribution, which is the original semicircle shifted by 1/r to the
left, which is exactly what we would expect.

The polynomial M(z) (3.35) is the same as (3.88), since it depends only on the form of the
cut

M(z) = 4D2g + 2δg + r + 4Dgz + 4gz2 . (3.98)

For a general coupling, because of to the extra term 1/2, the equations are not solvable any-
more, as solving (3.97a) for δ turns (3.97b) into the equation of sixth order in D. The moments
of the distribution are given in terms of the solution of these equations by

c1 =3D3δg +
3
2
Dδ2g +

1
4
Dδr , (3.99a)

c2 =3D4δg + 3D2δ2g +
1
4
δ3g +

1
4
D2δr +

1
16

δ2r , (3.99b)

c3 =3D5δg +
21
4

D3δ2g +
9
8
Dδ3g +

1
4
D3δr +

3
16

Dδ2r , (3.99c)

c4 =3D6δg +
33
4

D4δ2g +
27
8

D2δ3g +
9
64

δ4g +
1
4
D4δr +

3
8
D2δ2r +

1
32

δ3r . (3.99d)

Every one cut solution of this model is an asymmetric one. However, we are going to distin-
guish two kinds of one cut solutions, which are rather different. We are going to them almost-
symmetric solution and the asymmetric solution.

As suggested by the name, the almost-symmetric solution is not going to be too different
from the symmetric solution (3.72). We will define it by the condition that the extremum of the
polynomial M(z) is within the supporting interval. This means that the eigenvalue distribution
will have two peaks, even though not of the same height.

The asymmetric solution will have this extremum outside of the supporting interval. This
means that the eigenvalue distribution will have only one peak and all the eigenvalues will be
located in one well only.
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The extremum of M given by (3.98) occurs at z = −D/2, so in terms of the solution of
(3.97), the solution is asymmetric if

3
2
D +

√
δ < 0 . (3.100)

To find the phase transition, we need to look for the moment when the asymmetric solution does
not exists, i.e. when the distribution becomes negative. Since the extremum of the potential is
outside the interval, this will happen at the edge of the interval and we get the condition for the
boundary of existence of the asymmetric solution

M(D +
√

δ) = 12D2g + 12D
√

δg + 6δg + r = 0 . (3.101)

For the almost-symmetric solution, the distribution becomes negative at the minimum of the
potential, so the boundary is given by

M(−D/2) = 3D2g + 2δg + r = 0 . (3.102)

These two equations, together with the conditions (3.97) determine the two boundary lines of the
regions, where the two solutions exist. They cannot be solved analytically, but after some algebra
D and δ can be removed for the almost symmetric case to give a condition just in terms of r and
g

45
√

g −
√

15
[
4r +

√
−80g + 9r2

]√
−2r +

√
−80g + 9r2 = 0 , (3.103)

This condition can now be solved either numerically or perturbatively.
When doing the perturbative calculation for either case, we introduce a factor of ε in front

of the linear term, see where the ε propagates into (3.103) and look for the solution as a power
series in ε. The result is

r(g) =
3
32

+
2343

8388608g
+

123
32768

√
g
− 4
√

g (3.104)

for the almost symmetric solution and

r(g) =− 2
√

15
√

g +
151/4g1/4

√
2

+
1
12

+
199

5184
√

2151/4g1/4
+

733
62208

√
15
√

g
+

+
49807

5971968
√

2153/4g3/4
+

2431
11337408g

+
244091717

1393140695040
√

2151/4g5/4
(3.105)

for the asymmetric solution. These two lines are shown in the numerical phase diagram of the
theory in the figure 3.8. Note that they intersect and beyond this intersection there is no true
distinction between the two solutions. We will see this better once we plot the solutions a little
later. In the empty region, only a two cut solution exists.

To obtain this phase diagram of the one cut part of the problem numerically, we have cho-
sen particular values of r and g, solve the equations (3.97) with these particular values. From
the numerical point of view, it is rather challenging to navigate one’s way around a slew of
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Fig. 3.8. (Color online) The numerical phase diagram of the asymmetric quartic model (3.95). The red
region denotes the asymmetric one cut solution and the red line the perturbative boundary line (3.105). The
green region denotes the almost symmetric one cut solution and the green line the perturbative boundary
line (3.104). Note the difference in the g axis.

solutions. For example figure 3.9 shows all the numerical solution one obtains for the values
r = −12, g = 1/2. Once drawn, it is clear which solution is the correct one. It is however useful
to be able to determine the correct solution just from the values of D and δ. Once all the imagi-
nary results and negative δ’s are thrown away, it is the solution with D closest to the minimum
of the potential.

We have exhausted the discussion of the one cut solution and will proceed to the description
of the two cut solution. It has to be the solution of the model in the blank region in the figure 3.8,
but as we will see it exists also outside this area.

Two cut solution
The ansatz for a general two cut solution is

C = (D1 − δ1, D1 + δ1) ∪ (D2 − δ2, D2 + δ2) . (3.106)

The three conditions we get from (3.38), recall that it is the condition ω(z) ∼ 1/z for large z, are
then

2D2
1g + 2D1D2g + 2D2

2g + δ2
1g + δ2

2g +
1
2
r = 0 , (3.107a)

1
2
− 2D2

1D2g − 2D1D
2
2g + 2D1δ

2
1g + 2D2δ

2
2g = 0 , (3.107b)

2D2
1δ

2
1g −D1D2δ

2
1g −D2

2δ
2
1g +

1
4
δ4
1g −D2

1δ
2
2g−
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Fig. 3.9. All the real solutions to equations (3.97) obtained numerically at r = −12, g = 1/2. The dot-
dashed line is the potential, the dashed lines are the negative solutions and are not well defined. The solid
solutions are well defined but the solution in the right well has higher free energy.

−D1D2δ
2
2g + 2D2

2δ
2
2g − 1

2
δ2
1δ2

2g +
1
4
δ4
2g = 1 . (3.107c)

The polynomial M(z) is given by

M(z) = 4 (D1 + D2 + g) (3.108)

and the distribution becomes

ρ(λ) =
2|D1 + D2 + g|

π

√
(δ2

2 − (D1 − λ)2) (δ2
2 − (D2 − λ)2) , (3.109)

The moments of the distribution are given by

c1 =2D3
1δ

2
1g −D2

1D2δ
2
1g −D1D

2
2δ

2
1g + D1δ

4
1g −D2

1D2δ
2
2g

−D1D
2
2δ

2
2g + 2D3

2δ
2
2g −D1δ

2
1δ2

2g −D2δ
2
1δ2

2g + D2δ
4
2g , (3.110a)

c2 =2D4
1δ

2
1g −D3

1D2δ
2
1g −D2

1D
2
2δ

2
1g +

9
4
D2

1δ
4
1g − 1

4
D1D2δ

4
1g

− 1
4
D2

2δ
4
1g +

1
8
δ6
1g)−D2

1D
2
2δ

2
2g −D1D

3
2δ

2
2g + 2D4

2δ
2
2g

−D2
1δ

2
1δ2

2g − 3
2
D1D2δ

2
1δ2

2g −D2
2δ

2
1δ2

2g − 1
8
δ4
1δ2

2g

− 1
4
D2

1δ
4
2g − 1

4
D1D2δ

4
2g +

9
4
D2

2δ
4
2g − 1

8
δ2
1δ4

2g +
1
8
δ6
2g) , (3.110b)

c3 =2D5
1δ

2
1g −D4

1D2δ
2
1g −D3

1D
2
2δ

2
1g + 4D3

1δ
4
1g − 3

4
D2

1D2δ
4
1g

− 3
4
D1D

2
2δ

4
1g +

3
4
D1δ

6
1g −D2

1D
3
2δ

2
2g −D1D

4
2δ

2
2g + 2D5

2δ
2
2g
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−D3
1δ

2
1δ2

2g − 3
2
D2

1D2δ
2
1δ2

2g − 3
2
D1D

2
2δ

2
1δ2

2g −D3
2δ

2
1δ2

2g − 1
2
D1δ

4
1δ2

2g

− 1
4
D2δ

4
1δ2

2g − 3
4
D2

1D2δ
4
2g − 3

4
D1D

2
2δ

4
2g + 4D3

2δ
4
2g − 1

4
D1δ

2
1δ4

2g

− 1
2
D2δ

2
1δ4

2g +
3
4
D2δ

6
2g , (3.110c)

c4 =2D6
1δ

2
1g −D5

1D2δ
2
1g −D4

1D
2
2δ

2
1g +

25
4

D4
1δ

4
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D3

1D2δ
4
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D2

1D
2
2δ

4
1g +
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D1D2δ

6
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D2
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1g +

5
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δ8
1g

−D2
1D
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1D2δ
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2δ
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D1D
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2δ
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5
2
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1δ6

2g +
5
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δ8
2g . (3.110d)

Finally, the condition for the minimal free energy (3.54) for the asymmetric two cut solution
(3.109) becomes

0 =
(
− 4D5

1 + 12D4
1D2 − 8D3

1D
2
2 − 8D2

1D
3
2 + 12D1D

4
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2
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4
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Fig. 3.10. (Color online) The phase diagram of the asymmetric model (3.95) including the two cut phase.
The color code is as before, green for the almost symmetric one cut, red for the asymmetric one cut and
blue for the two cut solution. Note that the dots of the two cut solution have been shifted slightly to the
right to the right not to overlap with the red dots. See the text for details.

+ 4δ3
1δ2

2 − 2δ1δ
4
2

)
Π
[
D1 −D2 − δ1 − δ2

D1 −D2 + δ1 − δ2
,
(D1 −D2)2 − (δ1 + δ2)2

(D1 −D2)2 − (δ1 − δ2)2

]
(3.110e)

where K is the complete elliptic integral of the first kind, E is the complete elliptic integral of
the second kind and Π is the complete elliptic integral of the third kind.

The mission is now straightforward. Solve equations (3.110) and obtain the parameters
D1,2, δ1,2. However these equations are not only beyond any chance to solve analytically, but
also their numerical treatment is extremely complicated. Available computer programs cannot
be used, since the equations are very sensitive to the starting point used as the first trial in the
numerical computation and there is very little we can do systematically here.

We have thus programed our own algorithm to deal with the equations (3.110) described in
the appendix A. It is almost surely far from being optimal both in precision and speed, but it
gives results sufficiently fast and precise for our purposes.

Using this algorithm, we obtain the phase diagram shown in the figure 3.10. The first thing
to notice is no overlap of the region of the symmetric one cut and the two cut solutions, i.e. green
and the blue regions, as is expected. And there is an overlap between the asymmetric one cut and
the two cut, i.e. the blue and the red regions, as expected. In this region, both the asymmetric
one cut and the two cut solutions exists. And we identify a region, where only an asymmetric
one cut solution exists. We see, that our algorithm did miss several points along the boundary
of this area. The numerics becomes very sensitive and it is extremely challenging to pin down
the boundary precisely. Fortunately, we will not need the exact location of the boundary for our
purposes.
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Fig. 3.11. (Color online) Plots of the eigenvalue distribution of the asymmetric quartic model (3.95). The
plots are for the value g = 0.1 and from right to left, top to bottom r = {0,−0.91,−1.19, −1.47, −1.68,
−2.66, −5.04,−5.32}. In dashed are shown the solutions which either do not exist or have higher free
energy. We can see that beyond some value of r, the asymmetric one cut solution becomes the proffered
one, thanks to the large enough difference between the two minima. Note that the potential has been
shifted vertically and rescaled so that it fits into the figure, so the differences between the extrema were not
preserved. But it has been not shifted horizontally, so the position of the extrema of the potential have been
preserved.

For a better idea what happens there, we give a series of plots of the distributions in the figure
3.11.

As we lower the value of r, the two wells of the potential become too deep for a solution
extending over both of the wells to exists and we obtain a two cut solution. As we go lower with
r, the walls of the left well become steep enough to confine all the eigenvalues in the left well,
which has a lower potential.3.3 However, such situation has a large free energy. But as we go

3.3There might be a solution living also in the right well, but it always has a higher free energy.
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Fig. 3.12. (Color online) The free energy diagram of the asymmetric model (3.95). The free energy of the
two cut solution is shown as a filled area to emphasize its location in the diagram. See the text for details.

even further lower with the value of r, the difference between the right and the left well becomes
so large, that the energy loss for the eigenvalue when moving into from the right to the left well
is high enough to pay for the energy gain in the interaction energy. The two cut solution with the
lowest free energy is the asymmetric one cut solution living in the left well.

This is shown in the free energy diagram in the figure 3.12. We can see how the free energy
of the two cut solution interpolates between the energies of the two one cut solutions.

Let us note, that to our best knowledge the asymmetric quartic model has not been analyzed
in this detail in the literature.

3.4 Saddle point approximation for multitrace matrix models

Up to now, we have considered only matrix models with simple polynomial action (3.16). We
would now like to generalize our treatment for more complicated models. Recalling the formula
for the moments of the distribution (3.40) we see that (3.2) is simply

S(M) =
∑

gncn , (3.111)

a linear expression in moments. A natural way to generalize such action is to include nonlinear
terms into the action and consider a general action

S(M) = f(c1, c2, . . .) +
1
2
rTr
(
M2
)

+ gTr
(
M4
)

, (3.112)

where we have considered an addition of a new term to the original quartic action. We will refer
to this kind of models as multitrace models, opposing to the single trace models (3.2). Such
models arise when the matrix M is coupled to some external matrix A via some interaction
term Tr (MA) or Tr (MAMA) [89]. Such terms are not invariant under M → UMU† and the
angular integral will not be trivial anymore. We will see an explicit example of this for the case
of the scalar field on the fuzzy sphere in the sections 4.1 and 4.2.
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The integration will introduce a multitrace term of the form (3.112), with the function f given
by the form of the interaction and the eigenvalues of the matrix A [90]. We will not consider any
general cases here and after a swift description of the saddle point approximation we will work
our way through several examples slowly building apparatus towards the matrix models which
describe the scalar field theory on the fuzzy spaces.

3.4.1 General aspects of multitrace matrix models

To derive the saddle point equation for the action (3.112), we need to realize that the variation of

cn
m =

∑
j

λm
j

n

(3.113)

with respect to the i-th eigenvalue is

d(cn
m) = n

∑
j

λm
j

n−1

∂

∂λi

∑
j

λm
j

 dλi = ncn−1
m mλm−1

i dλi (3.114)

and we get

∂cn
m

∂λi
= ncn−1

m mλm−1
i . (3.115)

If we have more than one moment coupled to each other, we straightforwardly get

∂cm1cm2

∂λi
= cm1m2λ

m2
i + cm2m1λ

m1
i (3.116)

and similarly for more moments coupled in a more complicated way. This way we obtain the
saddle point equation of a general form∑

n

∂f

∂cn
nλn−1

i + rλi + 4gλi =
2
N

∑
i 6=j

1
λi − λj

. (3.117)

This means, that multitrace terms will introduce terms into saddle point equation, which
include the moments of the distribution multiplied by λi. If we view the saddle point equation
as the equilibrium condition for the gas of particles, these terms generate a force on the i-th
eigenvalue which depends on the position of other eigenvalues. This means that they introduce
further selfinteraction among the eigenvalues. However this is not a standard pair interaction
between two particles. Multitrace terms rather couple the eigenvalue to an overall distribution of
all the eigenvalues.

The approach we will use is based on rewriting the saddle point equation as an equation of an
effective matrix model, which has only single traces in the potential. This is the second time we
have encountered the word effective. There will be one more setting where we will use the word
effective. To distinguish this effectivnes from the future one, we will always refer to this as an
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effective single trace model, action of the effective single trace model, moments of the effective
single trace model, etc.

The form of the saddle point equation will thus be∑
n

gn,effλn−1
i =

2
N

∑
i 6=j

1
λi − λj

. (3.118)

This way, appearance of cn
m will be seen as a correction to the coupling constant gm → gm,eff .

We then compute the eigenvalue distribution of this effective single trace model as if these pa-
rameters were constant. After that the moments of the effective distribution will be functions
of the effective couplings and thus of the moments themselves. Equations for the moments like
(3.75) for example will thus turn into a set of selfconsistency conditions. Simply because

cn =
∫

dλ λnρ(λ, gn,eff ) =
∫

dλ λnρ(λ, c1, c2, . . .) (3.119)

the eigenvalue distribution to be used to compute the moments is a function of moments them-
selves. The solution will be valid however only in the large N limit, as what we effectively do is
we rewrite

Tr (Mn)m =
〈

Tr (Mn)m−1
〉

Tr (Mn) (3.120)

which uses the factorization property valid only in the large N limit.
Technically, there is really not much more to it. It is good to keep in mind the picture, where

the eigenvalues create an outside force among themselves that acts on them. With that in mind,
we shall proceed to some, gradually more complicated, examples.

We will first study matrix models which have the standard quartic potential in the action
accompanied by a multitrace part that contains even moments of the distribution

S(M) = f(c2, c4, . . .) +
1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (3.121)

We thus expect the resulting distributions to be symmetric. Later, we will get to some simple
examples of models involving also asymmetric moments in the multitrace.

3.4.2 Second moment multitrace models

Let us start with a very simple model which we will use to illustrate the method outlined in the
previous part. As the name of the section suggests, we will deal with models involving only the
second moment in the multitrace.

The most simple model
Let the multitrace part be given just by the square of the second moment

S(M) = c2
2 +

1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (3.122)
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According to (3.115), the saddle point equation for this model is given by

2c2λi + rλi + 4gλ2
i =

2
N

∑
i 6=j

1
λi − λj

(3.123)

and can be rewritten as

[r + 2c2]λi + 4gλ2
i =

2
N

∑
i 6=j

1
λi − λj

. (3.124)

If we now denote

reff = r + 2c2 , (3.125)

this corresponds to the well-known and by now very familiar quartic model. The one cut solution
(3.72), together with the expression for the second moment (3.75a) leads to a rather unappealing
unsolvable equation. However, at the phase transition, things simplify. First of all at the phase
transition

reff = r + 2c2 = −4
√

g (3.126)

and as we have seen at the phase transition the second moment of the distribution is independent
of reff and is equal to 1/

√
g. A little surprisingly we obtain a phase transition of the line

r = −4
√

g − 2
√

g
. (3.127)

We are tempted to conclude that for any point in the parameter space under this line, we obtain a
two cut solution but this is something not to be taken for granted. We will investigate this further.

The conditions for the two cut solution (3.78) are much simpler. reff = r + 2c2 with (3.83a)
yields

c2 =
−r

2 + 4g
. (3.128)

This is a well-defined positive number everywhere under (3.127) and thus the solution exists
in the whole region. To understand better what is happening, let us investigate how the phase
diagram of the effective single trace model and the multitrace model are connected.

The strategy is as follows. We take a point in the phase diagram of the effective single trace
model (reff , geff ) for some particular values of the parameters. The moments of the effective
distribution as well as its free energy are then known. We then invert the relation (3.125) to
obtain

r = reff − 2c2 . (3.129)

This way, we obtain a point (r, g) in the phase diagram of the original model. We then repeat this
procedure for different values of the effective parameters, obtaining a deformation of the phase
diagram of the effective single trace model.
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Fig. 3.13. (Color online) The numerical phase diagram of the simple multitrace model (3.122). The green
region denotes the one cut solution, the blue region denotes the two cut solution. The black line is the
analytic transition line (3.127), the dashed line is the transition line of the single trace model. The green
and blue lines connect the points of constant reff to stress the deformation of the original phase diagram.

The resulting phase diagram is shown in the figure 3.13, together with the transition line
(3.127). The lines of constant reff are also shown to make the deformation more clear.

The most striking feature of this diagram is the region near the negative r axis, where a one
cut solution exists even for negative r and small g. This is very different from the original model
with no multitraces.

This is due to the attractive nature of the interaction the extra term c2
2 introduces. The fact that

the force is indeed attractive can be seen either from the effective description where it corresponds
to parabolic potential or directly in the original description (3.122) where we see, that bigger c2

costs energy. Eigenvalues will therefore not like to have a large second moment and will be
attracted toward the origin.

In the free theory with negative r, the eigenvalues would normally spread out to infinity. But
now, while they spread the second moment of their distribution rises and at some point energy
lost by going further down the potential and away from each other is outgained by the rise of the
energy due to larger second moment and the distribution stabilizes.

This is illustrated in the plots of the eigenvalue distribution in the figure 3.14. Note that the
potential has been shifted vertically and rescaled so that it fits into the figure, so the differences
between the extrema were not preserved. But it has been not shifted horizontally, so the position
of the extrema of the potential have been preserved.

The natural question is whether a solution could be stabilized in the case of negative coupling
g? The answer is no, as we see in the phase diagram. The interaction is not strong enough to
overcome a strong outward force of the negative quartic potential. But this also gives an answer
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Fig. 3.14. (Color online) The eigenvalue distributions for the simplest multitrace model (3.122) for the
value g = 0.1. The values of r are from left to right, bottom to top

r = {1.594,−0.252,−3.152,−9.3,−17.1,−24.9}

The potential is shown and the eigenvalue distribution for the model with no multitrace term is shown in
dashed.

how to do that. Introduce c2
4 terms into the action. From the point of view of the transformation

of the diagram this will lead to a deformation in the g direction. From the point of eigenvalues
this will introduce interaction strong enough to overcome the mentioned strong force.

The second most simple model
But before we do that, let us complete the study of quadratic multitrace models with the study

of the model

S(M) = −c2
2 +

1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (3.130)

At first, this model does look similar to (3.122), but after the previous discussion we know better.



420 Phase structure of fuzzy field theories and matrix models

Fig. 3.15. (Color online) The numerical phase diagram of the multitrace model (3.130). The green region
denotes the one cut solution, the blue region denotes the two cut solution. The black line is the analytic
transition line (3.131), the dashed line is the transition line of the single trace model and the horizontal line
denotes the g = 1/2.

The force introduced pushes the eigenvalues outward, as having a high second moment lowers
the energy. The algebra is similar to the previous case and we obtain the phase transition line

r = −4
√

g +
2
√

g
(3.131)

and for the second moment of the two cut solution

c2 =
−r

4g − 2
. (3.132)

This formula already suggests some strange behavior. For r < 0, this expression is positive only
for g > 1/2. The system does not have a two cut solution for r < 0, g < 1/2! But it has a
reasonable two cut solution even for r > 0 if g < 1/2!

This can again be understood in the particle gas picture. The multitrace term introduces a
repulsive force among the eigenvalues. They like to have a large second moment and as long as
the potential well is not too steep (which means g small enough) they will start to split. Only
when they get far enough from the origin, the potential becomes steep enough to provide enough
force to tame the repulsion. And as we will see for small r and g, not even that.

And the phase diagram in the figure 3.15 confirms this. Moreover we see that there is a small
region in the r > 0, g > 0 part of the diagram where no solution exists. And it is not clear
whether there is a two cut solution in the whole area g < 1/2 above and g > 1/2 below the
line (3.131). To resolve this issue, we consider the transformation of the line reff = −x

√
g for
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Fig. 3.16. (Color online) The numerical free energy diagram of the multitrace model (3.130). Again, the
green region denotes the one cut solution, the blue region denotes the two cut solution. See the text for
detailed discussion.

x > 4. This line is transformed into the line

r(g) = x

(
−√g +

1
2
√

g

)
. (3.133)

Therefore, the whole region r > 0, g < 1/2 is covered by some x as is the whole region
r < 0, g > 1/2.

Another question is what happens in the region of overlap between the one cut and the two
cut solutions. The answer is in the free energy diagram in the figure 3.16.

The free energy diagram shows what has happened. The part close to the negative r axis has
been folded upwards under the part close to the positive r axis. Since the free energy of this
part is lower, the preferred solution is this ”folded” one. So apart from the usual matrix phase
transition at the line (3.131), the model exhibits a new, ”multitrace” phase transition at the line
g = 1/2, r > 0, where the usual one cut solution changes into the ”folded” two cut solution.
This phase transition is of the first order, as the free energy is discontinuous.

The last unanswered question is the region where no solution is available close to the origin.
To find its boundary, we again consider the transformation of lines reff = −x

√
g, but now for

x < 4. After some algebra we find out that such lines transform to

r(g) = −x
√

g +
72x + x3 + 48

√
48 + x2 + x2

√
48 + x2

432
√

g
. (3.134)

The boundary is then given by the envelope of these curves for all values of x < 4. To find this
envelope, we consider two curves for x and x + dx and find their intersection, which gives one
point of the enveloping curve. We solve this equation for g and plug into the formula for r. At
the end of the day, we find the boundary of existence of the one cut solution do be

r(g) =
1

108
√

2g3/2

( (
±1± 24g ∓ 180g2

)√
−12 + 1

g + 36g

+(1 + 6g)2
√

12 + 1
g + 36g

){
− g < 1

6
+ 1

6 < g < 1
2

.

(3.135)
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Fig. 3.17. (Color online) The phase diagrams of model (3.136). The green dots denote the existence of the
one cut solution, blue of the two cut solution and red of the asymmetric one cut solution.

This line nicely fits into the diagram 3.15, but is not shown to keep the figure clear. The fact that
we have been able to find this line explicitly is due to a simple form of the multitrace term. Later,
for more complicated models we will not be able to do so and the line could be found using the
same method numerically, which we will however not do.

A general c2
2 model

Similar model has been studied before. Namely the model with F (c2) = hc2
2 and a fixed

r = −1 in [91], i.e. the model given by the action

S(M) = −1
2

Tr
(
M2
)

+ hTr
(
M2
)2

+ gTr
(
M4
)

. (3.136)

The phase structure in the (g, h) plane was then considered. It is very easy to analyze this
structure using the outlined numerical approach.

The figure 3.17 shows the phase diagram of such model. There are three regions in the phase
diagram, the green region where only the one cut solution exists, the blue region where only the
two cut solution exists and the red region, where both the asymmetric one cut solution and the
two cut solution exist. The three regions are separated by two parabolas, which are not difficult
to compute. We take reff = −1 + 4hc2 and reff = −4

√
g or reff = −2

√
15g for the upper or

the lower boundary respectively. This then yields the two boundary lines

h(g) =
1
4

(
√

g − 4g) , (3.137)

h(g) =
3
82

(√
15
√

g − 30g
)

. (3.138)

As we can see, both these expression precisely fit into the diagram 3.17. The green region extends
all the way up for positive h. But since for the second moment we obtain

c2 =
1

4(g + h)
, (3.139)
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if h < −g the solution is not well defined and does not exist. Which is also seen in the diagram,
as there is no solution under the h = −g line.

Note that the expression for the second line computed in [91] is different and does not repro-
duce the line in the diagram.

3.4.3 The fourth moment multitrace models

We will now proceed further with the discussion of the multitrace matrix models which include
the powers of the fourth moment in their action. We will begin with two simple models and later
consider a models which includes both the fourth and the second moments in the multitrace.

Very simple fourth moment multitrace models
To begin our study of the quartic multitrace matrix models, let us consider two very simple

models given by the action

S(M) =
1
2
rTr
(
M2
)

+ gTr
(
M4
)
± c2

4 . (3.140)

This action leads to the saddle point equation

rλi + 4gλ3
i ± 8c4λ

3
i =

2
N

∑
i 6=j

1
λi − λj

. (3.141)

Looking at the formula for the corresponding effective coupling

geff = g ± 2c4 , (3.142)

we know what to expect. Far from the r axis, the value of c4 is not substantial and we will get a
small deformation in the phase diagram. Close to the positive r axis, we still expect a finite shift,
as the eigenvalue of the effective single trace model becomes the Wigner semicircle. This shift
will be to he left for the positive sign and to the right for the negative sign.

Close to the origin this shift will become more significant and as r becomes negative, the
fourth moment of the effective distribution diverges and the diagram is deformed to the infinity,
in the same direction as before. This expectation is confirmed in the phase diagrams in the figure
3.18.

The boundary lines are computed as follows. The upper line is given by geff = 0, with c4

the corresponding expression of the fourth moment of the semicircle distribution

c4 =
1
32

δ3r (3.143)

and is given by

r(g) =
2√
∓g

. (3.144)

The lower line is given by r = −4√geff , with c4 the corresponding expression of the fourth
moment of two cut solution

c4 = D2δ2geff +
1
4
δ4geff (3.145)
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Fig. 3.18. (Color online) The phase diagrams for the matrix model (3.140), with the positive sign on top
and the negative sign on bottom. The green region denotes the one cut solution, the blue region denotes the
two cut solution. See the text about the discussion of the boundary lines.

at the phase transition. In the case of the positive sign it is given by the expression

r(g) = −2
√

2
√

g +
√

10 + g2 (3.146)

and in the case of the negative sign it is given by the two lines

r(g) = −2
√

2
√

g +
√
−10 + g2 , r(g) = −2

√
2
√

g −
√
−10 + g2 . (3.147)

The free energy graphs in the figure 3.19 show the following phase transitions of the models.
Not much new for the model with the positive sign, the usual third order phase transition at the
line (3.146). However for the negative sign we get some new behavior. At the line r = 2/

√
g the
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Fig. 3.19. (Color online) The free energies of the the matrix models (3.140), with a positive sign in to top
row and a negative sign in the bottom row.

models goes through a first order phase transition from a narrow to a wide one cut distribution.
And then at the second line in (3.147) the third order phase transition, with some area missing in
the phase diagram even for positive g.

Not that simple fourth moment multitrace models
As a second step, we will consider a slightly more complicated model given by

S(M) =
1
2
rTr
(
M2
)

+ gTr
(
M4
)
±
(
c4 − 2c2

2

)2
, (3.148)

motivated by the kinetic term effective action of the fuzzy field theory. Deriving the saddle point
equation is now a simple exercise and from that we get the effective mass and coupling given by

reff = r ∓ 16c2(c4 − 2c2
2) , geff = g ± 2

(
c4 − 2c2

2

)
. (3.149)

The extra term vanishes for the semicircle distribution and thus the points near the positive r
axis in the phase diagram will not be shifted at all. It however still diverges as we approach the
negative r axis and its vicinity will be shifted dramatically.

The phase diagram of both models is presented in the figure 3.20. The diagram confirms our
expectation. For the positive sign we get a greatly extended region of existence of the one cut
solution for negative r and small g, but the system does not have a stable solution for negative
values of g. Interestingly, for negative sign the system has a stable solution for negative g as long
as r is positive and large enough. The two cut solution is however destabilized for a large part of
the diagram and shifted under other solutions.
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Fig. 3.20. (Color online) The phase diagrams for the matrix model (3.148), with a positive sign on the left
and a negative sign on the right. The green region denotes the one cut solution, the blue region denotes the
two cut solution. See the text about the discussion of the boundary lines.

The phase transition lines in the figure 3.20 have been computed as follows. Taking the
moments of the two cut solution and plugging in the condition on the phase transition reff =
−4√geff we obtain

D = − 4
reff

, δ = − 4
reff

. (3.150)

This and (3.149) yields a pair of selfconsistency conditions

c2 =
1√

±2(c4 − 2c2
2) + g

, c4 =
5

±8(c4 − 2c2
2) + 5g

. (3.151)
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Fig. 3.21. (Color online) The free energies of the matrix models (3.148), with a positive sign on the left and
a negative sign on the right.

For the positive sign these equations have two different solutions and we obtain two lines

r(g) =− 2
√

2
√

g −
√

g2 − 6− 4√
3

(
g +

√
g2 − 6

)3/2

(3.152a)

r(g) =− 2
√

2
√

g −
√

g2 − 6− 4√
3

(
g −

√
g2 − 6

)3/2

(3.152b)

For the negative sign in (3.148), the selfconsistency conditions have only one solution and we
obtain the phase transition line

r(g) = −2
√

2
√

g +
√

g2 + 6 +
4√
3

(√
g2 + 6− g

)3/2

. (3.153)

Looking at the phase energy diagrams in the figure (3.21) we see the fold of the diagram in the
case of the negative sign. It is however very difficult to compute the line, along which the diagram
is folded. What can be checked more easily is that the folded part of the diagram extends all the
way to infinity. Considering the transformation of the line reff = −x

√
geff for large values of

the parameter x we see that in this limit, the line is mapped to the line r = (x/2)3/4.
This means that there is a blue dot under every dot in the folded region and the ”folded” two

cut case is the preferred solution almost everywhere. Apart from the small region on the left of
the black line in the top left part of the second diagram in the figure 3.20.
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Lessons learned
We thus see, that the introduction of the multitrace terms into the matrix model action yields

quite dramatic changes to the phase diagram, possibly introducing new phase transitions and
regions of (in)existence. The key to this drama has been the large values of the moments of the
single trace model distribution close to the negative r axis, which diverge as g → 0.

To obtain a reasonable deformation of the phase diagram, we need to have a finite reff and
geff even as the moments diverge. We will see one such model in the section 4.3.

But before that, let us look at a simple model which introduces an asymmetry into the multi-
trace action.

3.4.4 Asymmetric multitrace model

As an example of an asymmetric multitrace model, let us solve a very simple model given by

S(M) = −c2
1 +

1
2
rTr
(
M2
)

+ gTr
(
M4
)

, (3.154)

which leads by now straightforwardly to the effective single trace model

Seff (M) = Tr (M) +
1
2
reff Tr

(
M2
)

+ geff Tr
(
M4
)

, (3.155)

with

reff =
r

4c2
1

, geff =
g

16c4
1

. (3.156)

But since we have rescaled the matrix, we need to be careful about the relation of the effective
distribution moments and the moments of the true distribution. The scaling involved in changing
(3.154) to (3.155) was M →M/x0 = M/(−2c1), which means on one hand

reff =
r

x2
0

, geff =
g

x4
0

. (3.157)

and we also obtain a condition

c1 =
c1,eff

x0
=

c1,eff

−2c1
, (3.158)

which can be easily solved

c1 = −
√

1
2
(−c1,eff ) ⇒ x0 =

√
2(−c1,eff ) . (3.159)

Since we have no explicit expressions for the distributions, there is very little we can do
further. Therefore, we will perform the same numerical procedure as before. We take the phase
diagram of the effective single trace model in the figure 3.8 and by choosing particular values
of reff and geff and inverting (3.156) with a corresponding effective moment we obtain a point
(r, g) in the phase diagram of the original model. This way we obtain the phase diagram and the
free energy diagram as in the figures 3.22 and 3.23.



Matrix models 429

Fig. 3.22. (Color online) The numerical phase diagram of the asymmetric multitrace model (3.154).

Fig. 3.23. (Color online) The numerical free energy diagram of the asymmetric multitrace model (3.154).
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We have obtained an extremely drastic transformation of the phase diagram. The asymmet-
ric one cut solution is deformed only slightly, but the other one cut solution have been shifted
towards the origin due to a small value of c1,eff .

Unfortunately there is very little we can do further. It would be interesting to analyze the
model with a faster numerical procedure, especially to see the extent of the symmetric one cut
and the two cut regions in the figure 3.23. Here, we just conclude with the observation, that the
asymmetric solution of the model (3.154) is the preferred solution everywhere it exists and other
solutions have a bleak chance of existing, apart from a small region close to the origin.

We leave it as an exercise for the reader to try to analyze the model (3.154) with a positive
sign in the multitrace term.3.4 Both these models can be handled analytically in the case g = 0
and the reader is invited to do it also.

3.4A hint. There will be no stable asymmetric solution to this model. Why?
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4 Matrix models of fuzzy scalar field theory

In this last section, we will put the introduced machinery of the matrix models to work in the
particular case of the fuzzy field theory.

First, we will show why and how a fuzzy field theory can be described by a matrix model
and then we will show that this is a multitrace matrix model. We will not be able to describe it
completely, but we will arrive at different approximations to it.

We will then consider the phase structure of two rather different models, both approximating
the scalar field theory on the fuzzy sphere in a very different way.

The first approximation will be nonperturbative4.1, but will contain only the multitraces of
the first and second moments of the distribution. The second approximation will be consistently
perturbative and contain multitraces of the first four orders. Interestingly, as we will see, the first
approximation does a pretty decent job in explaining the numerical phase diagram of the section
2.3, opposing to the second one.

Before we proceed, let us comment on the connection between the phases of the fuzzy field
theory from the section 2.3 and the phases of the matrix model. Since the eigenvalues of the
matrix correspond to the values of the field on the discretized noncommutative ”lattice”, and the
eigenvalue distribution describes possible intervals for these values, it is natural to identify the
symmetric one cut phase of the matrix model with the disorder phase of the field theory. And
similarly the asymmetric one cut case with the uniform order phase and the two cut phase with
the non-uniform order phase.

4.1 Fuzzy scalar field theory as a matrix model

The statement that the fuzzy field theory is equivalent to a particular matrix model is at this point
rather self-evident. The field theory correlation functions (2.31) are matrix integrals (3.1). And
the large-N limit of the matrix models corresponds to the commutative limit of the fuzzy theory,
recalling (2.4).

The question is, what kind of matrix model describes the fuzzy field theory. It is not a simple
Hermitian matrix model (3.3) for some set of couplings gn, since the kinetic term is not invariant
under the diagonalization of the matrix M → UΛU†. It has a very non-trivial U dependence and
the angular integral cannot be straightforwardly computed. Assuming that the function F (M) is
invariant, we can write

〈F 〉 =
1
Z

∫ (∏
dλi

)
F (Λ)e−N2[Tr(V (M))− 2

N2
P

i<j log |λi−λj |]
∫

dU e−N2 1
2 Tr(MKM) , (4.1)

where

Z =
∫ (∏

dλi

)
e−N2[Tr(V (M))− 2

N2
P

i<j log |λi−λj |]
∫

dU e−N2 1
2 Tr(MKM) . (4.2)

The computation of the angular integral will be the key point and we will denote it

I =
∫

dU e−N2 1
2 Tr(MKM) . (4.3)

4.1We will see later in what precise sense we mean this.
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Some of the results we obtain will be valid for a general kinetic term, some only for the standard
double commutator kinetic term (2.26). We will do our best to comment on this every time a
confusion could be possible. Both in the standard or in the more complicated cases, the kinetic
terms couples the matrix M to some external matrices, usually the Li’s, in a way usually not
considered in the literature.

The integral I is only a function of the eigenvalues of the matrix M . So regardless of its
structure, we can write it as∫

dU e−N2 1
2 Tr(MKM) = e−N2Seff (Λ) (4.4)

for some effective action Seff to be determined. We thus came the third time across a quantity
we name effective, this time the kinetic term effective action, an effective interaction among the
eigenvalues due to the coupling to the matrices Li. We have reserved the name effective action
for this object in section 3.2.

Notice, that at this point the large-N behavior of the dU integrand is not evident and we may
have to introduce some different scaling of the couplings and the matrix to make all the terms
contribute in the large-N limit than before. This should be possible, as we have three scalings
to play with and three terms to fix. However, we expect this scaling to be unique, without any
freedom we had before. We will return to this later.

4.1.1 The free theory case and the persistence of the semicircle

In this section, we will show that the eigenvalue distribution of the model given by the free theory

S(M) =
1
2

Tr (MKM) +
1
2
rTr
(
M2
)

, (4.5)

is just a rescaled semicircle. This was first realized in [1] and later in a different context in [4].
Here, we will follow the latter derivation.

We will be interested in the recursion rules for the moments of the distribution, derived using
explicit Wick contractions. Knowing the moments, we will be able to reconstruct the eigenvalue
distribution.

Looking at the distribution (4.5) and the expansion of the random matrix M in terms of the
basis Tlm (2.22) we see that the correlation of two components of the field is

clmcl′m′ = δll′δmm′G(l), (4.6)

where G(l) is the propagator given by the kinetic term G(l) = 1/[K(l) + r]. As mentioned
before, for the standard Laplacian kinetic term, we get G(l) = 1/[(l(l +1)+ r]. This then yields
the two point function of the form

〈(MM)ij〉 =
1
N

N−1∑
l=0

(2l + 1)G(l)δij ≡ fδij , (4.7)

where f is defined by this equation. We are now ready to investigate the moments of eigenvalue
distribution of M . According to (3.40), these are given by

〈
Tr
(
M2m

)〉
. We expect only the
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even moments to be non-vanishing due to the symmetry of the measure. We now single out one
of the matrices in this trace and consider the contraction of this matrix with other matrix in the
product, i.e.〈

(M2m−2−p)ilMlr(Mp)rjMji

〉
= c δliδrj

〈
(M2m−2−p)il(Mp)rj

〉
, (4.8)

where the two matrices that are being contracted are connected by the usual clip. Due to the
planarity of the diagram, there are no contractions between the two groups of matrices. We can
therefore write〈

(M2m−2−p)ilMlr(Mp)rjMji

〉
=

f

N
〈Tr (Mp)〉

〈
Tr
(
M2m−2−p

)〉
. (4.9)

Summing over all possible contractions, i.e. over all possible values of p yields

〈
Tr
(
M2m

)〉
=

f

N

m−1∑
p=0

〈
Tr
(
M2p

)〉 〈
Tr
(
M2(m−1−p)

)〉
, m ≥ 1. (4.10)

The condition on m arises from the fact that we need at least one matrix M to be able to consider
any contractions. We now define the rescaled moments

F2m =
1
N

〈
Tr

[(
M

2
√

f

)2m
]〉

, (4.11)

which are going to be finite and in the terms of which the recursion rule becomes

4F2m =
m−1∑
p=0

F2pF2(m−1−p). (4.12)

Note that F0 enters here as an initial condition and is not given by this formula. But clearly
F0 = 〈Tr id〉 /N = 1. One could immediately recognize equation (4.12) as a property of the
Catalan numbers and identify F2m with a rescaled version of these. However, to illustrate better
the method used in [4] for further calculations, we will do something different. We will define
the function

φ(t) =
∞∑

m=0

t2mF2m, (4.13)

which is the moment generating function for the distribution ρ(x), the distribution of the eigen-
values of the matrix M . If we now multiply (4.12) by t2m and sum over all m, we obtain

4
∞∑

m=1

t2mF2m =t2
∞∑

m=1

m−1∑
p=0

t2pF2pt
2(m−1−p)F2(m−1−p), (4.14)

4
(
φ(t)− 1

)
=t2φ2(t). (4.15)
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This is an easy quadratic equation for φ(t). We chose the solution which has the correct t → 0
limit and obtain

φ(t) = 2
1−
√

1− t2

t2
. (4.16)

Looking back at the definition of the resolvent (3.47) we find

ω(z) =
1
z
φ(1/z) (4.17)

and with the discontinuity equation (3.31) we see that such generating function corresponds to
the distribution

ρ(λ) =
2
π

√
1− λ2. (4.18)

As advertised, this is nothing else than the normalized Wigner distribution, which has Catalan
numbers as the moments.4.2 From the definition of the moments (4.11) we see that the radius of
the distribution is

R = 2
√

f . (4.19)

It is not difficult to compute the factor f for the case of the usual kinetic term. We introduce
l = Nx and compute

f =
1
N

N−1∑
l=0

2l + 1
l(l + 1) + r

=
∫ 1

0

dx
2Nx

N2x2 + r
=

1
N

log
(

1 +
N2

r

)
. (4.20)

We obtained

R2 =
4
N

log
(

1 +
N2

r

)
. (4.21)

Clearly to obtain a value which includes r, we have to scale r → rN2. To obtain a finite value
for the radius, we then need to scale M →MN−1/2, which can be checked to give a finite value
for ρ(λ)/N . Note, that opposing to the case of the matrix models from the section 3.2, we did
not have a freedom in scaling and both the scaling of r and M are now given. This is easily seen
in terms of the action, which now includes one extra term, the kinetic term. We need to fix the
scaling of this term to N2 also, which uses up the freedom from before.

Note, that without any scaling, the eigenvalues would slowly come together in the large N
limit, even faster so if we enhance the mass term. This means that the kinetic terms introduces
an attractive force among the eigenvalues, which overcomes the Vandermonde repulsion.

After everything is rescaled, comparing the formula for the radius of the Wigner distribution
(3.58)

R2 =
4
r

(4.22)

4.2More precisely the 2n-th moment of the semicircle distribution of radius R is cn(R/2)2n, with cn the n-th Catalan
number.
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with the new radius

R2 = 4 log
(

1 +
1
r

)
≈ 2

r
− 1

r2
+ . . . (4.23)

we see, that the effect of the kinetic term is to shrink the eigenvalue distribution. We again see
that the kinetic term thus corresponds to an attractive force among the eigenvalues, competing
against the repulsive force of the Vandermonde determinant, however now tamed by the scaling
to give a finite value for the radius in the large N limit. As we have seen before, we can expect
two new possible features of this new attraction.

First of all, we could obtain a stable solution for the values of parameters, where the pure
matrix model does not allow such solution, as we have seen for for example in (3.122). However,
since the radius of the semicircle distribution diverges as r → 0, this is not going to happen also
in the interacting theory, as we will see in the section 4.3.

Second, the asymmetric one cut solution of the interacting pure matrix model (3.91) could
become the energetically preferred solution. Recalling the results of the numerical simulations
mentioned in the section 2.3, we expect this to be happen.

The same method of explicit Wick contractions was used in [4] also to compute the eigen-
value distribution of the matrix B = KM and the joint distribution of the matrices M,B. It was
shown that B follows also the semicircle law with radius given by 〈BB〉 and that the eigenvalues
of M and B are correlated as follows

ρ(x, y) = ρ(x)ρ(y)
1− γ2

(1− γ2)2 − 4γ(1 + γ2)xy + 4γ2(x2 + y2)
, (4.24)

where

γ =
〈MB〉√
〈BB〉 〈MB〉

. (4.25)

In [92], this result was extended to the joint distribution of three and four matrices.
In [1,2], it was proposed to take the rescaling of the radius of the distribution into account by

describing the fuzzy field theory by a matrix model with the action

1
2

Tr (MKM) +
1
2
rTr
(
M2
)
→ 1

2
1

f(r)
Tr
(
M2
)

, (4.26)

or4.3

I = e−
1
2 ( 1

f(r)−r)Tr(M2) . (4.27)

Looking at (3.58) and (4.19), it is not difficult to see that the two models do have the same
eigenvalue distribution. Adding the interaction term gTr

(
M4
)

to (4.26), one can investigate
consequences of the kinetic term to the interacting theory. The following prescription for the
renormalization of the theory was proposed.

4.3Note, that this is not very satisfactory, since the integral I should depend only on the matrix M . However, it is still
a good starting point for the investigation of the consequences of the kinetic term.



436 Phase structure of fuzzy field theories and matrix models

The range of the eigenvalue distribution of the model

Seff (M) =
1
2

1
f(r)

Tr
(
M2
)

+ gTr
(
M4
)

(4.28)

can be straightforwardly computed using (3.69) to be

δ =

√
48g + 1

f2(r) −
1

f(r)

6g
. (4.29)

This radius can be used to define a correlation length. Since the correlation length is given by
the mass parameter, one can look for a free theory of the same correlation length and identify
its mass parameter rR as the renormalized mass. Matching the radii of the free and interacting
distributions we obtain√

48g + 1
f2(r) −

1
f(r)

6g
= 4f(rR) . (4.30)

In [1], this formula was used in the context of regularizing the theories on non-compact R2d
θ and

it has been shown that it reproduces the conventional one loop calculations in both two and four
dimensions.

The phase structure of the model (4.28) was further investigated. The conditions for the
eigenvalue distribution have solution only above some critical value gc. It was then concluded
that the deformed phase transition line (3.84) terminates, reproducing the numerical results. We
will however see, that this is not the case. When one considers a better approximation of the
angular integral I , this critical point vanishes and the line extends all the way to origin. We will
return to this point later.

4.2 Fuzzy scalar field theory as a multitrace matrix model

Even though the considerations of the previous section could explain some properties of the field
theory, they are not sufficient if one wants to treat the theory more precisely. We will have to
find a way how to handle the integral (4.3). We will present three different way how this can be
approached. They differ in their precision and scope and are useful in different settings.

The first two compute the integral perturbatively [5, 93, 94], order by order in the powers of
kinetic term. At higher orders, the formulas become very involved and not very practical, but at
low orders this method can capture all the features of the angular integral.

The third method approaches the integral little differently [95]. It is capable of capturing
some part of the integral 4.3) non-perturbatively, however misses a class of other terms com-
pletely.

In the rest of this section we will describe the methods and their results, in the next section
we will analyze the resulting phase structure.

4.2.1 Perturbative angular integral via the character expansion computation

The first attempt to consider the angular integral was made in [5], where a method was developed
to compute the angular integral as a perturbative expansion in the powers of the kinetic term. This
method was later extended in [93] to compute the terms of the first three orders.
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Let us introduce a small parameter ε∫
dU e−

1
2 εTr(MKM) =

∫
dU e−

1
2 εTr(M [Li,[Li,M ]]) , (4.31)

where we have restricted ourselves to the the standard kinetic term (2.26).4.4 Parameter ε can be
thought of as an inverse temperature in the statistical model and we are thus performing a high
temperature expansion.

If we introduce a collective index µ = 0, . . . , N2 − 1 for the polarization tensors Tl,m and
write M = cµTµ with cµ = Tr (MTµ), we can write

1
2

Tr (M [Li, [Li,M ]]) = cµcν
1
2

Tr (Tµ[Li, [Li, Tν ]]) = cµcνKµν . (4.32)

Note, that the matrix K is constant and does not depend on the matrix M . Since the kinetic term
vanishes for the identity matrix, µ = 0 term can be omitted. In this notation, the argument the
integral (4.31) can be written as a series in ε∫

dU e−
1
2 εTr(MKM) =1− ε

∫
dU Kmncmcn + ε2 1

2

∫
dU (Kmncmcn)2+

+ ε3 1
6

∫
dU (Kmncmcn)3 = 1− εI1 + ε2 1

2
I2 − ε3 1

6
I3 ,

(4.33)

where m,n = 1, . . . , N2 − 1. Once we know the integrals I1,2,3, it is straightforward to reex-
poniate and obtain

I = e−(εI1+ε2 1
2 (I2

1−I2)+ε3 1
6 (I3−3I1I2+2I3

1)) . (4.34)

The integrals I1,2,3 are computed using several group theoretic methods and identities. After
the separation of M into eigenvalues and angular degrees of freedom M = UΛU†, instead of
explicitly computing integrals of the form∫

dU Up1q1 . . . U†
r1s1

. . . (4.35)

one writes e.g. for I1

I1 = Km1n1

∫
dU Tr

(
(U ⊗ U)(Λ⊗ Λ)(U† ⊗ U†)(Tm1 ⊗ Tn1)

)
(4.36)

and similarly for the other two cases. We have thus rewritten the integral of product of traces as
an integral of a single trace in a (tensor) product of the fundamental representation. This product
can be decomposed into irreducible representations of SU(N) and an orthogonality relation for
the Haar measure [5] can be used to compute integrals like (4.36). We then get

I1 = Km1n1

∑
ρ

1
dim ρ

Trρ (Λ⊗ Λ) Trρ (Tm1 ⊗ Tn1) , (4.37)

4.4The factor of N2 is to reappear shortly.
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where the sum goes over all the irreducible representations contained in the 2 (or 4 or 6) fold
tensor product of the fundamental representation of SU(N). The traces are taken in the particular
representation ρ, and the first trace of Λ is simply the character χρ(Λ). The computation of the
other trace is more involved and will be omitted here. Interested reader is refereed to the original
work [5,93]. As a result, one obtains rather complicated formulas for the integrals I1,2,3 involving
traces of powers of the matrix Kmn, which are valid for any value of N . Here, we will present
only their large-N limit, which was computed in [93] for the cases of CPn, n = 1, 2, 3.

S
(n=1)
eff =N2 1

2

[
ε
1
2

(
c2 −

1
N

c2
1

)
− ε2 1

24

(
c2 −

1
N

c2
1

)2

− (4.38a)

− ε3 1
216

N

(
c3 − 3

1
N

c1c2 + 2
1

N2
c3
1

)2
]
,

S
(n=2)
eff =N2 1

2

[
ε
4
3

1
N

(
c2 −

1
N

c2
1

)
− ε2 1

9N2

(
c2 −

1
N

c2
1

)2

− (4.38b)

− ε3 1
405N3

(
8
(

c2 −
1
N

c2
1

)3

+ 5N

(
c3 − 3

1
N

c1c2 + 2
1

N2
c3
1

)2
)]

,

S
(n=3)
eff =N2

[
ε
62/33

4
1

N4/3

(
c2 −

1
N

c2
1

)
− ε2 64/33

160
1

N8/3

(
c2 −

1
N

c2
1

)2

− (4.38c)

− ε3 3
400

1
N4

(
10
(

c2 −
1
N

c2
1

)3

+ 3N

(
c3 − 3

1
N

c1c2 + 2
1

N2
c3
1

)2
)]

.

For all the terms to contribute, we have to rescale the matrix M , or equivalently the eigenvalue x
such that the terms in the parentheses do not contain any factors of N . If we write M = M̃Nθx,
we obtain

c1 ∼ N1+θx , c2 ∼ N1+2θx . (4.39)

Note that this means that opposing to the section 3, we are defining the moments without the
normalization factor 1/N . The finite value of the moments in the large N limit will be guaranteed
by the scaling of the matrix M . This condition fixes the scaling of the matrix to

θx,1 = −1
2

, θx,2 = 0 , θx,3 =
1
6

. (4.40a)

This the fixes the scaling of the mass and the coupling r = r̃Nθr , g = g̃Nθg , such that the cor-
responding terms scale as N2

θr,1 = 2 , θr,2 = 1 , θr,3 =
2
3

, (4.40b)

and

θg,1 = 3 , θg,2 = 1 , θg,3 =
1
3

. (4.40c)
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Let us also mention that the original work [93] uses rather different notation than the pre-
sented formulas. We will now present a short dictionary between the two notations, the quantities
as in [93] denoted by a bar. The action has been

S̄ =β Tr
(
M̄ [L̄i, [L̄i, M̄ ]] + r̄M̄2 + ḡM̄4

)
, (4.41)

[L̄i, [L̄i, T
l
m]] = 2l(l + n)T l

m . (4.42)

To bring the kinetic term into the same form, we need to write M = M̄
√

4β. This then means
that r = 1

2 r̄ and g = ḡ
16β . For the different scaling we obtain

θx =
θ̄λ + 1

2 θ̄β

n
, θr =

θ̄r

n
, θg =

θ̄g − θ̄β

n
, (4.43)

where the extra factor of n is simply due to the fact that in [93], quantities were scaled with L.
And finally, since the moments were not normalized, we have

cm =
ln

n!
(4β)m/2c̄m . (4.44)

4.2.2 Perturbative angular integral via the bootstrap

Recently a different method has been developed to compute the perturbative expansion of the
integral (4.3) [94]. The expressions one encounters are easier to manipulate and authors of [94]
have been able to push the expansion one order further. This will be particularly interesting, as
we will encounter multitrace terms of quartic order. We will now briefly describe the idea of the
method and then state the results.

The idea is the following. We write the kinetic term effective action as a general multitrace
expression

Seff =a2Tr
(
M2
)

+ a1,1Tr (M) Tr (M) + a4Tr
(
M4
)

+ a3,1Tr
(
M3
)

Tr (M) +

+ a2,2Tr
(
M2
)2

+ a2,1,1Tr
(
M2
)

Tr (M)2 + . . . . (4.45)

If we now find a differential operator, for which

De−Skin(M) = O(Λ)e−Skin(M) , (4.46)

where O(Λ) is an expression invariant under M → UMU†, we clearly obtain

D

∫
dU e−Skin(UMU†) = O(Λ)

∫
dU e−Skin(UMU†) . (4.47)

This then yields

De−Seff (M) = O(Λ)e−Seff (Λ) . (4.48)

So if we find an operator such that (4.46), we get a constraint on the coefficients in (4.45).
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One such operator is given by the translational invariance of the kinetic term and is

D1 =
∑

a

∂

∂Maa
. (4.49)

Since D1e
−Skin = 0 we get D1e

−Seff = 0. This yields constraints

a1,1 = − 1
N

a2 , a3,1 = − 1
N

4a4 ,

a1,1,1,1 = − 1
2N

a2,1,1 , a2,1,1 = − 1
2n

(3a3,1 + 4a2,2) ,

a1,1,1,1,1,1 = − 1
3N

a2,1,1,1,1 , a4,1,1 =
1

2N
(5a5,1 + 2a4,2) , (4.50)

...

Further, considering higher order differential operators of the form

∂

∂Mab

∂

∂Mba

∣∣∣∣
M=0

,
∂

∂Maa

∂

∂Mbb

∣∣∣∣
M=0

,

∂

∂Mab

∂

∂Mbc

∂

∂Mcd

∂

∂Mda

∣∣∣∣
M=0

,
∂

∂Mab

∂

∂Mbc

∂

∂Mca

∂

∂Mdd

∣∣∣∣
M=0

,

∂

∂Mab

∂

∂Mba

∂

∂Mcd

∂

∂Mdc

∣∣∣∣
M=0

,
∂

∂Mab

∂

∂Mba

∂

∂Mcc

∂

∂Mdd

∣∣∣∣
M=0

,

∂

∂Maa

∂

∂Mbb

∂

∂Mcc

∂

∂Mdd

∣∣∣∣
M=0

(4.51)

yields remaining conditions up to fourth order. For higher orders, similar higher order differential
operators need to be considered.

This way, one obtains algebraic equations for the coefficients a in terms of traces of products
of matrices Li. The general formulas valid at a general N and a general CPn are again rather
complicated. The first three expressions are, in the large N limit,

a2 =
Σ1

2N2
, (4.52)

a4 =
βΣ1(2n(n + 1)(n + 2)N4 + N2(4− n(n + 2))Σ1)

32(n + 2)N9
, (4.53)

a2,2 =− βΣ14n(n + 1)(n + 2)N6

16n(n + 2)N12
+

βΣ2(−N6)
16n(n + 2)N12

, (4.54)

where Σ1 is trace over the eigenvalues of the quadratic Casimir given by (in the large-N limit)

Σ1 =
2L2n+2

(n + 1)!(n− 1)!
. (4.55)

Thus

a2 =
n

2(n + 1)
(n!N)2/n

, (4.56a)
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a4 =
(4− n(n + 2))n2 (n!)4/n

N
4
n−3

8(n + 1)2(n + 2)
, (4.56b)

a2,2 =− n

4(n + 1)2(n + 2)
(n!)4/n

N
4
n−2 . (4.56c)

For the case of the fuzzy sphere, after rescaling, which turns out to be the same as (4.40), the
effective action becomes in the large N limit

Seff =N2

[
1
4
t2 −

1
3× 16

t22 −
34

135× 162
t42−

− 4
27× 64

t23 −
10

135× 162
t24 +

40
135× 162

t4t
2
2

]
, (4.57)

where t’s are the systematized moments

tn = Tr
(

M − 1
N

Tr (M)
)

, (4.58)

or explicitly

t2 =Tr
(
M2
)
− 1

N
Tr (M)2 , (4.59a)

t3 =Tr
(
M3
)
− 3

1
N

Tr (M) Tr
(
M2
)

+ 2
1

N2
Tr (M)3 , (4.59b)

t4 =Tr
(
M4
)
− 4

1
N

Tr
(
M3
)

Tr (M) + 6Tr
(
M2
)

Tr (M)2 − 3
1

N3
Tr (M)4 . (4.59c)

Note, that the effective action could be rewritten in the terms of t’s rather than c’s thanks to the
conditions (4.50). (4.57) can then be rearranged into

Seff = N2

[
1
2

(
1
2
t2 −

1
24

t22 +
1

2880
t42

)
− 1

432
t23 −

1
3456

(
t4 − 2t22

)2 ]
. (4.60)

4.2.3 Non-perturbative angular integral via the boostrap

We will now present the third method to handle the angular integral. It has been developed in [95]
for the fuzzy sphere and later used in [96] for the higher projective spaces.

The starting point is the fact from the section 4.1 that the introduction of the kinetic term
into the action of the free matrix model with g = 0 does not change the shape of the eigenvalue
distribution, but only rescales its radius.

We write (4.4) again∫
dU e−

1
2 Tr(MKM) = e−Seff (Λ) , (4.61)

the effective action being function of the eigenvalues of the matrix M and therefor can be written
in the terms of the trace invariants cn = Tr (Mn). Moreover, since we have assumed the identity
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matrix to have a vanishing kinetic term, the effective action is a function of the transitionally
invariant traces

tn = Tr
(

M − 1
N

Tr (M)
)n

. (4.62)

We obtained the same result as the consequence of the translational invariance not too long ago
in (4.57).

The fact, that for the free theory the solution is a semicircle again is incorporated by writing
the effective action in the following way

Seff =
1
2
F (t2)+a1t

2
3+(b1+b2t2)(t4−2t22)

2+c1(t6−5t32)(t4−2t22) . . . =
1
2
F (c2)+R . (4.63)

Here, F (t2) is a function to be determined and a, b, c’s are some numerical factors. The remain-
der termR contains products of

t2n − Cntn2 = t2n −
(2n)!

n!(n + 1)!
tn2 , t2n+1 , (4.64)

Cn the n-th Catalan number, and captures the difference between the distribution given by tn
and the Wigner distribution. The effective action must always contain a product of at least two
such terms. This can be seen as follows.

The saddle point equation given by the action Seff + 1
2zTr

(
M2
)

is

(z + F ′(c2))λi +
∂R
∂λi

= (z + F ′(c2))λi +
∑
m

∂R
∂tm

∂tm
∂λi

= 2
∑
i<j

1
λi − λj

. (4.65)

The semicircle distribution has to be solution of this equation. The first term rescales it’s radius,
all the terms in the sum have to vanish when tm are the moments of the semicircle distribution,
as they would produce higher order terms in the equation. SoR must contain product of at least
two terms which vanish when (4.64) vanishes.

We can see that the perturbative solution from the previous section (4.60) has precisely the
form given by (4.63).

We will denote t2 = t. The function F (t) is then determined by (4.19). For a semicircle
distributionR vanishes and equation (4.65) yields a solution with radius

R2 =
4N

z + F ′(t)
(4.66)

and the second moment

t =
N2

z + F ′(t)
. (4.67)

Matching these with (4.19) yields after a little of algebra

F ′(t) + z =
N2

t
, (4.68a)
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t =f(z) . (4.68b)

Using the expression (4.20) for f(z) for the case of the standard kinetic term on the fuzzy sphere
then yields

FS2
F
(t) = N2 log

(
t

1− e−t

)
. (4.69)

The power series expansion of this expression is

F (t) =
1
2
t− 1

24
t2+

1
2880

t4+. . . =
1
2
(c2−c2

1)−
1
24

(c2−c2
1)

2+
1

2880
(c2−c2

1)
4+. . . , (4.70)

matching the first orders of the perturbative solution (4.60).
From (4.69) we see, that we require t not to scale with N to obtain a consistent large-N limit.

This then yields the scaling of the matrix to be θx = −1/2, in agreement with the fuzzy sphere
case of (4.40).

The path from here to the phase diagram is straightforward. This is a particular case of the
multitrace matrix model from the section 3.4 and we will study its phase structure in the next
section. But before we do that, let us conclude this section with the presentation of the method
for a general kinetic term and then for the case of the the fuzzy CPn.

For a general kinetic term, let the large l dependence of K(l) be

K(l) ∼ lα . (4.71)

We then straightforwardly obtain

f(z) = N2−αf̄(zN−α) , (4.72)

where

f̄(x) =
∫

dy

yα/2 + x
. (4.73)

If we denote the inverse of f̄ as g, we then get

F ′(t) =
N2

t
−Nαg(tNα−2) . (4.74)

Thus F has the right scaling properties if t ∼ N2−α which yields general scaling of the matrix

θx,α = 1− α

2
. (4.75)

Computing the function f(z) for the case of the fuzzy CPn is straightforward. We just need
to recall the section 2.1.2 and the formulas (2.9) for the eigenvalues of the standard Laplacian
and for the multiplicity. We then obtain

f(z) =
L∑

l=0

dim(n, l)
l(l + n) + z

≈ 2nN2

∫ 1

0

dx
x2n−1

L2x2 + z
, (4.76)
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where we have rescaled l = Lx and used the mentioned formulas

dim(n, l) ∼ l2n−1

(n− 1)!2n
, N ∼ Ln

n!
. (4.77)

The result is then

f(z) =
N2

z
2F 1

(
1, n;n + 1,− (n!N)2/n

z

)
(4.78)

where 2F 1 is the hypergeometric function. It is a little anticlimactic, as one immediately re-
alizes, that we will not be able to obtain a closed formula for the effective action F (t). The
equations involved in solving (4.68) would be transcendental. The only thing we can do is a
perturbative calculation of F (t) in powers of t, which can be carried out to an arbitrary order.
We simply expand both f and F in (4.68) and require the equations to hold order by order.

This yields up to the seventh order

F (t) =N2

[
n(n!)2/n

n + 1

(
N2/n−2t

)
− n(n!)4/n

2(n + 1)2(2 + n)

(
N2/n−2t

)2

− 2(n− 1)n(n!)6/n

3(n + 1)3(6 + 5n + n2)

(
N2/n−2t

)3

− n(12− 24n + n2 + 7n3)(n!)8/n

4(n + 1)4(n + 2)2(12 + 7n + n2)

(
N2/n−2t

)4

− 2n(−24 + 92n− 77n2 − 8n3 + 17n4)(n!)10/n

5(n + 1)5(n + 2)2(60 + 47n + 12n2 + n3)

(
N2/n−2t

)5

−
n

(
720− 3660n + 3854n2 + 1524n3−
−2429n4 − 439n5 + 423n6 + 10n7

)
(n!)12/n

3(n + 1)6(n + 2)3(n + 3)2(120 + 74n + 15n2 + n3)

(
N2/n−2t

)6

−
12n

(
−720 + 5304n− 10960n2 + 5426n3 + 4521n4−
3282n5 − 884n6 + 472n7 + 128n8

)
(n!)14/n

7(n + 1)7(n + 2)3(n + 2)2(840 + 638n + 179n2 + 22n3 + n4)

(
N2/n−2t

)7

+ . . .

]
. (4.79)

This shows that we can rescale the matrix M such that all the terms are of the same order and
contribute. We namely get similarly to the previous sections

θx =
1
2
− 1

n
, θr =

2
n

, θg =
4
n
− 1 . (4.80)

These scalings agree with the scalings (4.40) from [93] shown in the previous section, as well as
with the CPn laplacian α = 2/n in (4.75). Moreover, the first terms agree with the perturbnative
results (4.56) of [94].

As we will see in the next section, the perturbative expressions like (4.79) are not sufficient
to study the phase structure of the theory near the origin of the parameter space. To overcome
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our inability to find a closed expression for the effective action, we will approximate (4.79) using
the method of Pade approximants [97].

The behavior of F (t) for large and small values of t can be determined universaly [95]. Small
values of t correspond to large z and from (4.68) we obtain

F (t) =
(∫ 1

0

dx 2xK(Nx)
)

t (4.81)

and we expect F ∼ t. Large values of t correspond to small z and from (4.68a) one expects
F ∼ log t. This allows us to search for the effective action in the form

F (t) = log (1 + th(t)) . (4.82a)

We now find h(t) in a form of ratio of two polynomials

h(t) =
a0 + a1t

1 + . . . + aMatMa

1 + b1t + . . . + bMb
tMb

(4.82b)

such that the expansion of (4.82a) in powers of t reproduces (4.79). Since we know the expansion
of F (t) up to seventh order in t, we can take Ma = Mb = 3. If we need more precision, we need
to find more terms in the expansion of F (t), as the known seven terms would not determine
the coefficients uniquely. At the end of the day, we obtain the effective action in the form of a
logarithm of the following expressions, F (t) = log (. . .)

n = 2 ,

(
−11789184402450 + 93978027360t + 5998294160460t2

+2932050372000t3 + 497642752529t4

)
30(−392972813415 + 527096352132t− 197206475949t2 + 39981049252t3)

,

(4.83a)

n = 3 ,

(
−824984552000 + 27276411960062/3t + 1454433162840 61/3t2

+1945660952760t3 + 167744125503 62/3t4

)
560(−1473186700 + 1591968810 62/3t− 2246388516 61/3t2 + 1411751691 t3)

,

(4.83b)

n = 4 ,

(
148500768040625 + 25279264566220000

√
6t + 150340268216376000t2

+60165687487957760
√

6t3 + 60941670673759896t4

)
5
(

29700153608125 + 5008332667471000
√

6t

−18230533095002200t2 + 4236389020569472
√

6t3

) ,

(4.83c)

n = 5 ,

 159606423231255 24/5153/5 + 9098272445481450 t
+6433230719486025 21/5152/5t2 + 2256395876247656 22/5154/5t3

+5382149790792650 23/5151/5t4


(

159606423231255 24/5153/5 + 1117951283918700t−
1890281408310225 21/5152/5t2 + 562828122041281 22/5154/5t3

) .

(4.83d)
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4.3 Phase structure of the second moment multitrace model

In this section, we will start with the description of the phase structure of the matrix models
representing the fuzzy scalar field theories. The following two sections are based on [96, 98].

In this section, we will investigate the phase structure of the second moment multitrace model
(4.69). As it has been mentioned several times, this model includes multitrace terms of only the
second moment, but includes it in all orders and packed in a nonperturbative way.

We will first study the symmetric regime with c1 = 0 and consider the full model afterward.

4.3.1 Perturbative and nonperturbative symmetric regime

The phase structure of the model

S =
1
2
F (c2) +

1
2
rTr
(
M2
)

+ gTr
(
M4
)

(4.84)

with F (c2) given by (4.69) is now a simple exercise. It is a particular multitrace matrix model,
with the phase structure described in section 3.4.

The set of conditions (3.68,3.78) determining the eigenvalue distribution of the model (4.84)
in the one cut and two cut cases is

3
4
δ2g +

1
4
δ

(
r +

1
c2

+
1

1− ec2

)
=1 , (4.85a)

δ2 =
1
g

, 4Dg + r +
1
c2

+
1

1− ec2
= 0 . (4.85b)

together with the conditions on the second moment for the one cut and two cut solution (3.75a,
3.83a)

c2 =
δ

4
+

δ3g

16
, c2 = D . (4.85c)

Unfortunately this is a set of transcendental equations and cannot be solved analytically, not even
for the two cut case. We will approach these numerically shortly, but first we will look only at
the phase transition line. At the phase transition, the condition on the second model simplifies as
before

c2 =
1
√

g
. (4.86)

The phase transition line between the one cut and the two cut distribution given by reff = −4
√

g
becomes

r(g) = −5
√

g − 1
1− e1/

√
g

, (4.87)

first obtained in [95]. Note that this formula is also general and does not rely on any particular
form of F and can be used for any kinetic term and we get for the transition line in the general
case

r(g) = −4
√

g − F ′(1/
√

g) . (4.88)
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Fig. 4.1. Comparison of the different results for the phase transition lines of the model (4.84). The solid
line denotes the exact transition line (4.87), the downward dashed line is the transition line computed from
the first seven terms of the expansion of F (t), namely

r(g) = −1

2
− 1

1209600g7/2
+

1

30240g5/2
− 1

720g3/2
+

1

12
√

g
− 4
√

g .

The upward dashed line is a similar formula with 50 terms used. The third dashed line is obtained using
an approximation F (t) using the Pade approximation method from the first seven terms of the perturbative
series.

A striking feature of this formula is the essential singularity at g = 0. Since the expansion
of F (t) in t turns into the expansion of the transition line in 1/

√
g, this renders any perturbative

series an asymptotic one and unreliable near the origin of the parameter space. One has to be
careful when interpreting the results with only first few terms of the expansion known. The figure
4.1 compares the exact, perturbative and approximate formulas for the transition line. Clearly a
reasonable treatment of the raw perturbative data, such as the approximation method (4.82), is
needed to obtain an useful phase transition line.

Note that if we work with a finite term approximation to F to compute the phase transition
lines, this result is an exact, nonperturbative line of that model. The only incomplete part is the
knowledge of F .

To get results away from the transition line, we have to retreat to numerical solution of (4.85).
Using the method described in section 3.2 we get a phase diagram and the free energy diagram
of the theory show in the figure 4.2. We show also the asymmetric one cut solution of the model,
but we can see that it has higher free energy than the other solutions and we will not discuss
further.

Several authors have considered some perturbative results for the model [5,93,99]. The phase
transition lines the authors obtain are the perturbative lines similar to the dashed lines in the figure
4.1, which have little hope to accurately describe the theory close to the origin. Moreover since
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Fig. 4.2. (Color online) The phase diagram and the free energy diagram of the model (4.84) obtained
numerically. The green region denotes the one cut solution, the blue region the two cut solution and the red
region denotes the asymmetric one cut solution, which is easily seen to have higher free energy than the
two cut solution. The green lines represent the symmetric one cut/asymmetric one cut phase transition, the
red lines the symmetric one cut/two cut phase transition and the blue lines the two cut/asymmetric one cut
phase transition. The blue line is the analytic transition line (4.87), the dashed line denotes the transition
line of the original model.

no odd terms have been considered in the action, the asymmetric solutions should have a higher
free energy. A region of parameters space where this is not true has been found in [93], but this
is only a relict of the perturbative treatment.

Most recently, perturbative phase structure of the model corresponding to the fuzzy disc
scalar field theory has been considered [100], including the odd terms. Due to the perturbative
treatment only, we expect the results to be changed in nonperturbative considerations.

4.3.2 Perturbative asymmetric regime

The first attempts to include the asymmetric solution of the matrix model corresponding to the
uniform order phase of the field theory was presented in [93]. However the authors considered
only the symmetric terms in the action, which is not satisfactory for the asymmetric regime.

In [96] a model which included asymmetric terms was analyzed perturbatively. A simple
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model was considered, with asymmetry introduced by considering the complete asymmetric ver-
sion of t2 = c2 − c2

1 in the perturbative expression for F (t). This yields a model

Seff =
1
2
F (c2 − c2

1) +
1
2
rTr
(
M2
)

+ gTr
(
M4
)

≈1
2
A1(c2 − c2

1) +
1
2
A2(c2 − c2

1)
2 +

1
2
rTr
(
M2
)

+ gTr
(
M4
)

. (4.89)

The equations determining the asymmetric one cut solution (3.85) are (3.97,3.99)

0 =− 1
2
c1

(
A1 + 2A2(c2 − c2

1)
)

+ 2D3g + 3Dδg

+
1
2
D
(
r + A1 + 2A2(c2 − c2

1)
)

, (4.90a)

1 =3D2δg +
3
4
δ2g

1
4
δ
(
r + A1 + 2A2(c2 − c2

1)
)

, (4.90b)

c1 =3D3δg +
3
2
Dδ2g +

1
4
Dδ
(
r + A1 + 2A2(c2 − c2

1)
)

, (4.90c)

c2 =3D4δg + 3D2δ2g +
1
4
δ3g +

1
4
D2δ

(
r + A1 + 2A2(c2 − c2

1)
)
+

+
1
16

δ2
(
r + A1 + 2A2(c2 − c2

1)
)

. (4.90d)

These are supplemented by the phase transition condition (3.101)

4D2g + 2δg + r + 4Dgx + 4gx2 + A1 + 2A2(c2 − c162) = 0 . (4.90e)

As we have seen in the section 3.3, these equations are beyond any hope to solve analytically.
The procedure adopted in [96] was thus to solve them perturbatively in the kinetic term contri-
bution. Technically, this meant replacing A1 → εA1, A2 → ε2A2 and looking for solution of
the equations (4.90) as a power series in ε. Obviously, if we include more terms of the expansion
of F (t) in (4.89), one can go further also in the expansion of the solution. The following, rather
lengthy formula, for the transition line has been obtained for the seventh order approximation of
F

r(g) = −2
√

15g +
4A1

5
+
(

135A2
1 + 848A2

1500
√

15

)
1
√

g
+ (4.91)

+
1
g

(
2025A3

1 + 11236A3 + 10170A1A2

562500

)
+

+
1

(
√

g)3

(
5740875A4

1 + 32464800A2
1A2 + 19805040A2

2

+29707560A1A3 + 19056256A4

)
2025000000

√
15

+

+
1
g2

(
19683000A5

1 + 108172665A2
1A3 + 70685676A1A4 + 31561924A5

+126372150A3
1A2 + 106028514A3A2 + 144230220A1A

2
2

)
113906250000

+
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+
1

(
√

g)5


237487696875A6

1 + 1709468550000A4
1A2 + 2801052738000A2

1A
2
2

+609290035200A3
2 + 1400526369000A3

1A3 + 2741805158400A1A2A3

+423995740920A2
3 + 913935052800A2

1A4 + 753770206080A2A4

+471106378800A1A5 + 26764511552A6


1366875000000000

√
15

+

+
1
g3


2391484500000A7

1 + 15074840643750A4
1A3 + 9480160743525A1A

2
3

+9749822053500A3
1A4 + 4512250464660A3A4 + 5266755968625A2

1A5

+376020872055A1A6 + 620602111612A7 + 19049945512500A5
1A2

+43874199240750A2
1A3A2 + 16853619099600A1A4A2

+3760208720550A5A2 + 40199575050000A3
1A

2
2

+12640214324700A3A
2
2 + 19499644107000A1A

3
2


192216796875000000

+

+
1

(
√

g)7



51778255111171875A8
1 + 451444780593000000A16A2

+1156207911142500000A4
1A

2
2 + 886545939600000000A2

1A
3
2

+97520988528864000A4
2 + 346862373342750000A5

1A3

+1329818909400000000A3
1A2A3 + 877688896759776000A1A

2
2A3

+329133336284916000A2
1A

2
3 + 170459137959667200A2A

2
3

+221636484900000000A4
1A4 + 585125931173184000A2

1A2A4

+151519233741926400A2
2A4 + 227278850612889600A1A3A4

+23876085465308160A2
4 + 121901235661080000A3

1A5

+189399042177408000A1A2A5 + 44767660247452800A3A5

+9469952108870400A2
1A6 + 5969021366327040A2A6

+20891574782144640A1A7 + 4811616828772352A8


3690562500000000000000

√
15

.

Note that this formula is also general and does not rely on any particular form of F and can be
used for any kinetic term.

It is important to stress that this is not truly a phase transition line yet. It is just a boundary
of the region of existence of the asymmetric one cut solution. It is however not guaranteed that
such solution will be realized, as it is not clear where, if at all the free energy of such solution is
lower than of the symmetric solutions.

Moreover, the character of the expansion is not clear at the moment either. Assuming that
the series in 1√

g is convergent, one can use the formula (4.91) to obtain an approximate location
of the triple point of the theory. The table 4.1 shows the location of the triple point for different
orders of the perturbative approximation for the fuzzy sphere.

The results for the first few CPn’s are given in the table 4.2. If however the expansion is
asymptotic, it is not clear how well or if at all these values approximate the location of the triple
point. Clearly, a non-perturbative tool is needed.
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order gc rc

2 0.02091 -0.7221
3 0.02127 -0.7282
4 0.0215 -0.7326
5 0.02171 -0.7356
6 0.02185 -0.7379
7 0.02195 -0.7397
8 0.02204 -0.7412

Tab. 4.1. Comparison of the location of the triple point in the case of the fuzzy sphere for different pertur-
bative orders.

n gc rc

1 0.02160 -0.7369
2 0.1714 -2.048
3 0.9320 -5.333
4 2.890 -9.784
5 6.713 -15.20

Tab. 4.2. Numerical values for the CP n
F triple points. The value for n = 1, i.e. the fuzzy sphere, was

obtained using the approximate phase boundary and not using the exact expression.

4.3.3 Non-perturbative asymmetric regime

To obtain the free energy diagram as well as a phase transition line reliable for all values of g,
we treat the problem numerically. Starting from the action

S =
1
2
F (c2 − c2

1) +
1
2
rTr
(
M2
)

+ gTr
(
M4
)

(4.92)

we obtain the saddle point equation

−c1F
′(c2 − c2

1) +
(
r + F ′(c2 − c2

1)
)
λi + 4gλ3

i =
2
N

∑
i 6=j

1
λi − λj

. (4.93)

This corresponds to an asymmetric effective single trace model

Seff = aeff Tr (M) +
1
2
reff Tr

(
M2
)

+ gTr
(
M4
)

. (4.94)

To connect it with the model (3.95) we have studied in the section 3.3, we rescale the matrix (or
eigenvalues) by x0 = −c1F

′(c2 − c2
1). Now the model is in the desired form

Seff = Tr (M) +
1
2
reff Tr

(
M2
)

+ geff Tr
(
M4
)

(4.95)

with

reff =
r + F ′(c2 − c2

1)
x2

0

, geff =
g

x4
0

. (4.96)
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Fig. 4.3. (Color online) The phase diagram the matrix model (4.92) obtained numerically. Note the differ-
ence in the scales of the two free energy diagrams

A similar, yet simpler model was studied in section 3.4.4 and it was shown there how to relate the
original model to this solution. Let us stress that the moments of the effective single trace model
differ from the true moments by a corresponding factor of x0. Also the eigenvalue distribution is
related to the effective one by

ρ(λ) = x0ρeff (x0λ) . (4.97)

Following that discussion, with a more complicated relation of reff and x0 to the moments, we
obtain the phase diagram and the free energy diagram as shown in the figures 4.3, 4.4. There are
several interesting features of these diagrams.

First, we see that there is a big part of the phase diagram where the solution does not exist
at all. This does seem a little strange, since opposing to examples like (3.122), we have added
an attractive force so there is no reason for no stable solution to exist. However, as before we
realize that what does not exist is an asymmetric solution. The symmetric solution is still there
and what we found is that for those values of parameters, the attraction is not strong enough to
stabilize an asymmetric distribution.

Second, before we removed them, there were a lot of strangely placed points around the
g = 0 in the free energy diagram. When we looked closer at these points, we found out the the
values of g are very small numbers of order 10−10 and lower. Looking even closer, we see that
this is a numerical artifact, as the true solution of the equations turns out to be at x0 = 0. This
corresponds either to an unstable solution c2 − c2

1 → ∞ or to a symmetric case c1 = 0. Either
way, that is a solution we are not interested in and these points will be thrown away.

And finally we see, that the asymmetric one cut solution is the preferred solution everywhere
it exists. This means that once the eigenvalues can go and decide to go asymmetric, it goes as
asymmetric as it gets.

If we now look just for the boundary of the asymmetric one cut region, we find the line shown
in the figure 4.5. As we can see, for larger values of g, the perturbative line (4.91) reconstructs
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Fig. 4.4. (Color online) The free energy of the the matrix model (4.92) obtained numerically. Note the
difference in the scales of the two diagrams

Fig. 4.5. The boundary of the asymmetric one cut solution region from the figure 4.4, shown in solid,
compared with the perturbative line (4.91), shown in dashed.
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Fig. 4.6. (Color online) Comparison of the symmetric and the asymmetric free energies of the model (4.92).

the solution nicely. But for small values the difference is significant. And gets more significant as
we include more terms in the perturbative expansion (4.91). We thus conclude that the expansion
is asymptotic in for small values of g.

We now have all the ingredients needed to obtain the full phase diagram of the theory.

4.3.4 Interplay of the symmetric and the asymmetric regime

To study the interplay of the symmetric and asymmetric regimes, we need to put the free energy
diagrams 4.2 and 4.4 on top of each other, which is done in the figure 4.6. And quite to our
surprise, we see that the asymmetric regime is the preferred wherever it is possible. It is a
surprise, as the perturbative treatment in [93] suggested otherwise. We thus conclude, that this
was has probably been a relict of the perturbative approach not present in the full nonperturbative
results. And we obtain the phase diagram of the theory as in the figure 4.7.

The intersection of the two lines occurs at a critical coupling equal to approximately

gc ≈ 0.02 . (4.98)

We see that this is a little lower than the value in the table 4.1. This is clearly the result of the
asymptotic character of the perturbative expansion (4.91).

And the value is smaller roughly by a factor of 7 from the numerical values (2.41) of the
numerical works [81, 82]. To compare better, we draw our phase diagram and the numerical
phase diagram in the same picture in the figure 4.8.

We see that the diagrams, together with the location of the triple point are in in a qualitative
agreement, but to claim they agree quantitatively would be a rather bold statement.

One possible source of the discrepancy is clearly the remainder term R in (4.63) which will
deform the transition lines. However there is a possible problem also on the part of the numerics.
The lines in the phase diagrams are linear extrapolation of data. And looking at the original
figure 2.1, we see that the data points are at values in the range r ∈ (0.4, 0.6). This is a little
too far away from the triple point and the linear extrapolation does not take into account the turn
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Fig. 4.7. (Color online) The complete phase diagram of the model (4.92). The black line is the numerically
obtained boundary of existence of the asymmetric one cut solution from the figure 4.5. The red line is the
analytic boundary of existence of the symmetric one cut solution (4.87).)

Fig. 4.8. (Color online) The phase transition lines, shown in dashed, which are linear fits to the data points,
from the numerical work [81] compared with the phase transition lines presented here. The small rectangle
in the top left corner denotes the area covered by the figure 4.7.

the transition lines make for small values of g. As long as this turn is not drastically changed
by the higher terms deformation, numerical data do overestimate the triple point. After some
preliminary numerical analysis closer to the origin of the phase diagram, this seems to be the
case, however it is not clear to what extent [101].
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4.4 Phase structure of the fourth moment multitrace model

In this last section, we will study the phase structure of a model with the perturbative effective
action (4.60). Moreover, as very little changes if we consider the first part nonperturbatively, we
will use the expression for F (t) rather than the perturbative part. The action includes quartic
multitrace terms, but as we will shortly see, does not explain the phase structure of the field
theory.

Again, we will first study the symmetric case and the asymmetric case afterward.

4.4.1 The symmetric regime

The full action for the symmetric regime is

S =
1
2
F (c2)−

1
3456

(
c4 − 2c2

2

)2
+

1
2
rTr
(
M2
)

+ gTr
(
M4
)

, (4.99)

which is a combination of the nonperturbative part (4.69) obtained in [95] and the perturbative
term obtained in [94]. The effective parameters are given by

reff = r + F ′(c2) +
1

216
c2(c4 − 2c2

2) , geff = g − 1
1728

(c4 − 2c2
2) . (4.100)

Approaching the problem numerically, we can find the phase diagram and the free energy dia-
gram of this model by now familiar method and obtain diagrams show in the figure 4.9.

The free energy diagram has clearly features which we do not expect from the diagram of
the fuzzy field theory. It allows for a solution for negative g, for some values of g > 0 it has no
solution and it has more than one solution elsewhere. This is the first clue that there is something
wrong with the interpretation of the perturbative effective action (4.60) as the action of the scalar
field on the fuzzy sphere. But at the moment, let us follow the discussion.

If we are interested only in the phase transition line, the expressions simplify again and we
are able to find the line analytically. Plugging (4.100) in (3.83) gives

c2 =−
r + F ′(c2) + 1

216c2(c4 − 2c2
2)

4
(
g − 1

1728 (c4 − 2c2
2)
) , (4.101a)

c4 =c2 +
1

4
(
g − 1

1728 (c4 − 2c2
2)
) . (4.101b)

which together with reff = −4√geff yields after some algebra

r(g) = − 1

1− e

4
√

3√
24g+

√
1+576g2

+
2

√
3
(
24g +

√
1 + 576g2

)3/2
−

5
√

24g +
√

1 + 576g2

4
√

3
,

(4.102)

the line shown in the figure 4.9 together with the transition line (4.87) for the model without the
quartic multitrace term. It is important to point out, that this phase transition is exact. Starting
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Fig. 4.9. (Color online) The phase diagram and the free energy of the the matrix models (4.99). The green
region denotes the one cut solution, the blue region denotes the two cut solution. The blue line is the exact
transition line (4.102).

from the action (4.99), no perturbative considerations have been made. So as long as this models
is viewed this formula is complete.

But if the model is viewed as a representation of the fuzzy field theory, the action is a pertur-
bative expansion and the given formula is just a perturbative approximation of the true transition
line. And we see again that it is not a good approximation to the true transition line, which is
expected to go through the origin. This is another clue, that the perturbative effective action
(4.99), even if the part F (t) is taken nonperturbatively, is not a good starting point to the analysis
of phase structure of the fuzzy field theory.

For completeness though, let us continue with the discussion of the consequences of the
perturbative effective action to its bitter end with the asymmetric regime.
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To compare with the asymmetric results we will obtain shortly, we shall compute the tran-
sition line also perturbatively. We will take the expansion of F up to the fourth order (to be
consistent with the fourth order of the other term) and obtain the transition line

r = −4
√

g − 1
2

+
1

12
√

g
+

7
5760g3/2

+
29

1935360g5/2
. (4.103)

Note, that this formula agrees with the first terms in the 1/
√

g expansion of (4.102).

4.4.2 The asymmetric regime

The full action for the asymmetric regime is again the combination of the perturbative part (4.60)
and the non-perturbative part (4.69), but now with all the odd terms included

S =
1
2
F (c2 − c2

1)−
1

3456

[
(c4 − 4c3c1 + 6c2c

2
1 − 3c4
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1)

2
]2
−

− 1
432

(
c3 − 3c1c2 + 2c3

1

)2
+

1
2
r Tr

(
M2
)

+ g Tr
(
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. (4.104)

This action leads to the following saddle point equation[
1
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(4.105)

which we will, for the brevity of the equations, write as

X0 + (r + X1)λi + X2λ
2
i + (4g + X3)λ3

i =
2
N

∑
i 6=j

1
λi − λj

. (4.106)

This equation leads to an effective single trace matrix model which is not of the form (3.95),
since the λ2 term leads to a Tr

(
M3
)

term in the action of the effective model. We can however
get rid of such term by shifting the matrix M . By changing M → (M − a id)/x0, where

x0 =X0 +
2X3

2

27(4g + X3)2
− (r + X1)X2

3(4g + X3)
, (4.107a)
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a =
X2

3(4g + X3)
, (4.107b)

and after dropping the constant term, we obtain the effective single trace matrix model in the
desired form (3.95)

S = Tr (M) +
1
2
reff Tr

(
M2
)

+ geff Tr
(
M4
)

, (4.108)

with

reff =
12g(r + X1)−X2

2 + 3(r + X1)X3

3(4g + X3)x2
0

, (4.109a)

geff =
4g + X3

4x4
0

. (4.109b)

Moreover, the moments of the distribution cn, which are to be used when evaluating X’s are
related to the moments of the effective single trace matrix model distribution (3.99) by

c1 =
c1,eff

x0
− a

x0
, (4.110a)
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c2,eff

x2
0

− 2c1,effa

x2
0
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, (4.110c)

c4 =
c4,eff

x4
0

− 4c3,effa

x4
0

+
6c2,effa2

x4
0

− 4c1,effa3

x4
0

+
a4

x4
0

. (4.110d)

Unfortunately there is little we can do with our approach in this case. If we choose particular
values of reff and geff , the moments of the effective single trace model are known and the
equations to be solved numerically are (4.107) plugged into (4.110) together with (4.109). This
system is way too complicated to be handled. So to include the effect of the new terms, we retreat
to the perturbative calculation and repeat the procedure of [96].

This means we reintroduce the parameter ε and solve the equations determining the solution
as a series in powers of ε, later setting ε = 1. The final result we obtain is

r(g) = −2
√

15
√

g
2
5
− 19

18000
√

15
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g
+

29
1125000g

− 7886183
4374000000000

√
15g3/2

. (4.111)

We stress that this formula is a perturbative one even if the model (4.104) is viewed as a complete
action. We cannot do much more here, so we continue to the comparison of the two regimes.

4.4.3 The interplay of the perturbative symmetric and asymmetric regimes

The figure 4.4.3 shows a little sad plot of the symmetric transition lines (4.103) and (4.102) with
the asymmetric transition line (4.111). These transition lines do not intersect and the perturbative
model as it stands does not have a triple point. Also, recalling the free energy diagram of the
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Fig. 4.10. (Color online) The phase transition lines (4.102) - the red solid line,(4.103) - the red dashed line
and (4.111) - the black line in one figure, showing the incompleteness of the perturbative description.

symmetric regime in the figure 4.9, the phase structure of such model is not clear at all and surely
does not represent the phase structure discussed in the section 2.3.

We thus conclude, that the phase structure of the fuzzy field theory is very sensitive to the
terms of the perturbative expansion. To be able to make any reasonable statements about the
properties of the phase diagram of the field theory, once we include some multitrace term, we
need to include terms of all orders in that moment. A similar result has been obtained recently
in a Monte-Carlo study of the perturbative multitrace model (4.104) in [102], where it is shown
that the perturbative version of the model (4.99) does not reconstruct the phase structure of the
fuzzy field theory. It would be interesting to see, how our results connect to this work.
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5 Conclusions and outlook

We have presented an application of the matrix model techniques to the study of the phase struc-
ture of the scalar field theory on the fuzzy sphere. Our goal was to reproduce the available results
of various numerical simulations. We have analyzed two different models, which approximate
the field theory in two different ways.

One of the models did a decent job, reproducing the expected qualitative features of the
diagram and giving a reasonable quantitative values of the parameters of the diagram. The second
model did much worse and have been neither in qualitative nor quantitative agreement with the
expectations. As we have seen, the key property distinguishing these two models and leading
to the success or the failure was the fact that the approximation used in the first model was a
nonperturbative. And the fact, that the second approximation was in some sense more precise, as
it included several extra terms, played little role.

So the main lesson we have learned is that if one uses a matrix model to approximate the
fuzzy field theory, it is very important that the terms are arranged in a nonperturbative packing.
Perturbative approximations are of little use if we aim to explain the phase structure of the theory.

We will now conclude our journey with several open questions or interesting related prob-
lems. We start with a short remainder, that we have left two loose ends on the numerical side
of our work. One should try to improve the algorithm for the treatment of the two cut solution
of the asymmetric quartic model and come up with a better numerical treatment of the second,
perturbative approximation matrix model, capable of handling the t3 term.

The kinetic term effective action
We do not have to go too far for the further problems. Some better, perhaps a complete

treatment of the angular integral (4.3) is desirable. Unfortunately, there are very few hints on how
to approach this problem further, as the perturbative treatment seems to be way too complicated
[94] and there is no hint how to generalize the nonperturbative treatment of [95] beyond the
second moment. The reason might be that we are on a wrong track. The moments, in which
we try to express the kinetic term effective action, might not be the most useful variable. The
effective action is a function of the eigenvalues and the moments are perhaps a bad way how to
express this dependence. For example if we tried to express the repulsive Vandermonde term
in terms of the moments, we would very soon run into difficulties. So stopping for a while and
rethinking the whole problem over might bring some new insight.

Nonperturbative approximation of perturbative approximation
We have presented a possible method how to pack a perturbative expansion into a nonper-

turbative form, yielding a nonperturbative approximation of perturbative approximation. Even
though still an approximation, it might be useful for computations. We have very little informa-
tion of about the remainder termR (4.63) so the method based on Pade approximants is not very
useful, but we still can cook up an approximation by

R =− 1
432

t23 −
1

3456
(
t4 − 2t22

)2 ≈ log
[
h

(
1

432
, t3

)
h

(
1

3456
, t4 − 2t22

)]
, (5.1)

where
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h(α, x) ∼ −αx2 x→ 0
log x x→∞ (5.2)

for example

h(α, x) =
1

1 + (1 + α) x2
+

x2

1 + x
, (5.3)

h(α, x) =e−(1+α)x2
+ x

(
1− e−x

)
. (5.4)

It would definitely be interesting to study a matrix model with such multitrace term.

Other noncommutative spaces
As mentioned in the text, there are numerical results available for several other spaces, the

fuzzy disc [77], three dimensional case of R× S2
F [75], noncommutative plane [76] to name

some. Moreover, for the first there is a perturbative analysis available also [103] and for the
second an perturbative approximation similar to the one studied here [100]. The fuzzy disc
effective action includes the linear c4 term and also does not vanish for the semicircle. It would
be very interesting to generalize the nonperturbative treatment of the section 4.2.3 to these spaces
and see how these results compare.

Also, we could clearly do computations for different spaces, where no previous results are
available, such as CP 2, CP 3, a general CPn or the fuzzy foursphere S4 [50]. Moreover, if one
considers a general φ2k theory and repeat the procedure of the section, one could look for the
aspects of non-renormalizability of certain theories, like φ6 on R4 or φ4 on R6, that are reflected
in the regularized matrix versions. This was suggested in [5] and [93], but was not elaborated on
neither there, nor here. Some very interesting structure of M6 matrix model is revealed in [104]
and the straightforward connection of this model to the φ6 theory conjectured here makes those
results relevant.

Phase structure of the UV/IR free theories
And finally, the most interesting problem. As mentioned in the text, there are several mod-

ifications of the naive versions of the scalar field theory which remove the UV/IR mixing phe-
nomenon. Both for the fuzzy sphere and for Euclidean spaces [66, 67, 105]. The phase structure
of such spaces is of prime interest, as the non-uniform order phase should be removed together
with the UV/IR mixing. This remains to be shown and perhaps one could learn something new
from the way the extra phase is removed.

Beyond noncommutative field theory
Undoubtedly, there is a lot of possibility to apply the results for the asymmetric quartic model

and the multitrace models beyond the phase structure of the noncommutative field theories, as
the idea has been successfully used before [106, 107, 108]. Interestingly, a similar matrix model
appears also in the study of the random geometry on the fuzzy sphere [109].

Acknowledgement: I would like to thank Denjoe O’Connor for useful discussions. This work
was supported by the Alumni FMFI foundation as a part of the Návrat teoretikov project.
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A Description of the numerical algorithm

In this section, we will present the algorithm used to numerically solve the equations (3.107,
3.110e) for the asymmetric two cut solution of the model (3.95). Trying to use numerical methods
of the computer algebra program directly on the equation (3.110e) yields little success, so we
were forced to come up with something else.

The algorithm starts with choosing some particular values of r and g as before. Then we take
the value of D2 to be −D1(1 + x), where x is our new parameter. We chose a particular value
of x and solve the equations (3.107) numerically using standard features of the computer algebra
program. Again, navigating our way through handful of irrelevant solutionsA.1, we check for the
value of (3.110e) for the relevant solution (if it exists).

Doing this, we scan through a reasonable interval of x observing when does the value change
sign. When we find an interval of x with different sign of (3.110e) at the endpoint, we zoom
to this area and look further. We again split the interval into parts and look for the change of
sign. When we find such interval, we take a linear approximation to the function given by the
values at the endpoints and take the root of this linear fit as the solution for x and thus for all the
parameters D1,2 and δ1,2.

We have used the following values for our search. Interval of x has been (0, 0.3), which
was first split into 500, 300, 100 or 50 parts, depending on the values of r and g. Generally, for
small g larger number was needed to find the solution. If the solution has not been found for
smaller value of the number, the algorithm ran again with the value of 500 to make sure there
is no solution. This way we achieved a balance between precision and speed. The part where
the value of (3.110e) has changed sign was divided further into 50 parts. We then chose for our
value of x the midpoint of the small interval where (3.110e) changes sign. The program had
trouble when the edge of the first interval was too close to the zero, so if the value of (3.110e)
was too close to zero (absolute value smaller than 0.5) in our program, we have narrowed down
the second interval.

The biggest problem of the algorithm was the exact location of the transition line between
the asymmetric one cut and the two cut solution. We did our best to tune the parameters of
the algorithm to achieve good precision while having a reasonable speed, but there still might
be points around the boundary which we have missed. Clearly, there is also a lot of room for
improvement of the speed of this algorithm. However for the current purposes this version did
serve quite well.

A.1These are imaginary solutions, solutions with negative δ’s and solutions where the two intervals overlap.
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