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Glass-coated microwires are very interesting materials for theoretical study as well as for
practical applications. Having positive magnetostriction, their domain structure consists of
single axially magnetized domain and magnetization process runs through Large Barkhausen
jump of a single domain wall along entire microwire. This gives us possibility to study a single
domian wall propagation on large scales (few cm). As a result of their complex anisotropy
distributon, the glass coated microwires exhibit very fast domain wall propagation, some-
times faster then sound speed. The domain wall dynamics can be very effectively modified
by different anisotropies introduced in the wire by magnetic field, mechanical stress, thermal
treatment, etc... In such a way, domain wall dynamics with the high domain wall velocity that
is independent on magnetic field can be achieved. Stability of domain wall dynamics can be
enhanced by using nanocrystalline compositions of microwire that combines low anisotropy
of amorphous alloys with high structural stability of crystalline materials. On the other hand,
sensitivity of domain wall dynamics on external parameters can be employed in the sen-
soric applications. The switching field at which the single domain wal starts to propagate is
strongly sensitive to the temperature, mechanical stress, frequency of applied magnetic field
etc... Knowing the physical origin of such sensitivies allows us to construct miniaturized
multifunctional sensor that can even be embedded into the material structure.
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Introduction 413

1 Introduction

Domain wall dynamics in thin magnetic wires is used in modern spintronic devices to store,
transfer and manipulate information [1, 2, 3,4]. The domain wall is forced to propagate either
by magnetic field, or electrical current. Anyway, the speed of such devices is determined by the
domain wall velocity. Hence, there is a demand for materials with fast domain walls with a very
well controlable domain wall dynamics.

Magnetic glass-coated microwires are excellent materials to study the single domain wall
propagation on large scales (few centimeters). As a result, a lot of new interesting results ap-
peared during such studies. Due to the complex anisotropy distribution in the microwires, they
show very fast domain wall propagation with the domain wall velocities up to 18 000 km/s [5].
Such velocities are much higher then sound speed. Hence, sometimes effects like ’supersonic
boom” appears as a result of magnetoelastic interaction of domain wall with phonons [6]. There
are at least three reasons for such fast domain walls: 1. low Gilbert damping, 2. existence of
shielding radial domain structure bellow the surface of the wire, that prevents the domain wall
from pinning on surface defects and 3. existence of two perpendicular anisotropies that compen-
sate each other. Applying a transversal magnetic field, the domain wall velocity increases up to
9 km/s and becomes independent on magnetic field [7]. Another effect that increase the domain
wall velocity is a negative value of the critical propagation field [8], which results in a fast do-
main wall even in the case of low domain wall mobility [9]. Moreover, new contribution to the
domain wall damping has been observed that arises from the structural relaxation of amorphous
structure [8, 10].

The domain wall dynamics in glass-coated microwires is strongly dependent to external pa-
rameters like magnetic field, temperature, mechanical stress, etc... This leads us to idea to employ
them in construction of miniature sensors that can even be introduced into the material stucture.
It will be shown how understanding of basic physics can help in construction of multifunctional
sensor of magnetic field, temperature and stress that consists of a single microwire and switching
between the functions is provided by a simple change of the frequency of applied magnetic field.

The article is organized as follows: Chapters 2 describes production and magnetic properties
of glass-coated microwires. Chapter 3 introduces a simple viscous model for single domain
wall propagation. Chapter 4 presents the results on the domain wall dynamics in glass-coated
microwires with respect to fast domain wall propagation, influence of thermal treatment on the
domain wall velocity as well as it provides new compositions to obtain fast and stable domain
wall dynamics in a wide temperature range. In Chapter 5 switching field of the single domain
wall is introduced in terms of the domain wall potential. Chapter 6 shows dependence of the
switching field on external parameters, showing also how it can be employed for construction of
miniaturized sensors for temperature, magnetic field, mechanical load etc...
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2 Glass-coated microwires

Glass-coated microwires are composite materials that consist of metallic nucleus and glass-
coating (see Fig. 2.1). The diameter of metallic nucleus is from 100 nm up to 50 pm, whereas
the glass-coating thickness is from 2 up to 20 pm [11]. Their bigest advantage is the simple
and cheap method of preparation, efficiency (up to few kilometers of microwire can be produced
from 1 g of master alloy), glass-coating that provides electrical insulation, small dimensions and
circular symmetry [12, 13]. They are prepared by drawing and rapid quenching of molten master
alloy [14]. It was firstly introduced by Taylor in 1924 in USA, according to whom this method
is named [15]. Later, this method was improved by Ulitovski in USSR in 1950 in order to be
able to produce large amount of such microwires [16]. in 70-ies of 20. century, the amorphous
magnetic glass-coated microwires were produced and studied in GDR [17]. New boom appers
at the end of 20. century when amorphous glass-coated microwires became to be produced and
studied in different countries and main interest has been focused to magnetic microwires with
specific magnetic properties.

As a result of their amorphous structure, amorphous glass-coated microwires are character-
ized by a low anisotropy (since the most important -crystalline anisotropy is missed). Hence,
their magnetic properties are given mainly by magnetoelastic and shape anisotropy. The main
-magnetoelastic anisotropy arises from the interaction of local magnetic moments with applied
mechanical stress induced during microwire’s production by drawing, quenching as well as due to
different thermal expansion coefficients of metallic nucleus and glass-coating. As it was shown
in [18, 19, 20], axial tensile stress dominates in the center of metallic nucleus, whereas com-
pressive axial and tensile radial stresses prevails just below the surface. Such a distribution of
mechanical stresses is crucial for magnetic properties of amorphous glass-coated microwires.
Depending on the sign of magnetostriction, the glass-coated microwires are usually divided into
the three groups.

SEMHV:30.0kV |  WD: 14.96 mm
View fleld: 179 um
SEM MAG: 1.55 kx | Date(m/dly): 03/13/13

Fig. 2.1. SEM picture of glass-coated microwire
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Fig. 2.2. Schematic domain structure of glass-coated microwires with negative magnetostriction

2.1 Microwires with negative magnetostriction

There are mainly CoSiB-based microwires that are characterized by relatively high and negative
magnetostriction. As a result of stress distribution (described above) the easy axis in theses
microwires will be circular. Hence, they are characterized by a domain structure that consists
of circular domains (see Fig. 2.2) [21]. Magnetization process in axial direction runs through
reversible rotation of magnetic moments inside domains. Hysteresis loop of such microwires is
unhysteretic and manetization is proportional to the applied magnetic field. They are ideal for
construction of miniaturized sensors, transformers, etc...

2.2 Microwires with low magnetostriction

There are usually CoFeSiB (3-5 at.% of Fe) -based microwires that are characterized by very
low, but negative magnetostriction. This results in small circular magnetoelastic anisotropy. The
domain structure of such microwirers is characterized by circular domains below the surface of
metallic nucleus and axial domain structure in the center of the wire (see Fig. 2.3) [22]. Hys-
teresis loop of microwires with low magnetostriction is characterized by very low coercivity and
high initial permeability. Apart from possibility to study the circular domain wall propagation
theoretiacally [23], high sensitivity of initial susceptibility to external parameters (like tempera-
ture, magnetic field, mechanical stress, etc...) can be employed in construction of miniaturized

\"O'P"A"O‘ VA@»‘AWAMMM

Fig. 2.3. Schematic domain structure of glass-coated microwires with low and negative magnetostriction
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Fig. 2.4. Schematic domain structure of glass-coated microwires with positive magnetostriction
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Fig. 2.5. Hysteresis loop of glass-coated microwires with positive magnetostriction

very sensible sensors. Particularly, the microwires with low and negative magnetostriction are
already employed in sensors of magnetic field based on the GMI effect [24] that is one of the
most promissing application of glass-coated microwires.

2.3 Microwires with positive magnetostriction

Last group that has been intensively studied in last years is the group of glass-coated microwires
with positive magnetostriction. Due to the magnetoelastic interaction of magnetic moments with
stress distribution introduced during the microwire’s production, their domain structure consists
of large single domain in the center of metallic nucleus that is covered by a radial domain struc-
ture (see Fig. 2.4) [25,26]. Moreover, small closure domains appear at the end of the wire in
order to decrease the stray fields [27].

As a result of the peculiar domain structure, the magnetization process runs through the
depinning and subsequent propagation of closure domain along entire microwire in a single large
Barkhausen jump. Such a domain structure and magnetization process is ideal to study the single
domain wall propagation on large distances (few centimeters). On the other hand, hysteresis
loop of such microwire is perfectly rectangular (see Fig. 2.5) and magnetization can have only
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two values = M (where My is the saturation magnetization). The switching between the two
magnetization values appreas when external field exceeds the so-called switching field Hy,,. The
switching field is strongly dependent on external parameters like temperature, mechanical stress,
external magnetic field, etc... Moreover, it is easy to detect, therefore the glass-coated microwires
can be employed in construction of miniaturized sensors.
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3 Model for domain wall dynamics

The domain wall propagation in real material can be described similarly as the movement of
linear harmonic oscillator under external force F'(t) in a viscous medium [28]. Its time (¢)
dependent oscillation is described [28]:

Pz dx
where my,, is the effective mass of the domain wall, (3 is the damping coefficient that character-
izes the viscous medium, « is the stiffness coefficient, x is the displacement of the domain wall
from its equilibrium position. In the case of domain wall, the force F' is represented by the force,
acting on the domain wall by the applied magnetic field H and it is expressed as:

F = buoM,H, 3.2)

where b is the constant that depends on the domain wall configuration and is equal to 2 for
180° domain wall or to v/2 for 90° domain wall, 1 is the permeability of vacuum and M,
is the saturation magnetization. Assuming the domain wall propagation at constant velocity
(d%x/dt?> — 0), linear dependence of the domain wall velocity v on the applied magnetic field
H can be simply obtained [29]:

v = S(H — Hy). (3.3)

Here S is the so-called domain wall mobility and Hy is the critical field, below which the do-
main wall propagation cannot be observed, neither theoretically. Comparing the Eq. (3.1) and
Eq. (3.3), it can be shown that domain wall mobility is inversely proportional to the domain wall
damping parameter 3:
buo M
§ = Mo (3.4)
B

The critical propagation field Hj is a more mystic parameter. Sometimes, it is taken to be a
meaningless constant [29]. However, according to Eq. (3.1) and (3.3), it is expressed:

axr

- (3.5)

Hy
which is very similar to expression for the coercive field [28]. Therefore, some authors take
it simply as coercivity [30]. Another authors called it dynamic coercivity [31], since it differs
from the static coercivity measured from hysteresis loops. In the following sections, we will
show some interesting aspect that are connected to the critical propagation field and that strongly
affects the domain wall velocity. However, the most important parameter that controls the domain
wall velocity is the domain wall damping. At the beginning, the only domain wall damping was
assumed to arise from the eddy current [31]. In the case of magnetic wire, the domain wall
damping due to eddy current [, is expressed as [33]:

o 4/1% M 52 To To 8
2

p (lnr—b + - )s (3.6)

Pe
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where p is the resistivity, 7" is a temperature and oy and r, are the radii of the wire and that of
the inner domain core, respectively. However, the strong damping for highly insulated materials,
such as ferrites, cannot be explained by the eddy current damping. Therefore, another damping
mechanism, based on Landau-Lifshitz equation has been introduced [34], which is still basis
for many theoretical approaches to solve the domain wall propagation [35,36]. The idea starts
from famous Landau - Lifshitz model [37] of the domain wall that assumes the homogeneous
distribution of magnetization within the domain wall. In such case, the spin dynamics can be
described by the famous Landau-Lifshitz equation [30]:

dM W o ag, - dM
oM (M x H Mox 2
dt V(M X H) + 3 (M x =

) (3.7)

where o is the so-called called Gilbert damping parameter. The switching motion of magneti-
zation is more viscous as the Gilbert damping parameter becomes large. However, the switching
time becomes very large, too, as the Gilbert damping parameter becomes small, since the mag-
netization performs too many precession rotations [32]. Hence, the fastest switching is attained
for an intermediate value of Gilbert damping parameter « g, called critical damping. It is pos-
sible to obtain the relation between the domain wall damping § and Gilbert dampig parameter
ag [30,32]. Such damping, called relaxation (,., is inversely proportional to the domain wall
width d,,:

_ Gt oM, 5 - oM, [3XAso
ﬁ"_méw” r Va~ 7 Voao 38

where ~ is gyromagnetic ratio, K is the magnetic anisotropy energy density (in the case of
amorphous microwires magnetoelastic), A the exchange stiffness constant, A, is the saturation
magnetostriction and o is mechanical stress. Anyway, neither eddy currents, nor magnetic re-
laxation could explain a strong variation of domain wall damping with the temperature for some
magnetic materials [8,38]. Therefore, another damping was suggested in [38] that arises from the
structural relaxation of the mobile defects on atomic scale. Such contribution, called structural
relaxation damping (3,, was firstly approved in amorphous microwires [8]:

Bs = 7 ((€css)?) (co/kT)G(T\ 1), (3.9)

where 7 is the relaxation time of the defects, €.y is the interaction energy of the domain wall
with the defects, ¢y is the concentration of mobile defects, k is Boltzman constant and G(7, t) is
so-called relaxation function defined as [39]:

G(T,t) = (1 — exp(—t/T)), (3.10)
Here ¢ is time and 7 obbeys Arrhenious law:
T = moexp(Q/kT), (3.11)

where 79 is the pre-exponential factor and @ is the activation energy of mobile defects.
The structural relaxation damping was approved also by a thermal treatment [40], and it
is specially important at low temperature, when the atomic mobility decreases, leading to the
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increase of a local anisotropy and therefore to the increase of the structural relaxation damping
[8,41].

Amorphous microwires are in metastable state and they can relax even at low temperatures.
Hence the structural relaxation influences the domain wall damping significantly [8,42] through
the mobile defects that exist as a consequence of the atoms appearing in the vicinity of the so-
called free-volumes (e.g. the volume fractions with the volume density lower than the average
one [43]). In contrary to previous contributions (eddy current and magnetic relaxation) to the
domain wall damping, the structural relaxation component can be modified by properly setting
the experimental conditions or by thermal treatment [40]. During the experiment, three time
parameters are important:

1.
2.

7 relaxation time of mobile defects

t1- time necessary for domain wall to propagate across the defect (given by the domain
wall width and its velocity)

to- time between two domain wall propagations (given by the frequency f of the applied
magnetic field H, to ~ 1/ f).

The relative value of 7 with respect to ¢; and ¢5 determines five thermal ranges for the domain
wall propagation [40]:

1.

Metastable range: 7 > to > t;. Defects have no time to relax (they are frozen-like)
and they appear in the non-thermodynamical equilibrium. The amplitude of the structural
relaxation damping is given by the history of the material. If the material was stabilized,
by annealing below the Curie temperature, 3, is high. But if the system was destabilized,
by demagnetization or by heating above the Curie temperature, (35 is small. Such range
corresponds to low temperatures (see Arrhenius law - Eq. (3.11)).

Structural relaxation range: 7 ~ to > t;. Defects are able to relax between two do-
main wall propagations. This makes (3, increase hindering the domain wall propagation.
By properly setting the driving frequency, that range can be moderated and the structural
relaxation damping (3, can be increased or decreased [10].

Adiabatic range: t3 > T > t;. The defects system is in thermal equilibrium and [
reaches a maximum, at a given temperature (see Eq. (3.10)), but the defect cannot follow
the propagating domain wall.

Diffusion damped range: t5 > t; = 7. In this regime, the time at which the domain wall
crosses a single defect is comparable to its relaxation time. The defect relaxes during the
domain wall propagation making decrease the domain wall speed. Increasing the applied
field amplitude, the domain wall velocity rises until £; < 7, when the domain wall is able
to depin from the defect and goes into the adiabatic regime [45].

Isothermal range: to > t; > 7. Although the whole system relaxes between two domain
wall propagations, the relaxation time of defects is short and they are able to follow rapidly
the domain wall during its propagation. (3, is small and the domain wall velocity increases.
Such regime corresponds to high temperatures.
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Now, the situation should be easy if one wants to achieve the fast domain wall. According
to Eq. (3.3) and (3.4), one should simply keep domain wall damping, 3, low (in order to obtain
high domain wall mobility .S) and critical field H also low (even negative, if possible). However,
the situation is much more complicated in practice. Generally, the viscous domain wall motion
occurs only up to a certain limit. For a very high magnetic field, the magnetization precession in-
side the domain wall becomes non-uniform and the conditions of validity of the above-described
model (constant velocity of the domain wall, homogeneous distribution of the magnetization in-
side the domain wall) are not fulfilled anymore. This situation occurs at the so-called Walker
limiting velocity v,, [46], which is mostly taken as the maximum domain wall velocity for its
propagation in viscous regime. Walker limiting velocity can be estimated as [30]:

— h’l IJ’OMS(SUJ

Yw B

(3.12)
However, the field range in which the domain wall velocity is proportional to the applied mag-
netic field depends on the presence of the transverse anisotropy. The Walker limiting velocity
appears at the so-called Walker field, Hyy, which is proportional to the transverse anisotropy
field Hy [47]:

Hy ~ agHg /2. (3.13)

Above this Walker field, the domain wall propagation is not uniform, the domain wall velocity
decreases and its mobility is negative [31]. Although nice, the Walker model cannot describe fast
domain walls observed experimentally in some Garnet films when a perpendicular field, H ,
was applied [48]. These velocities exceed the Walker limiting velocity more than ten times. The
maximum velocity, v,,, can be related to the Walker limiting velocity, vy, by the following
expression [30]:

Um QHL(Q + 1)
w B MSQ ’

(3.14)

being () dimensionless parameter representing the anisotropy of material (Q = 2K, /uoM?2).
K, is the uniaxial anisotropy constant.

Finally, very fast domain walls have been observed in ortoferrites [49,50,51]. Such domain
wall velocity exceeds the sound velocity with a maximum ~ 20 000 m/s. Quasi relativistic
behaviour was found with the maximum velocity equal to the spin waves velocity [50,51]. The
theory for such quasirelativistic behaviour was worked out by Zvezdin [52] or Baryakhtar [53].

This is an overview of the physical models mostly used currently for description of the do-
main wall dynamics. However, new materials and new measuring conditions bring new, surpris-
ing results that do not fit to the above given model. Surely, there are much more parameters
that defines the domain wall velocity, therefore new experiments on new materials are necessary
in order to understand the thing. In the following section, the most interesting results obtained
during the study of domain wall dynamics in glass-coated microwires are shown.



422 Magnetization processes in glass-coated microwires...

4 Domain wall dynamics in glass-coated microwires

4.1 Experimental methods

Sixtus and Tonks were in between the first scientists trying to study the domain wall dynamics
in 30-ies of last century [54,55]. They have built up a simple method to measure domain wall
velocity in magnetic wires, which is used up to now. Apparatus consists of primary coil to
produce a homogeneous magnetic field necessary for domain wall propagation (see Fig. 4.1).
Inside the primary coil, two pick-up coils are inserted coaxially. Magnetic microwire is placed
in the center of the coil’s system. At the end of the wire, nucleation coil is placed in order to
nucleate reverse domain. Doman wall between the main and reversed domain propagates along
entire microwire and its movement induces emf signal when it propagates inside the pick-up
coils. The domain wall velocity is simply estimated as a ratio between the distance between
the pick-up coils and time between the two emf maxima induced in pick-up coils. In the case
of glass-coated microwires, such a method is even more simple. Due to a presence of reverse
domain at the end of the wire (see Fig. 2.4), no nucleation coil is necessary. It is employed only
in the case of measurements in low magnetic field.

In our case, the length of the primary coil is 10 cm and the distance between the pick-up coil
is 6 cm. The width of pick-up coil is 3 mm. We have slightly improved the Sixtus Tonks method
to fit better the conditions in microwires. Firstly, the position of microwire in primary coil is not
symmetrical. Instead, one end of the wire is placed outside of soleniod (in lower magnetic fields),
while the other end is placed inside [5]. This improvement assure the domain wall propagation
always from one end of the wire. Such improvemement was finally applied also in theoretical
works on domain wall propagation [56]. Secondly, the pick-up coils are connected anti-series.
This allows us to control the direction of the domain wall propagation, since one pick-up coils
induces emf maximum, whereas the other pick-up coil induces emf minimum. Moreover, anti-
series connections compensate the influence of external magnetic field change. Thirdly, symmet-
rical pick-up coils were replaced with antisymmetrical ones, in which asymmetrical emf signal

|y B

Primary
\{/ coil

. P a

Nucleation Pick-up coils Microwire

coil

Fig. 4.1. Schematic picture of Sixtus-Tonks apparatus for maesuring the domain wall velocity in magnetic
wires
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Function

sensor

Fig. 4.3. Schematic picture of improved Sixtus-Tonks apparatus by its combination with Kerr effect [58]

is induced depending on the domain wall propagation direction (see Fig. 4.2) [57]. This gives us
possibility to recognize multidomain wall propagation, nucleation of the reversed domain in the
center of the wire, etc...

The dimensions of the system allows it to be placed in crysostats and to performe the domain
wall dynamics study in a wide range of temperature.

Another improvement of the method consists of replacing the pick-up coils by Kerr effect
reflection point (see Fig. 4.3) [58]. This combination allows us to measure very high domain
wall velocities. Moreover, it allows to study the domain wall shape, too [59].

4.2 Domain wal dynamics in viscous regime

Our first results [8] on the domain wall dynamics in glass-coated microwires showed that it fits
perfectly to the linear dependence of the domain wall velocity on applied magnetic field in a
wide temperature range according to Eq. (3.3) (see Fig. 4.4). However, it shows some peculiar
characteristics. First of all, the domain wall dynamics shows negative critical propagation field
Hy. Such a fact has already been observed in glass-coated microwires, but it was ignored [60,61,
62,63]. Theoretically it should mean that the domain wall propagation velocity is positive in the
case of no applied external field. However, the things is more complex as will be shown below.
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Fig. 4.4. Domain wall velocity dependence on applied magnetic field in FeSiB microwire [8]

On the other hand, the temperature dependence of the domain wall damping 3 shows strong
increase at low temperatures. This increase cannot be described by eddy-currents (Eq. (3.6)),
neither by magnetic relaxation of magnetic moments (Eq. (3.8)). However, it can be explained
by the structural relaxation damping introduced by Kitttel in 1956 [38]. Glass-coated microwires
are metastable in nature because of their amorphous character, therefore they should exhibit
strong structural relaxation leading to the stabilization of the magnetization in the domain walls
as well as in the domains [64, 65]. Consequently, it is reasonable to introduce a new damping
mechanism arising from the structural relaxation. Let us imagine the nearly planar 180° domain
wall propagating along the wire with an angle of about 90°. The wall interacts with the defects
present in the amorphous structure. These defects are mobile and able to follow the change of
the local magnetization direction in order to decrease the total free energy [66]. But they also
play a role as pinning centers for the wall when they lose their mobility. The interaction energy
of the wall with these defects has been expressed in the form [67]:

PR 7L

G(t,T). 4.1)
As the wall propagates with velocity v, local moments rotate 180°, and it takes a time, t = 4., /v,
until the wall traverses the position of a mobile atomic defect. If ¢ is much longer than the relax-
ation time 7 of the defect, it will be able to follow the magnetization change and no damping is
visible. This happens at high temperature since 7 obeys the Arrhenius law (Eq. (3.11)). However,
at low temperatures 7 increases and for values of 7 >t, the atomic defects are no longer able to
relax within ¢. This process enhances the wall pinning and contributes to the additional damp-
ing. Consequently, this damping through the structural relaxation takes place when §,, = v7.
Introducing this into Eq. (4.1), considering the energetic balance between the interaction energy
Es and the energy provided by the external field pg M H, as well as the correlation between the
domain wall mobility and damping coefficient, yields an expression for the structural relaxation
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0 100 200 300 400
T (K)

Fig. 4.5. Temperature dependence of the domain wall damping (3: experimental (square points) and calcu-
lated (lines) [8]

wall damping (Eq. (3.9)).

25 T T T T T T T T T
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Fig. 4.6. Temperature dependence of the domain wall damping (3 for the relaxed (20 Hz) and unrelaxed
(2 kHz) states. Full lines represent a fit according to corresponding contributions. Inset shows a schematic
illustration for the relaxed state. Uniform drive field (dashed line) is shown as H (t), induced voltage in
sensing coils (full line) is depicted as €(t). [10]

The fitting to the experimental damping in Fig. 4.5 denotes that the stabilization through
structural relaxation plays a major role at low temperatures. From experimental results, the
activation energy for structural relaxation per defect of around 20 meV is deduced, comparable
to the thermal energy, k7, at temperatures when the structural relaxation becomes relevant.

The structural relaxation contribution to damping can be recognized from measurements by
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Fig. 4.7. Domain wall velocity as a function of applied field for T=123 K. Frequency as a parameter.
Full lines represent a linear fit. Inset shows the corresponding frequency dependence of the domain wall
damping (. Full line represent an exponential fit. [10]

properly setting the measuring conditions [10]. As given in the Section 3, the structural relaxation
damping is sensible to the frequency of measurement f. Such a fact has been confirmed by mea-
suring the temperature dependence of domain wall dynamics at different frequencies (Fig. 4.6).
These frequencies, 20 Hz and 2 kHz, correspond to the sample been relaxed or unrelaxed, respec-
tively. At high frequency , change of polarity of of exciting magnetic field occurs immediately
after the domain wall propagation along the wire. At low frequencies, there is sufficient time for
structural relaxation between the domain wall propagation and the change of polarity of exciting
field. In the unrelaxed state, the damping is due to magnetic relaxation of magnetic moments.
The domain wall damping (3 decreases slowly with temperature as a result of small variation of
resistance and stresses applied on metallic nucleus by glass-coating. In contrary, measurement
in relaxed state (at 20 Hz) shows strong increase of domain wall damping at low temperatures
that was ascribed to structural relaxation damping. Inset of Fig. 4.7 shows the exponential de-
pendence of structural relaxation damping on the frequency of applied exciting field according to
Eq. (3.9). The overall damping varies by one order in the frequency interval 20-2000 Hz, beeing
high at low frequency and low at high frequency of exciting magnetic field see inset of Fig. 4.7.
This gives us possibility to tailor the domain wall damping according to desired conditions by
simply varying the frequency of external magnetic field.

An alternative mechanism to increase the domain-wall velocity is to decrease the critical
propagation field Hy. In some materials, Hy can even be negative, as is the case of ortho-
ferrites [49, 69], where a negative critical field was ascribed to the change of the domain wall
structure. A negative critical propagation field has been observed many times in amorphous
glass-coated microwires [60, 61,62, 63]. However, no change of the domain structure has been
observed during the domain wall propagation at low fields. Hence, there must be another expla-
nation for the negative critical propagation field.

One possible explanation arises from the critical propagation field definition (Eq. (3.5)). Ba-
sically, Eq. (3.3) describes the domain-wall propagation in a domain-wall potential £ (that can
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be approximated by the parabolic shape E ~ ax?). However, the domain wall, in the case of
microwires, propagates between the two potential minima that are separated by a potential bar-
rier (Fig. 4.8) [68]. At the end of the microwires, the restoring force parameter « is positive.
However, « is negative in the center of microwires where the domain-wall dynamics is studied.
Negative restoring force parameter gives a negative critical propagation field (Eq. (3.5)). If this
is true, the only necessary condition to observe the negative critical propagation field is to have
domain-wall propagation between two local minima that are separated by the energetic barrier.
The higher is the barrier, the higher is the amplitude of negative critical propagation field and the
higher is also the domain-wall propagation (even in the case of low domain-wall mobility).

Such a fact is confirmed by the temperature and frequency dependence of the critical prop-
agation field Hy. We have shown, that the critical propagation field H is proportional to the
switching field H,,. This points to the fact, that both fields are driven by the same mechanism.
Similarly to Hg,, [64,65], the Hy has two contributions: i) magnetoelastic that arises from the
interaction of local magnetic moments with local stress and ii) structural relaxation that arises
from structural relaxation of mibile defects presented in the amorphous structure. Similarly, Hy
in the center of microwires can be expected to arise from the same contributions. Magnetoelastic
contribution is given:

2K

HS = . 4.2)
0 ,qus

The structural relaxation contribution is given by [64]:
o (0
0T kT

Finally, the total critical propagation field Hy is given by the sum of these two contributions:

G(t,T). 4.3)

Ho = HS + H;. (44

It was shown above [10] that the temperature dependence of the domain-wall damping within
this temperature range can be successfully described by the two main contributions (magnetoe-
lastic and structural relaxation). Similarly, the critical propagation field H can be described by



428 Magnetization processes in glass-coated microwires...

04
-1000-
2 -2000-
p O £20Hz
= A f=2KH:
= 30004 £2 kHz
— it
4000+
-5000 . . .
100 200 300 400 500

T (K)

Fig. 4.9. Dependence of critical propagation field Hy on temperature. Frequency of applied field as a
parameter. Full lines correspond to the fit according to Eq. (3.10) [68].

-300 T=123K

-600 -

H (A/m)

-1200

T T T T
0 500 1000 1500 2000
f(Hz)
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spond to the fit according to Eq. (4.3) [68].

the sum of its two contributions given by Eq. (4.4) (Fig. 4.9). Two dependences are given: the
first one measured in unrelaxed state, at 2 kHz (where G(T',t) — 0), is given mainly by the
magnetoelastic contribution (Eq. (4.2)). The amplitude of Hj increases with the decreasing tem-
perature as the stresses applied on the metallic nucleus by the glass coating increases. The second
dependence of Hy was measured in relaxed state (at 20 Hz) and is much more sensitive to the
temperature. This is the result of the structural relaxation contribution (Eq. (4.3)) that is inversely
proportional to the temperature. Stabilization of the domain structure in this case can increase
the critical propagation field by one order of magnitude (being still negative). The amplitude of
the critical propagation field, Hy, decreases with the frequency as a result of the stabilization of
the domain structure (Fig. 4.10). At low frequency, the domain structure has enough time to relax
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Fig. 4.11. Dependence of the domain-wall velocity v on applied magnetic field H for amorphous FeSiBP
microwire annealed at 573 K/1 h. Temperature of measurement as a parameter [68].

after the domain-wall propagation. At high frequencies, there is no time for the domain structure
to relax. Hence, the H dependence on the frequency of applied field follows the exponential
dependence given by the relaxation function G(7T',t) (Eq. (4.3)). Similarly to the structural re-
laxation damping, such an effect gives us the possibility to control effectively the domain-wall
dynamics by simply changing the frequency of measurement.

Structural relaxation can even be employed to get negative domain wall damping .S (Fig. 4.11)
[68,70]. It appears at low temperatures where structural relaxation damping (3, is dominant. Neg-
ative domain-wall mobility has already been predicted by Schryer and Walker [71] and measured
in different magnetic wires [72,73]. It can appear at large applied fields, above the so-called
Walker limit, when the domain-wall propagation is no longer in the viscous regime. Instead of
that, something like a turbulent propagation of the domain wall appears. The field value, at which
the Walker limit takes place, is called the Walker field and depends on the anisotropy (axial or
transversal) present in the sample. However, it appears at a much higher field than in our case.
Hence, the negative mobility must have another origin.

We have found that the negative-mobility effect can be enhanced or hindered by changing
the frequency of the measurement (Fig. 4.12). This leads us to one possible explanation that
can be offered in terms of complex domain structure of amorphous glass-coated microwires
and its stabilization by heat treatment. It consists of single core domain with axially oriented
magnetization that is surrounded by the radial domain structure (Fig. 2.4). The actual diameter
of the inner core domain is given by the stress distribution and applied magnetic field. When the
amorphous microwire is annealed at elevated temperature (but well below the Curie temperature)
573 K in our case, its domain structure is stabilized by pair ordering [29, 74]. When the axial
field is applied, the diameter of the axial domain changes. If the field is in the direction of the
axial magnetization, the diameter increases in comparison to that of the axial domain without
external field. If the field has the opposite direction to the axial magnetization, the diameter of
the axial domain decreases.

At high frequencies, when there is no time for structural relaxation between the two sub-



430 Magnetization processes in glass-coated microwires...

—=— 20 Hz T =573K /'
—e— 60 Hz Tm 123K .
700 —4— 80 Hz '
—v— 200 Hz i
—e— 600 Hz v 4
- —<— 800 Hz ./ >
8 1.2 kHz A . .
< 6007 —e—2kHz S .
./ ol &
ey \.\ 7!4‘3 ._4‘,‘¥: ‘—_./'/‘
o \ Ay v v
500 N
Y T Y T T T
200 300 400 500
H (A/m)

Fig. 4.12. Dependence of the domain-wall velocity v on applied magnetic field H for amorphous FeSiBP
microwire annealed at 573 K/1 h. Frequency of measurement as a parameter [68].

sequent domain wall propagations, the domain structure occupies its stabilized state and the
domain-wall dynamics is described by the linear dependence of the domain-wall velocity on the
applied magnetic field. However, when the axial field of low frequency is applied, the situation
changes. After each domain-wall propagation, the domain structure has enough time to relax
and to increase the diameter of axial domain. Hence, the new domain wall propagates through
the axial domain with larger diameter. Therefore, the domain-wall propagation is slower. The
higher the amplitude of the applied field, the higher is the diameter of the relaxed axial domain.
Such an effect is observed up to a certain field (where the minimum of the velocity appears).
Above this field, the diameter of the core domain is saturated and increasing the field results in
the increase of the domain-wall velocity according to Eq. (3.3). Although there is no direct (by
optical methods) evidence for the domain-structure relaxation, such a model can describe the
temperature (since the relaxation amplitude is inversely proportional to the temperature) as well
as frequency (since the relaxation amplitude is proportional to the relaxation function G(7,t))
dependence of the domain wall dynamics having negative domain-wall mobility. Moreover, the
negative domain-wall mobility appears in the microwire annealed well below the Curie temper-
ature (in our case 573 K). However, it disappears in the microwire annealed at 673K that is the
temperature very close to the Curie temperature and the effect of domain structure stabilization
by magnetic annealing is hindered by high thermal activation of magnetic moments. Similar
behavior has been found in Ref. [73], however, without any detail explanation. Although such
effect increases energetic looses in magnetic materials, it gives us possibility to obtained the rel-
atively high domain wall velocity (cca. 550 m/s) that does not depends on applied magnetic field
(see Figs. 4.11 and 4.12 at 123 K, 20-80 Hz) which is higly desirable in some applications and
also in multiple domain wall propagation synchronization.
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Fig. 4.13. Domain wall velocity v as a function of magnetic field amplitude H for FeSiB [42].

4.3 Low-field domain wall dynamics

As given above, the domain wall dynamics in glass-coated microwires shows interesting results
at low fields. Negative critical propagation field should be very interesting phenomena if it
would be possible to measure it. Hence, our next interest has been focused on the domain wall
dynamics in low magnetic fields [42,75,76]. We have shown that the domain wall velocity is far
from linear dependence on applied magnetic field (Fig. 4.13). Alternatively, the low-field domain
wall dynamics can be described by a power law:

v=S'.(H— H)", (4.5)

where S’ is the effective domain wall mobility parameter, H{, is the dynamic coercive field and
7 is the power exponent. Such a power law results from the interaction of the propagating wall
with the defects of the material, different sources of which in the actual amorphous microwire
have been described before [8, 65, 77]. As it was shown in [64] and [65], the domain wall
potential T consists of two terms: the long-range magnetoelastic one and the short-range terms
arising from the pinning of the domain wall on the defects in the amorphous medium. The
pinning centres are randomly distributed along the amorphous microwire and the pinning field.
Therefore, the domain wall potential fluctuates as the domain wall moves through the material,
and the restoring force o acting on the domain wall due to the gradient of the internal potential
is given by o = dF/dx. When the domain wall passes the region with a local maximum of the
restoring force «, a local jump occurs until the wall reaches a new site with the restoring force o
greater than the force 2o M H acting on the domain wall.

Therefore, the domain wall motion in the low-field limit is adiabatic. Under the action of a
small force 2o Mg H, the domain wall moves slowly close to some local minimum in its potential
that arises from the elastic interactions within the domain wall and from the impurities pinning.
At some point, the local minimum disappears and the domain wall moves forward rapidly to
another local minimum. Such motion is characterized by intermittent jumps of domain wall
from defect to defect. Hence, the local domain wall dynamics description is governed by the
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generalized Eq. (3.3):
v=S(H = (Him + Hp)), (4.6)

where H 4, includes all long-range contributions (such as the geometry dependent demagnetiz-
ing field and the magnetoelastic contribution) and is separated from a random component, H,,,
that includes all short-range counterfield contributions. The pinning field, H,,, is assumed to ex-
hibit statistical properties governed by details of the local pinning potentials that inhibit domain
wall motion. In the first approximation, the distribution of the pinning field takes Gaussian shape
with the width of R. Then the magnetization change during the domain wall jump is given by
the power law [78]:

_ n
AM:(RR&>, “.7)

where R, is a critical distribution width, below which the small intermittent domain wall jumps
do not appear. As a result, the domain wall moves with average velocity (v = AM /At) given by
Eq. (4.5) [79,80,81]. The different shape of the induced peaks at the pick-up coils (obtained by
a single shot acquisition) also confirms the presence of the two regimes (Fig. 4.14). The perfect
symmetric shape measured in the viscous regime confirms the planar shape of the domain wall,
which propagates at constant velocity. The emf waveform measured in the adiabatic regime (at
very low domain wall velocity 50 m/s) suggests the fluctuation of the domain wall velocity
during its motion across the randomly distributed defects. When the applied field is very close
to the critical field H), the domain wall can even stop in the centre of the pick-up coil (see
inset of Fig. 4.14). Then one can observe two peaks that correspond to two Barkhaussen jumps,
similarly to the experiments in [82]. The domain wall can depin from the defect due to the
thermal activation [83, 84]. In this case it does not propagate along the entire wire since it finally
remains pinned somewhere in the middle of the wire.
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The observed nonlinear dynamics at low fields in Fig. 4.13 is not surprising. It was first
calculated by Nakatani et al. for thick sub-micron strip line [85], and assumed theoretically from
the measurement of Yang and Erskine [86]. We have confirmed the scaling behaviour of the
single domain wall during its propagation over large distances [42], which has been taken as a
manifestation of the nonlinear dynamics and criticality in complex systems [87].

The power law is universal and valid on a wide range of scales where crackling noise is de-
tected [88,89,90,91,92,93]. The power law at low fields is confirmed also in a wide temperature
range, as proved in the log-log plot in Fig. 4.15. However, the power exponent is temperature de-
pendent (see Fig. 4.16) and increases from 7 =0.32 at 77 K up to p = 0.48 at 373 K. This evolution
can be treated in terms of the change of the domain wall shape. We can assume two contributions
to the domain wall potential in amorphous microwires [8, 65]: firstly, the long-range magnetoe-
lastic one that changes with temperature due to the different thermal expansion coefficient of
metallic nucleus and glass coating. A short-range contribution comes from the interaction of
the domain wall with the defects on the atomic level. Due to the interaction energy with local
spontaneous magnetization these mobile defects try to align into the most favourable orienta-
tion. Amorphous alloys have a low packing density because of the steric misfit between atoms
of different atomic radii. Therefore, even at low temperature small rearrangements of atoms are
possible by jumps of atoms into the neighbouring free volumes. It was shown earlier [8,65], that
structural relaxation becomes an important mechanism especially at low temperatures. When the
temperature decreases, the mobile defects lose their mobility that increase the local anisotropy
and the pinning of the domain wall on such defects is stronger. Hence, one possible explanation
of the temperature dependence of power exponent 7 arises from the domain wall shape change
due to pinning. At high temperatures, the long-range magnetoelastic contribution prevails, the
domain wall pinning on the local defects is small (see Fig. 4.16 contributions to the switching
field) and the domain wall prefers to keep a planar (rigid) shape in order to decrease the stray
fields. According to the random field theory [79, 80, 81], the coefficient n = 1/2. At low tem-
perature, the pinning forces from the randomly distributed defects are much stronger than elastic
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Fig. 4.16. Temperature dependence of the scaling exponent 7 (up). Temperature dependence of the
switching field Hy,, and its contributions taken from [64] and theoretically estimated H,,q. according
to Eq. (4.11) (down). [42].

forces and the interface breaks up [80]. The domain wall motion at any point depends on its pin-
ning on the local defects and the domain wall takes a flexible shape. This results in the decrease
of the power exponent 17 down to 0.32 at 77 K. This value corresponds well with the random
field model [80, 81]. These results are also consistent with the temperature dependence of the
switching field and its contributions (see also Fig. 4.16) [64]. Moreover, such a temperature
dependence of 17 does not occur in microwires, where the pinning contribution to the hysteresis
mechanism is negligible [75]. Unfortunately, there is no direct experimental evidence for the
domain wall shape change. The propagating domain wall in microwires is shielded by the radial
domain structure so the direct observation of the domain wall is impossible.

Another important parameter is the effective domain wall mobility parameter S’ given in
Eq. (4.5). Its role is not clear and there is also speculation that the nonlinear domain wall dy-
namics can be treated in terms of the field dependence of the mobility parameter S’, keeping the
power exponent 17 = 1 [79]. Anyway, according to Eq. (4.5) and (4.7), the domain wall velocity
can be expressed as:

_ I\ "
v= (HH) . (458)

4.9)
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The new parameter S* is proportional to the domain wall mobility in the viscous regime .S given
by Eq. (3.3), where the proportionality constant, [,,,,, has the dimensions of magnetic field:

S* = S.-Homax- (4.10)

As observed in Fig. 4.16, H,,,, takes similar values to the switching field obtained in [64]. In
addition, it has the same temperature dependence, which points to the fact that both fields are
governed by the same mechanism. Finally, the relation between the mobility parameter S’ given
by Eq. (4.5) and domain wall mobility in the viscous regime S has beenfound as:

SH.
r_ max
5= Ty

4.11)

which supports the fact that the domain wall mobility can be taken as a constant and it is not field
dependent. At least in the adiabatic and viscous regime. At higher fields, larger than the fluc-
tuations of the wall potential, Eq. (4.5) transforms into Eq. (3.3). In this viscous regime, above
H 0., when the wall propagates at constant velocity it is not locally pinned so it propagates in
a single continuous step without interaction with local defects. Accordingly, Eq. (4.5) can be
modified as:

v =v(Hpmaz) + S(H — Hnaz)- (4.12)
An analytical description in the whole range is:

0 for H < Hj

SHmam
(Hp)"

(H — H})" for H) < H < Hypax (4.13)

U(Hmaa:) + S(H - Hmaw) for Hmaw <H

Same behaviour has been confirmed by other groups that show the existence of power law for
single domain wall propagation at low magnetic fields in the environment with defects. [94, 95,
96].

4.4 Fast domain wall dynamics

According to Eq. (3.3) there are only two parameters to control the domain wall velocity at a
given field: domain wall mobility, .S, and critical propagation field, Hy. Usualy, the increase of
domain wall mobility is used to increase the domain wall velocity in magnetic material. In order
to increase domain wall mobility, one must use material with high electrical resistivity and small
dimensions (to decrease the eddy current damping . - see Eq. (3.6)), low anisotropy and Gilbert
damping (to decrease the magnetic relaxation damping (3, - see Eq. (3.8)) and low structural
relaxation (to decrease the structural relaxation damping [, - see Eq. (3.9)).

Amorphous glass-coated materials are ideal material to expect the fast domain wall veloc-
ity as they have high resistivity [61], small dimensions, low Gilbert damping [97, 98, 99], low
anisotropy (due to amorphous structure) and they show low structural relaxation at room temper-
ature [8, 10].
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Fig. 4.18. Temperature dependence of the domain wall mobility in amorphous FeCoSiB microwire. [9].

Figure 4.17 shows the domain wall velocity v as a function of the applied magnetic field H.
Domain wall velocity in microwires is very high, attaining values up to 1800 m/ s at a field of
1050 A/m and a temperature of 373 K. A key dynamic parameter for the domain wall motion
is the domain wall mobility S. The average mobility in microwires (taken from the linear fit
of the data in Fig. 4.17) varies with temperature from 0.14 m?/As at 77 K up to 1.93 m?/As
at 373 K (Fig. 4.18), in contrast to the domain wall mobility for a trilayer submicron magnetic
wire, which was constant [100]. The value of S at 373 K is a factor of 5 higher than that reported
for Permalloy nanowires in [101]. On the other hand, the mobility at low temperature (77 K) is
almost zero. Nevertheless, the velocity remains relatively high (over 600 m/s) over the whole
range of applied field investigated.

Apart from low anisotropy and low Gilbert damping, two more mechanisms that are respon-
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Fig. 4.19. Domain wall velocity v as a function of the magnetic field amplitude H for FeCoSiB microwire
with the applied tensile stress as a parameter. [5].

sible for fast domain wall propagation in glass-coated microwires have been recognized [5, 9].
Firstly, it is the existence of a complex domain structure. We can assume that the propagating
closure domain wall does not interact with any surface irregularities because it is shielded by
the external radial domain structure. Therefore, the strong damping that would arise from the
pinning of the propagating domain wall within the inner axially magnetized core on such surface
irregularities can be neglected. Another possible mechanism, which could result in very rapid
domain wall movement, might arise from the external domain structure having a radial magne-
tization vector (see Fig. 2.4). It has been shown that introduction of defects below the surface
would result in an increase of the domain wall velocity [47]. The external domain structure could
play the role of such defects, giving rise to an increase in the domain wall velocity. Moreover, ra-
dial structure introduced on the surface of axial domain produces magnetostatic interactions that
hinders the appearence of the Walker limit and allows the domain wall to increase its velocity
over Walker limit [102].

However, fast domain wall propagation has been observed even in microwires with rela-
tively high magnetic anisotropy [5, 9]. Hence, another mechanism must be taken into account
to be responsible for fast domain wall propagation. It is the existence of two, perpendicular
anisotropies that are present in the metallic nucleus. As given above, the domain structure of
bistable microwire is a result of energetic equilibrium of magnetoelastic anisotropies. Radial just
below the surface and axial in the center of metallic nucleus. The presence of two perpendicular
anisotropies results in averaging out of total effective anisotropy acting in the center of the wire.
As a result, the domain wall moves very fast (Fig. 4.19).

Observed domain wall propagation exceeds the sound velocity (~4500 m/s) measured in
similar magnetic microwires [103]. However, the domain wall dynamics is not linear like given
by Eq. (3.3). Instead, two linear dependencies are found. One possible explanation for the
slope change could be attributed to the change of the domain wall structure. It was shown by
micromagnetic simulations that the vortex-type domain wall is faster than transversal one [104,
105].1 The transversal domain wall creates the surface stray field that interacts with the radial
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Transversal, (b) Vortex [110].

domain structure (Fig. 4.20). The vortex-type domain wall does not create surface stray fields.
Therefore, it does not interact with the radial domain structure and the movement is faster. On
the other hand, it has complicated structure with higher exchange energy. Therefore, the vortex
domain wall is more preferable for the case of thick magnetic wires than the transversal one
[104]. At low fields, a transversal-type domain wall structure should be expected due to the
axial and radial anisotropies present in the microwire. Increasing the axial field leads to the
increase of the diameter of the internal single domain. Moreover, the rise time of the applied
square magnetic field is very short and the change of the field is abrupt. Therefore, instead of
depinning of the closure domain wall, the nucleation of a reversed domain could occur. This
fact is supported by the change of the critical propagation field H, which is much higher for
the vortex structure. Vortex-type domain wall should now be expected, since the velocity of
the domain increases steeply. As the micromagnetic simulations show [104], once the wall is
nucleated into a certain structure, its structure remains the same during wall motion. However,
we have no direct evidence for the domain wall structure change.

The maximum domain wall velocity is fixed by the restoring forces that oppose precession
inside the domain wall (Walker model [46]). Thus, it could be increased by adding an anisotropy
with transverse easy axis. Theoretically, the domain wall velocities can reach up to 1000 m/s
[47, 106, 107]. However, domain wall velocities up to 2000 m/s are experimentally observed
[101,5,9]. The main problem of the micromagnetic simulations in [104, 105, 106, 107] is that
they do not take into account the anisotropy. It was shown that the domain wall velocity increases
with the presence of the transversal anisotropies [35,46]. Glass-coated microwires exhibit strong
radial anisotropy arising from the stresses induced by the glass-coating through the difference in
the thermal expansion coefficients of the metallic nucleus and the glass-coating. In the case when
both anisotropies (axial as well as transversal) are compensated, the restoring force that opposes
precession inside the DW is minimum. This happens just at the boundary in between the axial
and radial domain structures. Therefore, the critical Walker field H,, at which the maximum
velocity appears is enhanced by the presence of radial anisotropy (H., = (agHy/poMs, where
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Fig. 4.21. Domain wall velocity v as a function of the magnetic field amplitude H for CoMnSiB microwire
with the applied tensile stress as a parameter [5].

ag is the Gilbert damping, Hy, is the transversal anisotropy field).

The effect of the stress-induced anisotropy on the domain wall propagation is shown by
applying a tensile stress on the microwire (Fig. 4.19). The threshold field associated with the
nucleation of the vortex domain wall increases as a result of the nucleation field increase. At the
same time, the velocity at which the type of the domain wall changes remains roughly the same
for all applied stresses. The application of a tensile stress increases the domain wall damping
and therefore the domain wall velocity decreases. Although such an effect is not very clear at
low fields, maximum is not observed at high fields, where the maximum velocity is expected.
We assume that to obtain high velocity of the domain wall, strong anisotropy is needed, but in
opposition, strong transversal anisotropy results in an increase of the domain wall damping and
the decrease of the domain wall velocities.

As a result of their amorphous nature, the glass-coated microwires have high resistivities.
Therefore, the eddy current damping is very low in these materials [8]. The most important
damping mechanism in glass-coated microwires at room temperature was found to arise from
spin relaxation. It was shown in [8] that damping contribution coming from the spin relaxation, 3,
is proportional to the square root of the anisotropy [8, 108]. In the case of amorphous glass
coated microwire, the anisotropy is determined mainly by the magnetoelastic interaction of the
local magnetic moments with the stresses, o, introduced during the microwires preparation (see
Eq. (3.8)). In contrast to the FeCoSiB microwire in Fig. 4.19, the microwire with nominal com-
position CoggsMn7Si1gB15 is characterized by the lowest possible magnetoelastic anisotropy (due
to its low magnetostriction s [109]) among the microwires with single domain axial structure.
In fact, it has ten times smaller magnetoelastic anisotropy in comparison to the FeCoSiB mi-
crowire and therefore extremely small domain wall damping. Anyway, the stresses applied on
the metallic nucleus are of the same directions like in the FeCoSiB microwire and it presents the
same domain structure. As a result of the small damping, the domain wall mobility is extremely
high (16 m?/As at low fields) and it reaches the maximum value of 272 m?/As at the field of
255 A/m (Fig. 4.21). Although the Walker field is small (~ 300 A/m), the maximum velocity
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reaches a value of 18 500 m/ s. Such fast domain wall velocity is dificult to model. We think
that the maximum velocity is given not only by the transversal anisotropy but mainly by the high
mobility as well as by the counterbalance between the uniaxial and transversal anisotropy [31].

Application of a tensile stress shifts the Walker fields to higher values, but the effect on the
maximum velocity is not so strong as in the case of FeCoSiB microwire. It is believed that
this behavior is as a consequence of small magnetoelastic anisotropy (depending on the small
magnetostriction A\, ~ 107).

The extremly low anisotropy is not the only parameter to obtain fast domain wall propagation.
High domain wall velocities can be observed also in relatively high magnetostrictive microwire
(like FeNiSiB [110]). Moreover, the new effect arises in the domain wall propagation when
the domain wall approaches the sound speed limit. Since the amorphous bistable microwires
are highly (with respect to soft magnetic materials) magnetostrictive, the domain wall produces
an elastic wave when it propagates. Such a wave always accompanies the propagating domain
wall in magnetostrictive materials. Elastic waves in magnetic microwires are very fast. (~ 4700
m/s [103,111].) They disappear much faster then domain wall propagation. However, when
the domain wall approaches the sound speed limit, the dissipation in the elastic subsystem of a
microwire grows substantially and the domain wall transfers part of its magnetic energy to the
elastic subsystem [112]. As a result, the domain wall velocity remains constant. The magnetic
energy transferred to the elastic subsystem can be calculated from the constant part of the domain
wall velocity dependence [113]:

E =2pyM;AH, (4.14)

where AH is the width of the constant part in dependence. The transferred magnetic energy
increases the amplitude of the elastic waves until the elastic waves damping becomes equal to
2uoMsAH. Finally, the domain wall exceeds the sound speed when the driving field became
greater than the force of dynamic breaking of the domain wall by the elastic waves. Then,
domain wall velocity jumps steeply to higher values. Such an effect is already well known in
ferrites [112, 113, 114] that have much smaller magnetization compared to the amorphous Fe-
based microwires.
Generally, the sound velocity s in solids is given by:

s = \/@, (4.15)
w

where Fy is the Young modulus and w is mass density. In solids, there is a non-zero stiffness for
volumetric and shear deformations. Hence, it is possible to generate sound waves with different
velocities depending on the deformation mode.

In amorphous FeNiSiB microwire, the interaction of the domain wall with the elastic waves
appears three times at the velocities of 3130, 4070, and 5430 m/s, respectively (Fig. 4.22).
These velocities correspond well to the sound velocitiy obtained for Fe-based microwires (4700
m/s [103]) or the sound velocity for crystalline iron (5100 m/s). The existence of three sound
velocities can be treated in terms of different sound waves that can be created in a finite solid
body. For example, three phonon waves were measured in a stainless-steel rod [115]: 1) longitu-
dinal, 2) transversal, and 3) extensional one (see Table 4.1). The values measured for microwires
correspond almost perfectly to the longitudinal (5790 m/s) and transversal (3100 m/s) phonon
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Fig. 4.22. Domain wall velocity v as a function of the magnetic field amplitude H for FeNiSiB mi-
crowire [110].

wave. However, sound speed (4070 m/s) either does not represent the extensional wave or one
should take into account the stress applied by the glass coating as well as different dimensions of
the microwires in order to explain discrepancies. Similar values were obtained for whole series
of Fe77 5_.Ni,SiB microwires.

The effect of the domain wall interaction with the phonons is undesired due to its power
consumption. On the other hand, it can be used to synchronize the multi-domain wall movement
in some devices, such as race-track memories [1] or domain wall logic [2].

Tab. 4.1. Sound velocities as measured for stainless steel and amorphous FeNiSiB microwire [110].

phonon wave longitudinal transversal Extensional
v(m/s) v(m/s) v(m/s)
Stainless steel [115] 5790 3100 5000
FeNiSiB microwire 5430 3130 4070

4.5 Effect of transversal field

As it has been shown previously, the application of a transverse field in addition to the longitu-
dinal driving field can modify the speed of a domain wall [116,117,118,119]. Kunz and Reiff
in [119] have shown via micromagnetic simulations that a transverse field, H;, oriented parallel
(antiparallel) to the core magnetic moments within a transverse domain wall could increase (de-
crease) the domain wall velocity below the Walker limit, while no effect was found above that
limit. In turn, micromagnetic simulations by Bryan et al. [120] have demonstrated that beyond
the Walker limit, a strong transverse field H; could increase the domain wall velocity. In addi-
tion, Bryan et al. reported a dependence of the Walker field, H,,, on the polarity of the transverse
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Direction of DW
propagation

Fig. 4.23. Schematic picture of Sixtus-Tonks apparatus for maesuring the domain wall velocity in perpen-
dicular field [121].

field, H;. For alignment of transverse field parallel or antiparallel to the core magnetic moments
within the transverse domain wall, they observed a small increase or decrease in H,,, respec-
tively. The total suppression of the Walker breakdown process was deduced in micromagnetic
simulations when an out-of-plane transverse field was applied.

In all cases, the changes in the domain wall velocity, v, under the influence of a transverse
field have been explained taking into account the two following mechanisms [119, 120]: i) the
presence of a transverse field modifies the angular distribution of magnetic moments within the
wall, changing its width and consequently, the domain wall velocity. ii) The presence of a trans-
verse magnetic field rotates the magnetic moments within the domains adjacent to the wall,
which reduces the domain wall angle. According to the model of Sobolev et al. [117], the speed
of domain wall is also a function of the domain wall angle, hence the change of domain wall
speed in transverse field could be assisted by changing the domain wall angle. Nevertheless,
Glathe et al. [120] have experimentally shown that the transverse field speeds the domain wall
velocity up to 5 km/s, around four times the maximum velocity obtained in the same material
without transverse field. Such a large increase in velocity cannot be explained considering the
two mechanisms mentioned above.

Amorphous microwires are ideal material to study the single domain wall propagation at
different external conditions. Hence, it is easy to improve the Sixtus -Tonks system for measuring
the domain wall dynamics under the influence of transversal magnetic field (see Fig. 4.23).

The dependence of the domain wall velocity on the axial driven magnetic field having con-
stant transverse field as a parameter is shown in Fig. 4.24 [7]. Here two regimes are clearly
identified as they were described before. The low-field regime is characterized by reduced do-
main wall mobility and a negative critical field, while at higher field the mobility takes higher
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Fig. 4.24. Dependence of the domain wall velocity v on the driving magnetic field H when weak transverse
fields H; are applied along opposite directions. Schematics of the transverse domain wall (in the lowfield
regime) and transverse field (denoted by downwards (a) and upwards (b) arrows) are included [7].

values and the critical field is positive. The two linear regimes of the domain wall motion corre-
sponds to two different domain wall structures. The maximum velocity of steady state motion of
a transverse domain wall is defined as a Walker velocity, v,,. Below the Walker velocity, the do-
main wall dynamic follows a linear regime and propagates as a rigid plane along the microwire,
while beyond this limit, vortex type domain wall is nucleated.

The application of a transverse field, Hy, gives rise to two different situations, depending
on its sign and magnitude. For a given value of the driving field, the wall velocity decreases
or increases depending on the direction of H;, as can be observed in Figs. 4.24(a) and (b), re-
spectively. When the transverse field is applied in a given direction (Fig. 4.24(a), the Walker
field, H,,, increases from 300 A/m to the almost its double value of 560 A/m under 1000 A/m
transverse field. The shift in the Walker limit shown in Fig. 4.24(a) indicates that the presence
of transverse fields reinforces the stability of the transverse domain configuration and enables an
increase in the domain wall velocity to much higher values. This conclusion is relevant for spin-
tronic devices based on transverse domain wall motion, for increasing its speed rate by placing
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Fig. 4.25. Walker field, H,,, as a function of applied transverse field H;. Full rectangles correspond to H.,,
determined from Fig. 4.24(a), while open circles correspond to H,, determined by extrapolation of data
from Fig. 4.24(b) (the Walker field was not directly observed in that case) [7].

them under a transverse field. However, the domain wall mobility .S changes very weakly (if
any) in this regime of relatively weak transverse fields. Hence, this effect cannot be described
properly in terms of changes of the domain wall width, d, which is directly proportional to the
mobility. In turn, a transverse field of equal strength but opposite sign leads to destabilization of
transverse domain wall and vortex domain wall configuration alone is observed. Here, the trans-
verse field induces a decrease in the Walker field, H,,, as shown in Fig. 4.24(b). This interesting
result could be explained in terms of micromagnetic simulations [120] that indicate how even a
weak applied transverse field is able to substantially modify the Walker field, H,,, depending on
the relative orientation of transverse field to the core magnetization within the transverse domain
wall. When transverse field is parallel oriented to the core magnetization within the transverse
domain wall (Fig. 4.24(a)), the change from transverse to vortex domain wall occurs at higher
fields. In this case, the transverse field favors transverse domain wall. Alternatively, when the
transverse field is oriented antiparallel to the core magnetization within the transverse domain
wall, it leads to destabilization of transverse domain wall.

The evolution of the Walker field, H,,, with the amplitude of the applied transverse field is
shown in Fig. 4.25. A nearly linear behavior is observed (at least within the field range from
-1000 to 1000 A/m) as it was suggested theoretically [35].

The asymmetrical effect of transversal field on the domain wall dynamics can be easily under-
stood in planar nanowires [35], however it is difficult to understand it in case of microwires with
circular cross-section. One explanation is offered when we returns to the method of preparation.
Microwires are prepared by drawing and rapid quenching of molten master alloy. Quenching is
provided by a water jet from one side. Hence, they are not quenched symmetrically from whole
surface to the center. Instead a stress distribution is induced that arises from single point into the
whole Section of microwire. One example of such stress distribution is provided in Fig. 4.26.
The crystalline microwire of NiMnInCo prepared by Taylor Ulitovski method shows inhomo-
geneous distribution of crystallites that has grown up according to the stress distribution in the
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Fig. 4.26. SEM picture of cross-section of crystalline glass-coated microwire shows asymmetrical distribu-
tion of the stresses introduced by rapid quenching.

metallic nucleus. The crystalls starts to grow from a single point (shown by arrow) where water
jet touch the surface of microwire. Than they continue to grow in all direction untill they reach
the surface of metallic nucleus. Such asymmetry surely brings asymmetry in the domain wall
structure and finally the transversal domain wall is also asymetrical with respect to the wire’s
axis. Such a behaviour can be used to controll and store magnetic domain walls in spintronic de-
vices, where propagation of multiple domain walls in the same direction is not driven by current,
but by combination of transversal and axial magnetic fields [122, 123].

The dependence of the domain wall velocity on axial magnetic field when a high transverse
fields is applied, is shown in Figs. 4.27(a) and (b). Here, the transverse field produces an in-
crease in the domain wall velocity irrespective of the transverse field orientation, and the vortex
domain wall structure configuration is stabilized, contrary to the transverse wall regime. In addi-
tion, increasing the transverse field reduces steeply the domain wall mobility, and increases the
amplitude of the critical propagation field, Hy, which remains at negative values. At the high-
est transverse fields of around H; =2700 A/m, the wall mobility almost vanishes while the wall
velocity approaches its limit of 9 km/s. One possible explanation can be found in terms of the
domain wall width compression. It was shown [30] that when the domain wall approaches the
critical velocity v, given by:

Ve = v/ 2QUy,, (4.16)

it starts to reduce its width significantly, proportionally to the actual velocity. The compressed
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Fig. 4.27. Dependence of the domain wall velocity on driving magnetic field when strong transverse field
is applied in first (a) and second (b) direction with respect to the axis of microwire. Strong transverse field
leads to saturation of domain wall velocity up to value of about 9 km/s and zero domain wall mobility
independently on orientation of strong transverse field with respect to the microwire [7].

domain wall width ¢/, is given:

6 = 571)2 (4.17)
1+ 5552)

where Q = K/(2uoM?2) is the quality factor, which characterizes the strength of uniaxial
anisotropy (in our case () <1) and d5 is the domain wall width at the zero velocity. As the
domain wall mobility S is proportional to the domain wall width, Eq. (3.3) can be rewritten as:

S
———(H — Hy). 4.18
(1+252i)2( 0) ( )

This result is very interesting, since it indicates that under given conditions of transverse
applied field the domain wall velocity does not depend on the driving axial magnetic field. It can

’U:S(H—Ho):
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Fig. 4.28. Saturation magnetization as a function of temperature for FeSiB microwire. Insets show dis-
continuity of measured data at two temperatures, which is connected to the relaxation of internal residual
stresses [125].

be used in applications where domain walls with well-defined velocity are needed (race track
memory and domain wall logic). However, it needs more experiments to clarify the reason for
extremly high domain wall velocity at low domain wall mobility.

4.6 Thermal treatment

As a result of their preparation, strong stresses are introduced into the amorphous glass-coated
microwires by rapid quenching and drawing. These stresses increase the overall anisotropy of
metallic nucleus and strongly affect the domain wall dynamics. Hence, it is desirable to control
the stress distribution somehow. One possibility is to remove the stresses by thermal treatment.
However, the first attempt was not very succesfull [40]. On the other hand we have shown [124]
that it is possible to affect the domain wall dynamics by thermal treatment but the temperature
must be selected carefully.

In order to estimate a proper annealing temperature, the temperature dependence of satura-
tion magnetization has been measured (Fig. 4.28) [125]. At low temperature (below 200°C),
the magnetization curve is characterized by intermittent course due to a relief of the stress intro-
duced by microwire’s production (see inset of Fig. 4.28). Such process is already completed at
300°C where magnetization shows continuous course because mechanical stresses are already
relaxed during thermal treatment. The Curie temperature is 390°C and crystallization of FeSi
crystalline phase appears at 440°C. To confirm the stress relaxation we have checked the domain
wall dynamics for both annealing temperatures 200 and 300 °C.

Using the annealing at 200°C for 1 hour bring very small effect on the domain wall dynamics
(Fig. 4.29). It does not change neither the critical field nor domain wall velocity. This is in a
good agreement with previous attempts [40], where annealing of FeSiB wires at 200°C caused
only 10% increase of domain wall velocity. Annealing at this temperature leads to the reversible
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Fig. 4.29. The dependence of the domain wall velocity on driving field before and after thermal treatment
at 200°C for FeSiB microwire [124].
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Fig. 4.30. The dependence of the domain wall velocity on driving field before and after thermal treatment
at 300°C for FeSiB microwire [124].

structure changes only. Such result has been obtained in several measurements of amorphous
FeSiB alloys, where annealing at 200°C did not change its magnetic properties in comparison to
the as-cast state [126].

In contrary to the annealing at 200°C, annealing at the higher temperature 300°C leads to
the two significant effects (Fig. 4.30): i) remarkable increase of domain wall mobility of pri-
mary regime and ii) introduction of a new, secondary regime (with positive critical field). The
increase of domain wall mobility is caused by decrease of magnetic relaxation damping (caused
by relaxation of internal stresses) and by decrease of structure relaxation damping (caused by
annealing out of free volumes). It has been shown previously that regime with positive critical
field is caused by change of the internal domain wall structure from the transversal to the vortex
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Fig. 4.31. The dependence of the domain wall velocity on driving field before and after thermal treatment
at 300°C with and without perpendicular magnetic field of 1 T for FeSiB microwire [125].

one. On contrary to the transversal domain wall, the structure of the vortex domain wall contains
higher amount of magnetic moments oriented out of easy axis. Hence, the magnetoelastic part
of the total domain wall energy is more important in the vortex domain wall in comparison to
the transversal one [105]. Since the thermal treatment at 300°C decreases the residual internal
stresses, the magnetoelastic part of the energy of the domain wall then also decreases, which
allows to form the vortex domain wall, even in the wire, where the vortex domain wall has not
been present before thermal treatment.

However, low anisotropy is not necessary condition for fast domain wall velocities. As it was
shown above, application of perpendicular magnetic field can increase the domain wall velocity
significantly. Perpendicular magnetic field can even be induced by magnetic annealing. Such
annealing is particularly succesful in the case of amorphous materials where strong pair ordering
appears when the are annealed under proper conditions [127].

In order to underline the importance of two perpendicular anisotropies in microwires on me-
diating the fast domain wall dynamics, the domain wall velocity was also measured in the wires
annealed in strong perpendicular field of 1 T [125]. Samples were annealed separately with and
without presence of perpendicular magnetic field. Then, the domain wall dynamics in both wires
were compared to the domain wall dynamics in as-cast state. As it is shown in Fig. 4.31, anneal-
ing in perpendicular field leads to the slight increase of domain wall mobility similarly to the
annealing without perpendicular field. The domain wall mobility has increased from 2.5 m?/As
to 2.7 m?/As for transversal domain wall, whereas for vortex domain wall the increase from
10 m?/As to 10.2 m?/As was observed. However, more remarkable effect of annealing in per-
pendicular field is shift of the transition field at which the internal domain wall structure changes
from transversal to vortex one. Induced perpendicular anisotropy enhances multi-axis structure
of the domain wall and magnetoelastic part of the vortex domain wall energy decreases. As a
result, vortex domain wall could appear at lower field. This is in good agreement with the previ-
ous measurements of domain wall dynamics, where transition field was shifted by perpendicular
field, too [7]. Asitis seen in Fig. 4.31, effect of induced perpendicular anisotropy speeded up do-
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Fig. 4.32. Dependence of the domain wall velocity on the applied magnetic field for as-cast FeSiB mi-
crowire as well as for wire annealed at 300°C for 1 hour under the axial stress of 77 MPa [128].

main wall velocity by factor of 2 (from 3.5 km/s to 6 km/s) in comparison to microwire annealed
without perpendicular field. It points out, that perpendicular anisotropy inside the microwires
plays very important role in mediating fast domain wall dynamics. Especially, this is important
for microwires, where two perpendicular anisotropies are always present.

As shown above, higher annealing temperature increases possibility to release the stress in-
troduced by production as well as to induce anisotropy. However, even though annealing at
400°C releases the stress applied on metallic nucleus of microwire, another stress is introduced
when cooling down to room temperature because of different thermal expansion coefficient of
glass-coating and metallic part. Moreover, annealing above the Curie temperature (390°C in this
case; see Fig. 4.28) hinders the possibility to induce anisotropy by magnetic annealing.

Finally, the annealing temperature 300°C appears to be the optimum to release the stress
significantly as well as to induce proper magnetic anisotropy.

Due to their amorphous nature, the magnetic properties of glass-coated microwires are gov-
erned mainly by the magnetoelastic anisotropy. Naturally, the stress annealing should affect
strongly the domain wall dynamics, too. Figure 4.32 shows the effect of annealing the glass-
coated FeSiB microwire for 1 h at the temperature 300°C under the mechanical stress of 77
MPa applied axially [128]. After such annealing, the microwires loose its bistability. In order
to obtain the bistable structure, axial texsile stresses of 48 MPa must be applied. However, the
domain wall velocity decreases comparing to the as-cast state and the critical field increases. On
the other hand, the domain wall mobility increases almost twice to 3.16 m?/As (comparing to
that of as-cast state 1.76 m2/As). Further application of axial stress increases the domain wall
velocity although the domain wall mobility decreases. It is because of the decrease of the critical
propagation field Hy (as given by Eq. (3.3)).

Another possibility to tailor the domain wall dynamics is to introduce circular anisotropy.
This can be provided by current annealing. Figure 4.33 shows the domain wall dynamics of
FeCoMoB microwires in as-cast state, after annealing for 1 h at 450°C and after current annealing
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Fig. 4.33. Dependence of the domain wall velocity on the applied magnetic field for as-cast FeCoMoB
microwire as well as for wire annealed for 1 h at 450°C and annealed for 10 min at 95 mA in order to get
nanocrystalline state [128].

for 10 min by a current of 95 mA. As-cast FeCoMoB microwire shows very fast domain wall
that can reach velocities above 6000 m/s. Annealing of the microwire at 450°C leads to the
appearance of nanocrystalline state [129]. In such case, the microwire consists of crystalline
grains of diameter ~ 12 nm [130] oriented randomly. Such structure is characterized by a very
stable domain wall dynamics in a quite wide range of temperature [73]. On the other hand,
high stability is paid by lower domain wall velocity. However, when the nanocrystalline state is
obtained by a currrent annealing, (that produces simultaneously the circular magnetic field during
annealing), the domain wall velocity increases up to 8000 m/s. This is because the circular
anisotropy introduced by current annealing favours the appearance of the vortex domain wall
structure that was shown to be able to reach very high domain wall velocities.

4.7 Nanocrystalline microwires
4.7.1 Structure of nanocrystalline materials

High domain wall velocities in magnetic materials are usually paid by low time or temperature
stability of domain wall dynamics. It is because in order to obtain high mobility, low anisotropy
is required. Hence, even small variations of anisotropy results in high variations of domain wall
mobility [131, 132]. As it was shown above, also amorphous glass coated microwires shows
very low anisotropy and hence high domain wall velocity. However, their temperature and time
stability is very poor [8,9, 10]. On the other hand, some crystalline materials shows excellent
stability of domain wll mobility, but the magnitude of mobility is by orders lower [100].

The solution is offered in terms of nanocrystalline soft magnetic materials. They are compos-
ite materials that consist of nano-crystalline grains (of diameter ~ 10nm) randomly embedded
in amorphous matrix. Random orientation of crystalline grains, together with their small diman-
sions - lower than exchange length, results in exchange coupling between the crystalline grains
and in averaging out of effective crystalline anisotropy [133, 134]. They were discovered in
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Fig. 4.34. Schematic picture of nanocrystalline structure that consists of randomly oriented crystalline
grains embedded into amorphous matrix

1988 [135, 136] and shortly after their discovery they attract attention of many scientists since
they combine high saturation magnetization and high structural stability of crystalline materials
with low anisotropy of amorphous samples [137,138,139] .

4.7.2 Magnetic properties of nanocrystalline materials

Excellent soft magnetic properties of nanocrystalline materials are given by low dimension of
nanocrystalline grains that is lower than exchange length, L., as well as by their random orien-
tation (see Fig. 4.34). The disadvantage of crystalline materials is their strong magnetocrystalline
anisotropy that is quantified by the anisotropy constant K;. The problem is solved by random
orientation of crystalline grains in nanocrystalline materials the effect that results in the averaging
out of magnetocrystalline anisotropy in a bulk [133]. Hence, the overall effective anisotropy (K')
of magnetocrystalline materials is given by the 6th power of the grains diameter, D [134, 140]:

K4
6 1 6
(K®) ~ FD (4.19)
However, such condition is only fullfiled when the diameter of grains, D, is lower than exchange
length L., (see Fig. 4.34). Finally, the magnetization direction will not be given by the crystal-

lographic axis, but by exchange interaction of the ferromagnetic grains [134, 140]. Similarly as
in the case of anisotropy, the coercivity H. and initial susceptibility x;will depend on the sixth
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power of crystalline grains diameter, D:
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4.21)

where p. and p,, are material constants. As given in Eq. (4.20) and (4.21), there is a strong depen-
dence of coercivity and initial susceptibility on the crystalline grains diameter. This simple model
describes well the most of the magnetic properties of nanocrystalline materials. However, if one
want to study them in details, magnetoelastic interaction must be taken into account that arises
from magnetoelastic interaction of magnetic moments and stresses introduced by production of
amorphous precursors and by subsequent annealing process. In such case, induced anisotropy,
K, is higher than effective anisotropy given by Eq. (4.19) and coercive force is given by the
third power of the crystalline grains [141, 142]:

H,~ D? (4.22)

This is also the case of glass-coated microwires, in which the strong stresses introduced by
production and by glass-coating cannot be ommited.

4.7.3 Chemical composition of nanocrystalline materials

In order to obtain nanocrystalline structure, one must carefully select the chemical composition.
Usually, the nanocrystaline materials are prepared by controlled thermal treatment of amorphous
precursor. This condition defined also the first nanocrystalline material FINEMET, having a
chemical composition Fers 5Si;3.5Cu; NbsBg [135]. Each element plays it’s role in the produc-
tion: boron and silicon is neccesary to obtain amorphous structure of precursor since it hinders
the crystallization of Fe crystalls. It is possible to replace boron by phosphor or carbon [143].
In addition, Fe and Si crystallizes into bee FesSi crystalline phase that is characterized by high
saturation magnetization. Copper is introduced to increase the number of nucleations centers for
crystalline grain in order to get fine crystalline structure [144, 145]. Niobium hinders the grain
growth since it cannot fit into the Fe3Si phase due to its size [145, 146].

According to the above described model, nanocrystalline materials consists of at least four
elements XYW Z, where X is ferromagnetic element (Fe, Co, Ni) or their alloys, Y belongs to
Noble metals (Cu, Ag, Au), W is 4d or 5d transition metals from the group IV-VIB (Zirconium,
Niobium, Hafnium, Tantalum, Molybdenum,...) and Z is metalloid neccessary for amorphous
precursor preparation (B, P, C, N). It is possible to improve slightly the soft magnetic properties
of FINEMET-based nanocrystalline materials by partial substitution of Fe for 3d of 4 f elements
like Ni [147], Cr [148,149], Pr [150] , Al [151], etc...

Another advantage of FINEMET-based nanocrystalline materials is their low effective mag-
netostriction. It is given by averaging out of the positive magnetostriction of amorphous residual
phase with negative magnetostriction of Fe3Si crystalline grains. This (together with low magne-
tocrystalline anisotropy) leads to th extremly low total anisotropy of FINEMET-based nanocrys-
tals.
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Fig. 4.35. Hysteresis loops of Fers.5Si13.5BgNb3sCu; microwire for the different stages of devitrification
shows strong magnetic hardening after annealing above crystallization tempetarure (73, = 540°C) [158].

One of the few disadvantage of FINEMET-based nanocrystalline materials is their relatively
low saturation magnetization [145]. This problem has been solved by introducing the new class
of nanocrystalline materials based on FeCuNbB. It is called NANOPERM and is characterized
by high saturation magnetization (~ 2 T [152]) as well as by high initial susceptibility. On
the other side, NANOPERM-based nanocrystals exhibit low Curie temperature (~ 80°C [153]).
Such low T, disqualifies NANOPERM-based nanocrystals from applications even just above the
room temperature.

Solution has been found by using new nanocrystalline class - HITPERM having composi-
tion FeCo(Cu)NbB with the Curie temperature well above 600°C [154]. Moreover, HITPERM-
based nanocrystalline materials are characterized by the same high saturation magnetization as
NANOPERM. Their lower initial permeability (comparing to FINEMET and NANOPERM) is
a result of positive effective magnetostriction due to a positive magnetostriction of crystalline
FeCo grains as well as of amorphous matrix.

4.7.4 Finemet

Very early after discovery of nanocrystalline materials, the idea to emply nanocrystalline struc-
ture in glass-coated mmicrowires arose [12, 155, 156, 157]. However, it was focused to soft
magnetic properties and their stability. Method of production of glass-coated nanocrystalline mi-
crowires is a specific because of strong stresses introduced during annealing on metallic nucleus
by glass coating due to different thermal expansion coeficient. Due to the mentioned stresses,
~-Fe crystalline phase sometimes appears, which is non-magnetic and plays a role of pinning
centers for domain wall propagation [158, 159, 160]. Such a structure deteriorates the good soft
magnetic properties of FINEMET-based structure (Fig. (4.35)).
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Fig. 4.36. Dependence of domain wall velocity on applied magnetic field for amorphous FeCuNbSiB
microwire (temperature as parameter) [161].

On the other hand, small effective magnetostriction of FINEMET-based nanocrystalline glass-
coated microwire leads sometimes to the lose of magnetic bistability [155]. These are the prob-
lems that must be solved when one decides to employ FINEMET-based microwire to study the
domain wall dynamics and therefore the domain wall dynamics study in nanocrystalline glass-
coated microwires appears a bit later [73, 161, 162].

Even in amorphous state, FINEMET-based precirsor shows fast domain wall propagation
(Fig. 4.36), having linear dependence of the domain wall velocity on the applied magnetic field
(see Eq. (3.3)) with a negative critical propagation field Hy as found in other amorphous glass-
coated microwires. Such linear dependence appears at lower temperatures (below 223K). How-
ever, other region with higher domain wall mobility appears at high fields when the temperature
exceeds 200 K that was ascribed to the change of the domain wall structure from transversal to
vortex one. The transversal configuration has lower energy and therefore it appears at low fields.
Moreover, it is has lower domain wall mobility (~ 2 m?/As, see Fig. 4.37) and it is preffered in
thinner magnetic wires [105]. On the other hand, vortex configuration of the domain wall has
higher domain wall energy and therefore it appears at higher fields. As it was shown theoreti-
cally, it appears at thicker wires and it has higher mobility (~ 0.25 m?/As, see Fig. 4.37) that is
not so temperature dependent.

Such hypotesis is confirmed by the change of the domain structure in microwires, which was
studied by measurement of the temperature dependence of remanent (M,.) and saturation (M)
magnetization (Fig. 4.38). The difference between the M, and M, gives us information about
the radial domain structure [163]. It appears as a result of the stresses introduced through the
different thermal expansion coefficient of the glass coating and metallic nucleus. It is clear from
Fig. 4.38 that the radial domain structure is thicker at low temperatures and decreases with the
temperature due to stress relief. Hence, the diamter of axial domain increases with temperature
and allows the vortex domain wall to be created.

The annealing of FINEMET-based amorhous precursor below the Curie temperature of the
alloy usually leads to a strong induced anisotropy in amorphous microwires. During such an-
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Fig. 4.37. Temperature dependence of the domain wall damping for both transversal (1) and vortex (52)
domain wall in amorphous FeCuNbSiB microwire [161].
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Fig. 4.38. Temperature dependence of the remanent (),-) and saturation (M) magnetization of amorphous
FeCuNbSiB microwire [161].

nealing, the existing domain pattern is stabilized. As a consequence, due to the decrease in the
domain wall mobility the initial susceptibility diminishes [164] and a higher critical field must
be applied to remove the domain wall from their equilibrium position [165]. The largest ef-
fect of such stabilization is typically observed at around 473 K. The domain wall dynamics of
FINEMET-based microwire heat-treated at 473 K is shown in Fig. 4.39. As in almost all cases in
microwires, the domain wall velocity v is found to be exactly proportional to the applied field H
according to Eq. (3.3). However, some peculiarities are found in that dynamics. First, the domain
wall velocity decreases with measuring temperature, which is quite controversial in comparison
with previous results [8, 9]. Typically, the magnetic moments freedom increases with the tem-
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Fig. 4.39. Domain wall dynamics of FeSiBNbCu microwire annealed at 473 K for 1h, with the measuring
temperature as a parameter [73].
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Fig. 4.40. Temperature dependence of domain wall damping and critical propagation field for the FeSiBN-
bCu microwire annealed at 473 K for 1h [73].

perature due to their thermal activation and so does the domain wall velocity. Furthermore, the
domain wall velocity is mainly driven by two parameters: the domain wall mobility S, which
is inversely proportional to the domain wall damping 3 and the critical propagation field, Hy.
Although the domain wall mobility S decreases at low temperature, the domain wall velocity
remains high due to the large and negative critical propagation field Hy.

Opposite to the domain wall velocity, the wall mobility S increases with the temperature.
According to the Eq. 3.4, the wall mobility is mainly driven by the domain wall damping 3
because the saturation magnetization decreasing with temperature in the measured temperature
range. As shown in Fig. 4.40, the domain wall damping strongly increases at low temperature
and reaches even negative values at around 78 K. The negative domain mobility has already been
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Fig. 4.41. Domain wall dynamics of FeSiBNbCu microwire annealed at 673 K for 1h, with the measuring
temperature as a parameter [73].

explained in Section 4.2 in terms of domain structure stabilization. It just must be stressed that
such stabilization leads to the variation of domain wall damping that is almost two orders in the
temperature interval 75-375 K.

Annealing at 673 K (above T, but still below the crystallization temperature ~ 813 K) has
a few effects on the structure of FeSiBNbCu microwires. Such a temperature is high enough to
release the stresses induced during the fabrication procedure, leading to an anisotropy homoge-
nization of the material and consequently, the coercivity decreases [158]. The domain structure
disappears above the Curie temperature, hence the local defects will be randomly distributed
making the domain structure destabilized. It is manifested by very small pinning field [165].
However, the FeSiBNbCu microwire still remains in amorphous state, therefore its structural re-
laxation occurs even at low temperatures [66]. Thus, the domain wall dynamics is similar to the
corresponding one in the as-cast microwire. The domain wall velocity increases with the tem-
perature and so does the domain wall mobility (Fig. 4.41). Moreover, the annealing at such high
temperature leads to the stress relief and homogenization of the structure. In fact, annealing at
673 K leads to a maximum decrease in the switching field in amorphous Finemet microwire [166]
and the domain wall velocity increases comparing to that of the microwire annealed at 473 K.

However, additional stresses are induced on the metallic nucleus by glass coating due to their
different thermal expansion coefficient when the microwire is cooled down to room temperature.
In this case, the domain wall damping is around one order of magnitude lower than that after
annealing at 473 K and decreases with temperature (Fig. 4.42). It could be ascribed to the lower
local anisotropy due to the random redistribution of the defects after annealing at temperature
above T¢. In addition, the decrease in the domain wall damping due to the diminishing of the
mobile defects concentration ¢ given by Eq. (3.9) should be also taken into account as has been
already found for FeSiB microwires annealed at 673 K [40].

The most important parameters controlling the domain wall dynamics in amorphous mi-
crowires are the distribution and strength of induced stresses on the metallic nucleus by the glass
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Fig. 4.42. Temperature dependence of domain wall damping and critical propagation field for the FeSiBN-
bCu microwire annealed at 673 K for 1h [73].
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Fig. 4.43. Temperature dependence of remanent (M,.) and saturation (M) magnetization for the FeSiBN-
bCu microwire annealed at 673 K for 1h [73].

coating. One can see from Fig. 4.43 that the domain structure remains constant in the temper-
ature range between 175 and 375 K. Below this range, the radial domain structure in the shell
increases in volume. The annealing temperature at 673 K is high enough (in comparison with the
one at 473 K) to relax significantly the stresses induced during the microwire fabrication. Hence,
the effect of the stresses induced by glass coating when the temperature cools down to RT is
stronger. However, although the variation in the axial core domain volume is higher than for the
microwire annealed at 473 K, the temperature dependence of the domain wall damping together
with the variation in the critical propagation field are not as high as in the case of the microwire
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Fig. 4.44. Domain wall dynamics of FeSiBNbCu microwire annealed at 823 K for 1h, with the measuring
temperature as a parameter [73].

annealed below T-. This points out the fact that the locally induced magnetic anisotropy through
the structural relaxation is the dominant factor in determining the domain wall velocity at least
in amorphous materials, which allows the existence of structural relaxation even at low tempera-
tures [39, 165]. The annealing at 673 K significantly reduces the mobile defect concentration cg
with respect to annealing process at lower temperature [165]. Therefore, the effect of structural
relaxation on the domain wall dynamics is weaker than in the case of annealing at 473 K.

The fastest domain wall value of 1000 m/s has been found for the microwire annealed at
823 K. The annealing treatment at 823 K leads to the development of the nanocrystalline mi-
crostructure that consists of a-FeSi grains randomly distributed into an amorphous matrix [12].
The nanocrystalline structure in the material has some advantages. First, the random orientation
of the nanocrystalline grains are interexchange-coupled averaging out the magnetocrystalline
anisotropy since their diameter is much smaller than the exchange correlation length [133].
Moreover, the crystalline a-FeSi grains have a negative magnetostriction coefficient in contrary
to the positive one of the amorphous matrix. Thus, the effective magnetostriction of nanocrys-
talline FeSiBNbCu microwire is nearly zero and a negligible role in the magnetic properties is
played on the nanocrystallized material by the magnetoelastic anisotropy. Therefore, a large
magnetic susceptibility and very low-switching field are characteristic properties of nanocrys-
talline material [157]. As a consequence of the low anisotropy, the domain wall velocity reaches
a high value above 1000 m/s for rather low applied magnetic field of 1000 A/m (Fig. 4.44). The
highest domain wall velocity measured in thin crystalline ferromagnetic wires was about 1500
m/s in a FeNi microwire, although it was reached for a much larger applied magnetic field of
around 4000 A/m [101]. In addition, the low anisotropy results in a small domain wall damping
value less than 2.5 kg/m?s that does not change significantly with the temperature because of the
stable crystalline structure developed in the material Fig. 4.45. Vanishing magnetocrystalline and
magnetoelastic anisotropies are confirmed also by magnetization measurements (Fig. 4.46). The
single-domain structure is confirmed only in the temperature range from 250 to 325 K. Outside
this range, the single domain structure is destroyed, which is confirmed not only by the sharp
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Fig. 4.45. Temperature dependence of domain wall damping and critical propagation field for the FeSiBN-
bCu microwire annealed at 823 K for 1h [73].
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Fig. 4.46. Temperature dependence of remanent (M, ) and saturation (M) magnetization for the FeSiBN-
bCu microwire annealed at 823 K for 1h [73].

decrease in the remanent magnetization but also by hysteresis loops measurement (Fig. 4.47).
Besides, the shape anisotropy strongly influences the domain structure of nanocrystalline FeS-
iBNbCu microwires. It must be pointed out that 1 cm long samples were used for magnetization
measurement whereas 10 cm long samples were employed for domain wall damping measure-
ments that clearly show magnetic bistability (i.e., single-domain structure). The critical length, to
observe the magnetic bistability is typically on the order of a few mm for highly magnetostrictive
microwires [14].

For low-magnetostriction nanocrystalline FINEMET microwires, a length of sample of around
1 cm is not enough for the magnetic bistability appearance. Due to the vanishing values of both
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magnetocrystalline and magnetoelastic anisotropies, the most important parameter governing the
domain wall damping arises from the eddy current. Nanocrystalline microwires have much lower
resistivity comparing to the amorphous ones [129]. Thus, the small decrease of the domain wall
damping with the temperature can be ascribed to the temperature dependence of the resistivity
in nanocrystalline FeSiBNbCu microwires. Although the domain wall damping slightly changes
with temperature, the domain wall velocity increases due to the temperature dependence of the
critical propagation field Hy, which also remains negative in the nanocrystalline state. However,
its amplitude is one order of magnitude lower than that the value obtained after annealing at
673 K, and two orders of magnitude lower than that the corresponding one after annealing at
473 K.

This feature makes nanocrystalline materials ideal for stable domain wall dynamics in a wide
range of temperatures. Hence, we have dealt with another compositions, too.

4.7.5 FeHfSiB

Another studied nanocrystalline glass-coated microwires is NANOPERM-based one having com-
position FezoHf7SisB1s [167, 168]. Such composition creates a-Fe crystalline grains directly
during the microwire’s production. The crystalline grain size is 17 nm and increases up to 34 nm
after annealing at 600°C (Fig. 4.48). The grain size is higher than in the case of FIENEMT-
based microwires and this will result in magnetic hardening (see Eq. (4.20)). The coercivity is
higher (comparing to FINEMET) ~ 1000 A/m and decreases with annealing (Fig. 4.49) The de-
crease of coercivity can be appointed to the release of the stress induced by production. However,
neither high temperature (600°C) annealing decreases the coercivity below 600 A/m.

The biggest disadvantage is their low magnetostriction. Neither high stresses applied on the
metallic nucleus by glass-coating induce monodomain structure and such microwire does not
exhibit magnetic bistability (Fig. 4.50). Hence they are not suitable for domain wall dynamics
study.
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Fig. 4.49. Dependence of coercivity on annealing temperature for FeHfSiB nanocrystalline microwire
[167].

4.7.6 FeNiMoB

As it was shown above, the low magnetistriction of FINEMET- and HITPERM-based nanocrys-
talline microwires results in lose of their magnetic bistability due to low magnetostriction. Low
total magnetostriction is a result of counterplay of negative magnetostriction of crystalline phase
with positive magnetostriction of amorphous matrix. In contrary, magnetic bistability appears in
positive magnetostrictive microwires. In order to get bistable nanocrystalline microwire, positive
total magnetostriction is necessary, too.

One possibility is to employ new Fe oNiggMoyB1g composition. It has been shown that it
is possible to prepare nanocrystalline ribbons of such composition with very good soft magnetic
properties [168, 169, 170]. They are prepared by controlled annealing of amorphous precur-
sor and their structure consists of y-FeNi crystalline grains of diameter ~ 10 nm embedded in
amorphous matrix. In contrary to FINEMET and NANOPERM-based microwire, where nega-
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Fig. 4.51. Hysteresis loops for nanocrystalline FeNiMoB microwire [171].

tive magnetostriction a-Fe(Si) phase appears, v-FeNi phase has positive magnetostriction. This
leads to positive total magnetostriction of nanocrystalline microwires and magnetic bistability is
kept until the highest annealing temperatures [171] (Fig. 4.51).

In addition, such composition solves two more problems of nanocrystalline glass-coated mi-
crowires. Firstly, it has been mentioned in Section 4.7.4 that in some cases y-Fe phase appears
in FINEMET-based microwires. Such a phase has higher density (comparing to a-Fe(Si)) and
therefore it is sometimes preffered during annealing under stress. However, it is non-magnetic
and hence it deteriorates good soft magnetic properties. In contrary, v-FeNi phase is soft mag-
netic and improves the good magnetic behaviour of nanocrystalline microwires. As a result,
the switching field of FeNiMoB nanocrystalline microwire is much lower than that of FeHfSiB
(Fig. 4.52).

Secondly, replacing Nb or Zr for Mo leads to decrease of crystallization temperature down to
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microwire [171].

375°C [168,169,170,171]. This is particularly important in the case of glass-coated microwires,
in which strong stresses are introduce by glass during annealing as a result of different thermal
expansion coefficient of metallic nucleus and glass-coating. Hence, one can get very good soft
magnetic properties when it is annealed properly (see Fig. 4.52).

However, the magnetic properties of FeNiMoB nanocrystalline microwire are still strongly
dependent on the stress applied by glass-coating when it is cooled down to room temperature
. Therefore, thermal treatment must be provided very carefully otherwise magnetic hardening
appears when annealed over optimum annealing temperature (~ 400°C (see Fig. 4.52) [171,
172]). Therefore we have applied similar composition FeCoMoB to get final product for stable
and fast domain wall dynamics.

477 FeCoMoB

All of the above mentioned problems regarding the applications of nanocrystalline glass-coated
microwires are solved in HITPERM-based alloys [173, 174]. They combine the advantages of
FeNiMoB nanocrystalline microwires (low crystallization temperature, appearance of magnetic
crystalline phase,... ) with high magnetization and Curie temperature, together with high struc-
tural stability of FeCo-based nanocrystalline materials. In addition, they exhibit magnetic bista-
bility as a consequence of the positive magnetostriction of a - FeCo crystalline grains. Moreover,
their excellent soft magnetic properties are maintained in a wide range of temperatures. The com-
bination of FeCo crystalline grains with high magnetization and Curie temperature (~ 900°C)
brought about new materials that can be employed even at a very high temperature [174,175,176].

The optimum annealing conditions to obtain nanocrystalline structure of FeCoMoB mi-
crowire was estimated from the measurement of the temperature dependence of resistance, which
is known to be a powerful method to determine the structural changes of materials [129]. Fig-
ure 4.53 shows temperature dependence of resistance measured up to 600°C. Starting from the
amorphous state at 27°C, the resistance slightly increases up to 200°C as a result of the thermal
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Fig. 4.53. The temperature dependence of resistance for FeCoMoB microwire. Arrows show the tempera-
ture running. [129].

activation of the atomic structure. Above 200°C,structural relaxation takes place up to 350°C.
Within this range, the stresses and structural defects introduced during the preparation (by rapid
quenching and drawing) partly relax and the amorphous structure becomes homogenized, which
is characterized by a smooth decrease in the resistance of the studied material. Above 350°C,
the structural relaxation has already completed and the resistance linearly increases up to 420°C
as expected in metallic conductors. At 420°C, the resistance steeply drops due to the crystalliza-
tion of a-FeCo nanocrystalline grains that are embedded in the residual amorphous matrix, as
was confirmed also by the x-ray measurement. The first crystallization step completes at 540°C.
The crystalline grains in HITPERM-based alloys typically consist of becc a-FeCo B2 (ordered)
phase [154] whose grain size was roughly estimated to be around 19 nm according to Scherrers
formula. Above this temperature, a kind of secondary crystallization takes place that completes
above 600°C. However, no new phases were recognized from the X-ray , and the crystalline grain
size remains nearly constant at 19 nm; hence the second crystallization step should be rather
ascribed to the increase in volume fraction of the crystalline phase. As it was shown in case of
FeNiMoB nanocrystalline microwires [171], strong stresses are generated during annealing in the
metallic nucleus by glass coating as a result of different thermal expansion coefficients. These
stresses inhibit the crystal growth due to the suppression of atomic mobility. Thus, the crys-
talline grain size remains nearly constant, which is a requirement for nanocrystalline alloys to
show excellent and stable soft magnetic properties [133]. The temperature dependence of resis-
tance for nanocrystallized microwire shows a monotonic decrease with decreasing temperature,
confirming the high structural stability of nanocrystalline materials.

An additional advantage of the proposed FeCoMoB composition is its magnetic bistability.
In contrast to the classical nanocrystalline compositions (FINEMET, NANOPERM), the a-FeCo
nanocrystalline grains exhibit positive magnetostriction. Thus, the overall magnetostriction re-
mains positive, which is a necessary condition for magnetic microwires to obtain monodomain
structure and hence, magnetic bistability. Figure 4.54 shows the bistable hysteresis loops of the
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Fig. 4.54. Hysteresis loops of as-cast FeCoMoB microwire and microwires annealed for 1 h at temperatures
425°C and 550°C, respectively, show magnetic bistability. [129].

FeCoMoB microwire in the as-cast state and after annealing at 425 and 550°C. Note that mag-
netic bistability is confirmed by the lack of experimental points between the two stable magnetic
configurations. The loops measured in the as-cast state and annealed below 425°C (not shown)
are perfectly bistable, whereas annealing at 425°C leads to a slight reduction in the differen-
tial susceptibility within the range 100 to 100 A/m. This could be assigned to the onset of the
crystallization process. However, the crystalline precipitates are small and separated by a long
distance and they play the role of pinning centres for the domains. Anyway, the main magne-
tization process is a single Barkhausen jump of a single domain wall at a field of 100 A/m as
it is typical for a positive magnetostriction microwire. Annealing at temperatures above 425°C
leads to a further crystallization, during which the a-FeCo nanocrystalline grains grow within the
amorphous matrix. In this state, the size of the grains is significant and the distance between the
grains embedded in the amorphous matrix is smaller than the ferromagnetic exchange length ~
46 nm [177], which (together with the random distribution of their crystallographic axis) results
in the averaging out of an effective magnetocrystalline anisotropy. Thus, the microwires remain
magnetically soft, and the loops are perfectly bistable due to the positive magnetostriction of
crystalline grains as well as amorphous matrix.

The dynamic switching field and its dependence on the annealing process (Fig. 4.55) reflect
the structural changes introduced by annealing. Thermal treatment below 350°C releases the
stresses introduced during the microwire production (as shown also in the resistance measure-
ment in Fig. 4.53), which results in the decrease in magnetoelastic anisotropy and therefore to
decrease in the switching field. Annealing at temperatures close to 450°C leads to the formation
of crystalline grains which being spatially separated play the role of pinning centres for domain
wall motion . Therefore, a strong increase in the dynamic switching field is observed after anneal-
ing at 425°C. Such an increase is not observed in the case of quasistatic loops (Fig. 4.54) because
the dynamic switching field measured by the induction method [178] is strongly dependent on
the domain wall propagation, whereas quasistatic loops measure only static magnetization state.
In the case of well-separated crystalline pinning centres, the domain wall propagation is hin-
dered and the measured dynamic switching fields are higher than static ones. Such a hardening
is frequently observed after annealing of nanocrystalline samples just below the optimum an-
nealing temperature [157]. An important fact is that the switching field remains nearly constant
after annealing above 425°C in contrast to nanocrystalline microwires with different alloy com-
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Fig. 4.55. Dependence of coercivity on annealing temperature for FeNiMoB amorphous and nanocrystalline
microwire [171].

positions (where annealing at higher temperatures results in a steep increase in the switching
field [157,159,171]). The coercivity of soft nanocrystalline materials is mainly driven by a small
magnetocrystalline anisotropy, which is a result of randomly oriented crystalline grains. Their
diameter (~ 19 nm) is much smaller than the exchange length; hence they are exchange-coupled
through the amorphous matrix. As a result of such interaction, the effective magnetocrystalline
anisotropy is almost zero. The crystalline grain diameter does not change within a wide range
of annealing temperatures because of the stress resulting from the glass coating on the metal-
lic nucleus. So, the optimum annealing temperature interval to obtain soft magnetic, bistable
microwire is enhanced from 450 to almost 600°C, in contrast to the classical nanocrystalline
materials, where the optimum annealing temperature ranges typically within a very narrow inter-
val at more elevated temperatures (from 530 to 560°). The crystallization temperature decreases
in comparison with the HITPERM alloys by 100°C. This is seemingly a consequence of using
Mo in order to inhibit grain growth. As it was shown in [179], Mo decreases the crystallization
temperature of the nanocrystalline phase in opposition to Zr or Nb [173, 174, 175]. However,
good soft magnetic properties remain and the given composition belongs to the group of soft-
est magnetic nanocrystalline microwires. This is another important fact for production specially
in the case of glass-coated microwires, where high temperature annealing results in a strong
applied stress due to the different thermal expansion coefficients of metallic nucleus and glass
coating [157,159, 171].

The independence of the switching field on the annealing tepmerature above 450°C can be ex-
plained by measurements of anisotropy field as obtained from FMR measurements [99]. The evo-
lution of the anisotropy field H with annealing temperature for FeCoMoB microwire is shown
in Fig. 4.56. Strong stresses introduced during the microwires production result in large magne-
toelastic anisotropy at the as-cast state. Annealing below the crystallization temperature leads to
stress relaxation and sample homogenization so, indicating that the strong anisotropy field de-
creases after annealing below 400°C. Annealing above crystallization temperature (425°C) has
a little effect on the anisotropy field. Such behavior reflects well the switching field dependence
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Fig. 4.56. Evolution of anisotropy field with annealing of the glass-coated FeCoMoB microwire. Inset
shows the switching field dependence on the annealing temperature [99].

on the annealing temperature obtained by induction measurement method (see Fig. 4.55 or inset
of Fig. 4.56). In contrary to the switching field, no maximum appears at 425°C as a result of
appearance of precipitates of crystalline phase since FMR at high frequencies is not sensible to
the domain wall propagation. Above this temperature, the nanocrystalline structure appears with
an exchange interaction between the crystalline grains. Such a structure is very stable and the
anisotropy field H}, remains almost constant similarly to the switching field.

Large internal stresses are induced inside of metal core during production process and these
stresses significantly determine the magnetic behavior of the microwire. Both quenching stresses
as well as those resulting from the difference between thermal expansion coefficients of metal
core and glass-cover are present in the microwires. Knowing the anisotropy field H, (estimated
from FMR measurement - Fig. 4.56), it is possible to calculate the internal stresses using the
relationship [20]:

_ poMHy,
o = HoMsHE

4.2
N (4.23)

for samples after different thermal treatment. The dependence of internal stresses on the an-
nealing temperature is shown in Fig. 4.57. Although saturation magnetostriction increases with
annealing temperature [180], internal stresses decrease sharply from initial maximum value in
the as-cast state. This sample, in its as-cast amorphous state, is characterized by strong internal
stresses frozen during the production process. Stress relaxation takes place during annealing pro-
cess at higher temperatures. Therefore, internal stresses quickly decrease in amorphous samples
with increasing annealing temperature from maximal value ~ 800 MPa down to minimal values
~ 250 MPa in the nanocrystalline state. Finally, microwires in a nanocrystalline state have al-
most constant and low values of internal stresses. This can explain the results of the switching
field dependence on annealing temperature, where very weak dependence of the switching field
was observed on the annealing temperature above 450°C.
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Fig. 4.57. The dependence of the internal stresses on the annealing temperature for FeCoMoB amorphous
and nanocrystalline microwire [99].

One of the most important information that can be obtained from FMR measurements are
damping parameters. Gilbert damping is the main parameter that influences the domain wall
dynamics, and one of the very promising direction of microwires application is their use in mod-
ern spintronic devices based on the domain wall propagation in thin magnetic wires. Fast do-
main wall velocity observed in glass-coated microwires is usually ascribed to very low values
of Gilbert damping that can be estimated from FMR spectra. Figure 4.58 shows the evolution
of measured values of Gilbert damping that range from 0.0127 up to 0.0746. Gilbert damping
increases at low annealing temperatures because of stress relaxation takes place, homogenization
of sample and stabilization of domain structure. Gilbert damping shows the highest value of
0.0746 above crystallization temperature, exactly at temperature 425°C. In fact, the structure is
changed from amorphous to nanocrystalline at this temperature. The number of crystallites is still
low and they are separated by a large distance, that is, the structure is highly nonhomogeneous.
At higher annealing temperatures, Gilbert damping decreases very shortly down to the lowest
value 0.0127. At higher annealing temperatures, the volume fraction of grains is significant and
distance between them is smaller than ferromagnetic exchange length L., (~ 46 nm). Therefore,
exchange interaction between them leads to the averaging out of magnetocrystalline anisotropy,
which result in drop of switching field values and as well as Gilbert damping values. The ob-
tained values of Gilbert damping correspond well to the ones obtained in glass-coated CoFeSiB
microwires [97,98] and its temperature dependence reflects also the temperature dependence of
the switching field as described above.

Relatively high resistance of nanocrystalline FeCoMoB materials (which is higher than that
of pure crystalline phase) together with low dimensions of glass-coated microwires leads to a
small eddy current damping of domain wall (see Eq. (3.6)). Low anisotropy and low Gilbert
damping (as described above) should results in a low magnetic relaxation damping (see Eq. (3.8)).
Moreover, small structural relaxation of nanocrystalline materials [181], leads to small structural
relaxation damping of the domain wall (Eq. (3.9)). These features results in a very low overall
domain wall damping that allows the domain wall to achieve the very fast propagation velocities
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of domain wall [182, 183].

Amorphous glass-coated FeCoMoB microwires are characterized by very fast the domain
wall velocity even at low applied magnetic fields. Figure 4.59 shows the domain wall velocity
v versus applied magnetic field H for amorphous FeCoMoB microwire for a wide temperature
range. Starting at 80 K, wide range of linear dependence of v on H (according to Eq. (3.3))
is observed. Above 800 A/m, one can see a steep increase of the domain wall mobility that
has already been ascribed to the change of the domain wall structure from transversal to vortex
one. At the field H,, ~ 1100 A/m, the maximum of the domain wall velocity 2000 m/s is
observed that is followed by a region of negative domain wall mobility (the domain wall velocity
decreases with the applied field H). This is typical behavior for Walker limit - the limit above
which the periodic transformation of the domain wall structure appears that is accompanied by
the oscillation of the local domain wall velocity [46]. It results in the decrease of the average
domain wall velocity. At higher temperature (180 K), the domain wall dynamics looks similar.
However, the field at which the domain wall transformation appear decreases to around 600 A/m
and so does the Walker field H,, (~ 850 A/m). On the other hand, the Walker velocity v,
increases to 2350 m/s. This is a result of decrease of the magnetoelastic anisotropy that is mainly
determined by the complex stress distribution in glass-coated microwires induced during their
production by quenching. Moreover, strong stresses o are applied on the microwire as a result of
different thermal expansion coefficients of the glass-coating and metallic nucleus. These stresses
are proportional to the temperature change AT":

o(T) ~ Ey (og — ap) AT (4.24)

where E'y is the Youngs modulus of the metallic core, and o, and c,, are the corresponding
thermal expansion coefficients of the glass and metallic core, respectively. The higher is the
temperature, the lower are the stresses and the lower is the anisotropy field. Hence, the Walker
field decreases, too. At even higher temperatures (280 K and above), the region of negative
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Fig. 4.59. The domain wall dynamics for amorphous as-cast FeCoMoB microwire. [182].

domain wall mobility is suppressed and the domain wall velocity increases up to 5000 m/s. The
higher is the temperature, the lower is the magnetoelastic anisotropy and the lower are the field of
transition and Walker field. Here we must mention that such fast velocities cannot be explained
by only the low anisotropy. It was shown before, that there are more reasons for fast domain wall
propagation in magnetic microwires. Among the low anisotropy, it is also the existence of two,
perpendicular anisotropies that can averaged out each other.

As many times before, the fast domain wall in amorphous FeCoMoB microwire is paid by
low temperature stability. Some improvements can be done by proper thermal treatment. For
examle, annealing of the wire at 575 K leads to the homogenization of the microwires structure
and to the stress relief [129]. The domain wall dynamics at 80 K is similar to that of as-cast
microwire showing the Walker limit at 950 A/m (Fig. 4.60). However, the maximum velocity is
higher than that of as-cast alloy (4200 m/s). Above 80 K, the domain wall dynamics becomes
more stable with temperature. The domain wall mobility changes weakly with the temperature
and the most affected parameter that varies with temperature is the critical propagation field Hy.
It decreases with the temperature reflecting the decrease of the anisotropy field due to the de-
crease of the stresses introduced by the glass-coating on the metallic nucleus. The maximum
velocity also increases with temperature and exceeds the value of 5000 m/s even at the tem-
perature 280 K. Further increase of the temperature leads just to a small increase of maximum
velocity to 5300 m/s. Also such domain wall dynamics is more stable with temperatrure (com-
paring to as-cast state), huge variations of domain wall velocity are measured at a given field
when temperature varies.

The problem of temperature stability can be definitely solved by inducing the nanocrystalline
structure. It was induced by thermal annealing at 775 k for 1 hour. Nanocrystalline materials
are characterized by high structural stability that is comparable to their crystalline counterparts.
Moreover, HITPERM-based materials show also high Curie temperature. The combination of
these two conditions leads to extremely stable domain wall dynamics (in the range of velocities
below 1500 m/s) that depends very weakly on temperature (see Fig. 4.61). The dependence of
the domain wall velocity v on applied magnetic field H shows two regimes: linear one that was
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Fig. 4.60. The domain wall dynamics for amorphous FeCoMoB microwire annealed at 575 K for 1 h. [182].
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Fig. 4.61. Domain wall dynamics in nanocrystalline FeCoMoB microwires measured in a wide range of
temperature. [183].

ascribed to transversal doman wall structure at low fields having lower domain wall mobility
and vortex one (which is non-linear) showing higher domain wall mobility and appears at higher
magnetic field. The domain wall mobility for transversal domain wall (Fig. 4.62) are compa-
rable to that for amorphous microwires [5, 9], but its temperature stability is much higher [9].
Although, the domain wall velocity at given field slightly varies with temperature, the domain
wall mobility in both regimes (transversal and vortex one) is almost constant.

Small variation of domain wall mobility reflects the temperature dependence of the saturation
magnetization as given in Eq. (3.4) (S ~ M) see Fig. 4.62. This confirms the fact that domain
wall damping [ in nanocrystalline HITPERM-based microwires remains nearly constant within a
wide temperature range (80-425 K). Since the temperature dependence of saturation magnetiza-
tion shows no scattering [129], the small scattering of domain wall mobility is the most probably
the result of small temperature variation of magnetoelastic anisotropy that is a result of complex
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Fig. 4.62. The dependence of domain wall mobility for transversal (left) and vortex (right) wall on saturation
magnetization (temperature of measurement as a parameter). Full line corresponds to the linear fit according
to Eq. (3.4) [183].

stress distribution introduced by the glass-coating due to different thermal expansion coefficient
of glass and metallic nucleus.

The only parameters that are clearly affected by the measuring temperature are the critical
fields. There are three critical fields observed in the domain wall dynamics in nanocrystalline
FeCoMoB microwire: two critical propagation fields (given by Eq. (3.3)) for transversal, H{, and
vortex domain wall H§, and the transition field when the domain wall mobility increases. Both
critical propagation fields exhibit the same temperature dependence (see Fig. 4.63). They firstly
slightly increase (up to 225 K) and above 225 K both decrease almost linearly. However, the
critical field for transversal domain wall is negative in contrary to the positive critical propagation
field for vortex domain wall. Negative critical propagation field points to the negative restoring
pressure applied on the domain wall in the center of the microwire, which is a result of the
specific shape transversal domain wall potential in the center of the wire [68]. The negative
restoring force is one of the parameter that can be used to increase the domain wall velocity at
low fields even in the case of low domain wall mobility. Similarly to the domain wall mobility,
the critical propagation fields can be fitted to the inverse saturation magnetization 1/M; (see
Eq. (3.5)). Figure 4.63 shows that such dependence is almost linear at least at temperatures
above 200 K. That points to the high temperature stability of the restoring force for FeCoMoB
nanocrystalline microwire in this temperature range. The variations at low temperatures (below
200 K) can be described in terms of variable axial domain diameter. It has been shown [184]
that nanocrystalline FeCoMoB microwire has very stable domain structure (comparing to that of
amorphous one). However, a decrease of temperature results in additional stresses introduced
by the glass-coating on the metallic nucleus which results in the decrease of the inner domain
diameter. As a result, the critical propagation field decreases, too. Similarly, the slight increase
of the critical propagation fields at higher temperatures can be explained by a slight increase of
the inner domain diameter above 320 K [183].

These are very promising results on the fast domain wall dynamics in thin magnetic wires.
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They show that it is possible to produce a material that is characterized by very high domain
wall velocity in a reasonable range of magnetic fields. Further thermal treatment (annealing in
perpendicular magnetic field, current annealing, etc.) can also be used to combine even faster
domain wall velocity with a high temperature stability of nanocrystalline FeCoMoB microwire.
It’s high Curie temperature as well as the presence of two different ferromagnetic elements (Fe
and Co) should help to induce various kind of anisotropy by pair ordering.



476 Magnetization processes in glass-coated microwires...

5 Switching field of domain wall

The strong dependence of the domain wall dynamics on external parameters can be succesfully
employed in construction of miniaturized sensors that sense magnetic field, electrical current,
temperature, mechanical stress, etc... [185]. The biggest advantages of glass-coated microwires
are their small dimansions that allow embeding of microwires into the studied materials with-
out destroying its mechanical proparties, glass-coating that serves as electrical and chemical (it
avoids oxidation at higher temperatures) insulator, fast response that is given by the domain wall
velocity, wide temperature range that is given mainly by the Curie temperature (there are no re-
striction to the low-temperature limit), etc... The easiest way to employ bistable microwires for
sensing is to use strong dependence of the switching field on external parameters. As given in
Section 2, amorphous microwires with positive magnetostriction are characterized by the mag-
netic bistability (only two values of magnetization are allowed: +M). The switching between
the two values appears at the switching field Hg,, - the field high enough to depin the domain
wal from it’s potential well at the end of the wire.

The magnetization process of magnetically bistable amorphous microwires runs by a single
giant Barkhausen jump between two stable remanent states (see Fig. 4.8). Therefore, the de-
pinning of a domain wall from the closure structure at one end is responsible for the coercivity
mechanism. The switching field of single domain wall in microwire is given by the shape of the
domain wall potential. Without the action of the external magnetic field, the position x of the
pinned 180° domain wall is given by its potential W () minimum which in amorphous mate-
rials is mainly determined by magnetoelastic interaction of magnetic moments with local stress
induced by production. Under the action of the applied magnetic field H the total free energy
F(x) of the domain wall (see Fig. 5.1) is given by [29]:

F(LL') = W(‘T) - 2MOMSHdex7 (51)

where Sy, is the area of domain wall (which will be assumed to be constant in this case). If the

Fig. 5.1. Dependence of the free energy F’ of the closure domain wall on its position z at different external
magnetic field H; < Hy < Hs. [65,187].
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Fig. 5.2. Schematic picture of apparatus for measuring the switching field by induction method [186].

external field H is lower than the switching field Hg,,, the equilibrium position of the domain
wall is given by the local minimum of its total free energy F (see Fig. 5.1). The energy barrier
AF exists, which does not allow the domain wall to jump into a more favorable position. When
the external field H reaches the value of the switching fields Hy,,, the domain wall depins from
its original position and starts to propagate along the wire.

In equilibrium, the domain wall will occupy the position that is given by a minimum of free
energy F":

— |z =0. 52
oz [a (5.2)
Hence, the switching field will be given by a maximum of the first derivation of domain wall
potential W (x):
. - 1 oW (z)
2/’60]\4ssdw Ox

lmaz (5.3)

Therefore it is important to know the shape and origin of domain wall potential in glass-coated
microwires.

5.1 Experimental method

The advantage of magnetization process in bistable microwire (single Barkhausen jump) is that
one can use a simple induction method to measure the switching field (Fig. 5.2) [64, 186]. Pri-
mary coil is fed by triangular shape signal in order to produce linearly increasing magnetic
field. When the external field exceeds the switching field, domain wall propagates along the
wire (placed coaxially in the primary and pick-up coil) and emf maximum is induced in the pick-
up coil. Switching field can be easily estimated from the position of maximum. Whole system
can be placed into the cryostat and the switching field can be measured in a wide temperature
range 80-450 K. Moreover, mechanical stress (up to 150 MPa) can be applied in the whole tem-
perature range. The system can even be improved to recognize the influence of external magnetic
field. The problem arises when the microwire is influenced by external parasitic magnetic field
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(e.g. Earth’s magnetic field). In such case, the measured switching field is a sum of external
parasitic and intrinsic switching field. Both components can be distinguished when the switch-
ing field is measured in both directions of applied excitation field. Hence, two values of tyhe
switching field will be measured, H, when excitation field increases and H,, when excitation
field decreases. Finally, the intrinsic switching field, Hy,, is proportional to the difference of
both components [185]:

H} —H,,
Hy, = —sw __—sw, (5.4)
2
while external parasitic field, H,, is given by a sum of both components:
Hf + H,
Hept = = —; = (5.5)

Such a method is particularly interesting for applications, since two values can be obtained
from a single measurements: 1) amplitude of axial (with respect to the wire’s axis) magnetic field
(that in some cases defines also the position of object) and ii) intrinsic switching field that is
influenced by temperature, mechanical stress, etc...

5.2 Model for single domain wall potential

One of the simple and very usefull method to study the single domain wall potential is the mea-
surements of the switching field distribution. Energy barrier AF' (described above) can be over-
comed even in the field lower than switching field either by thermal fluctuations (at high enough
temperatures) or by tunnelling (at low temperatures) [188].

As it was shown in [64, 65, 187, 189, 190, 191], it is possible to estimate the dependence of
the amplitude of energy barrier AF' on applied magnetic field H.

In order to obtain the dependence of the energy barrier AF' on the external magnetic field
H, let us call z( the equilibrium position of the domain wall in the zero external magnetic field.
The potential of the domain wall can be expanded as a function of the position z close to x(
(Ax = x — xp) as [189]:

1 1
W(z) = Wy + W).Ax + 5W(g’.(Agc)Q + 6W(;”.(Agc)?’, (5.6)
where due to Az smallness, 4th and higher power terms will be neglected. At the zero applied

magnetic field, H = 0, the domain wall stays at position z = zy where the potential wall is
minimum

W, = 0. (5.7)
The giant Barkhausen jump occurs when the switching field, Hy,,, is reached at
OF
— | g= =0 5.8
B [ H=Hew (5.8)
and
0’F

e lg—m., = 0. (5.9)



Switching field of domain wall 479

It follows from Egs. (5.7)—(5.9) that:

k‘2
Wé’ = X— (5.10)
0
and

2
"o__ k

= 5.11
0 2X3H5w7 ( )

where Yo is the initial susceptibility of the domain wall at the zero external field and £k =
Q/LOMSSduw

The dependence of the energy barrier on the external magnetic field can be calculated by
inserting Egs. (5.6), (5.7), (5.10), and (5.11) into Eq. (5.1). In the local extreme of the free
energy:

0*F
w|]—]<[—[‘gw = 0 (512)

The energy barrier AF(H) given by the difference between the local maximum and mini-
mum of the free energy is:

AF(H):FmaI(H)_szn(H>7 (513)

and taking into account Egs. (5.1), (5.12), and (5.13), it can finally be expressed as:

8
AF(H) = gXO\/st(AH)?’/Q, (5.14)
where AH = Hg,, — H. The 3/2-power law has been also found when calculating the energy
barrier dependence on the external magnetic field in [190, 192].
Due to thermal fluctuations of the switching field, its probability, dp, lies within the range
between AH and AH + d(AH) and is given by [191]:

dp = Bexp(—AF/kT)d(AH), (5.15)

where B is a constant, and k7 is a thermal energy. Inserting the field dependence of the energy
barrier Eq. (5.14) into Eq. (5.15) and introducing the reduced fluctuation Ah = AH/Hy,, a
linear dependence of the logarithm of the probability density In(dp/d(Ah)) on the (Ah)3/? is
found:

In(dp/d(Ah)) = B, — an(Ah)>/? (5.16)
where
o 8 XOHszw
o, = S X0 (5.17)

Bn = gln(ah) In(2) Infy(an)/?], (5.18)
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and

1/3

y(ah)1/3:/ " ,zexp(cz,ll/g)dz7 (5.19)
0

The linear dependence in Eq. (5.16) will be very useful for the evaluation of the switching
field distribution. Parameter «;, gives us information about the shape of the domain wall poten-
tial. If the switching field value Hy,, is measured simultaneously with the distribution, the initial
susceptibility x can be obtained which gives us information about the shape of the domain wall
potential bottom.

5.3 Domain wall potential in glass-coated microwires

The probability of switching can be easily measured. In contrary to other methods [188,190,192]
we have used continuously increasing applied magnetic field during measurement instead of a
constant one. The problem during the data analysis arises from the fact that the measured distri-
bution of the switching field does not represent the distribution of the probability of overcoming
the barrier since the switching events are not independent. In our case, the probability p( H*) that
the domain wall will overcome the energy barrier at the measured magnetic field H* is given:

p'(H*)
[L=2>2p'(H > H*))

where p’(H*) is the probability that the switching occurs at the field H* and quantity [1 —
S p'(H > H*)] is the probability that the switching was not observed at lower field. Assuming
also the frequency dependence of the model according to [191, 193], we finally obtain the prob-
ability density that the domain wall will overcome the barrier at the reduced magnetic field Ah:

p(H*) = (5.20)

-1

k
d m N N
d(Aph) - [ kmk ] dH kkm ’ (5:21)
k=1 Zi:k Ni 5hﬁ i=k Ni
where N is a number of switching events from the interval (Hy; Hi11), 6h = (Hpmax —

Hpmin)/km» km is a number of divisions of the interval (H.in; Himax), and dH /dt is the sweep
rate of the applied field. Equation (5.21) takes into account the fact that conditions for the ap-
pearance of large and small fluctuations are nonequivalent due to the experimental method.

The temperature dependence of the switching field distribution is shown in Fig. 5.3. The
largest switching field and broadest distribution function are found at the lowest measuring tem-
perature. With increasing temperature, the average switching field of the distribution shifts to-
wards lower values and the distribution width notably decreases. These results are in contradic-
tion to the model presented in [189, 192, 193].

Moreover, in contrary to a simple linear dependence evaluated in Eq. (5.16), a more complex
form of the switching field distribution has been found in bistable microwires, that consists of
two linear dependencies (see Fig. 5.4). Such discrepancy can be explained by a complex form of
the domain wall potential. The unexpected form of the switching field distribution is supposed
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to be a result of the combination of long-range magnetoelastic pinning and short-range pinning
coming from the structural relaxation of the atomic-scale defects [65].

The type of the domain structure in the magnetic materials is decided by long-range inter-
actions which would be mainly represented by magnetoelastic ones in the case of glass-coated
microwires. However, the exact position of the domain wall is given by the short-range interac-
tion of the domain wall with local defects. The magnetoelastic contribution to the domain wall
potential arises from the interaction of the closure domain walls with the residual stress existing
within the microwires and stress centers that are present due to the amorphous structure of the
wire. Its energy density is proportional to the magnetostriction through:

E, = g)\sa, (5.22)

In our case, the total stress o is given by the sum of residual intrinsic stresses introduced by the
quenching and drawing during the microwires production and additional applied stresses arising
from the different thermal expansion coefficient of the glass-coating and metallic nucleus. The
short-range contribution to the domain wall potential arises from the interaction of the domain
wall with the defects on the atomic level. Due to the interaction energy with the local sponta-
neous magnetization these mobile defects try to orient their anisotropy into the most favorable
orientation. Amorphous alloys, in general, have a lower packaging density because of the steric
misfit between atoms of different atomic radii. Therefore, even at low temperatures, small rear-
rangements of atoms are possible by jumps of atoms into the neighboring free volumes [39]. This
leads to the stabilization of the domain wall position. The total interaction energy of the domain
wall with the mobile defects, also called stabilization energy, can be expressed by Eq. (4.1).

Surely, there is another contribution to the long range potential coming from the magneto-
static energy which arises due to the decrease of the stray field energy by the formation of the
closure domain structure as well as the shape anisotropy energy. But, as it was deduced from the
temperature dependence of the switching field, their contributions can be neglected in compari-
son to the two above mentioned contributions.

As aresult, the total free energy F' of the single domain wall without the action of an applied
field has a complex shape as schematically shown in Fig. 5.5. In the low magnetic field H;
regime, the free-energy minimum is given by the shape of the stabilization potential coming
from the short range pinning. At an intermediate field Hs, two local minima coexist in the free
energy of the domain wall. This happens because of the specific shapes of two potentials. For a
field close to the switching field, H3, the second minimum disappears, but a small local minimum
still exists coming from the pinning on the atomic-scale defect.

Based on this assumption, the specific shape of the probability density dependence on the
reduced magnetic field can be explained. It has no linear dependence, but it consists of the
addition of two linear dependencies as schematically depicted in Fig. 5.6. The slope of the linear
curve is given at each temperature (according to Eq. (5.16)) by the susceptibility and coercivity
(through the coefficient ayy,) of the corresponding potentials.

Considering the thermally activated model [192, 193], the switching field distribution width,
AH, should be a function of T2/3. Nevertheless, the width of the distribution experimentally
decreases with the temperature, which can be explained considering a temperature dependence
of the switching field. Its value can be determined from the relationship [189]:

AH = (1/0)*/3C. Hyy, (5.23)
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where C' is a constant parameter. In the first approximation, the distribution width is pro-
portional to the coercivity (see Fig. 5.7), where the temperature dependence of ay, has been
neglected.
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The exact role of each particular contribution to the domain wall potential in glass-coated
microwires has been identified by the series of experiments under applied stress (to enhance the
magnetoelastic contribution) as well as at various frequencies (to enhance the evolution of the
time-dependent relaxation contribution) [187].

The probability density as a function of the reduced magnetic field measured at different
frequencies is given in Fig. 5.8. At low frequency, when the time of the measurement is long
enough to the evolution of the structural relaxation contribution to the domain wall potential,
a linear dependence is found as seen in Eq. (5.16). In such cases, the relative strength of the
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stabilization potential is high enough, so the second local minimum (shown in Fig. 5.5) does not
appear. When the time for relaxation decreases (higher frequency 100 and 200 Hz), a nonlinear
behavior was found. This is a result of the appearance of the second local minimum in the
position dependence of the domain wall free energy (Fig. 5.5) when the external magnetic field
is applied. The shape of the probability density as a function of Ah3/2 depends on the relative
strength of a particular contribution. At lower fields, the domain wall free-energy minimum is
given by the sum of two contributions: magnetoelastic and relaxation ones. At medium fields,
the second minimum appears, which is given only by the magnetoelastic contribution. Here, the
probability to overcome the complex barrier p is given as a product of both probabilities p1, p2
that the particular barriers will be overcome (p = p1.p2). Therefore, the slope of the probability
density decreases. Finally, at the fields close to the switching fields, the free-energy minimum
is given again by the sum of two contributions. At a high frequency (1000 Hz), the time of
the measurement is too short for the defects to stabilize the domain wall and the domain wall
potential is given almost by a simple magnetoelastic interaction. A small portion of stabilization
is visible at high fields (Ah3/2 — 0), close to the switching fields. The slope v, measured at
high frequency is the same as the intermediate slope measured at 100 or 200 Hz.

By applying stress, the magnetoelastic contribution becomes more important (Fig. 5.9). The
second local minimum that appears in the position dependence of the domain wall free energy is
deep which results even in the decrease of the probability density with the increasing field (note
that field increases when Ah decreases). By increasing the applied stress, the relative strength of
the magnetoelastic contribution is more important and the effect is more visible.

The evolution of the relaxation contribution under applied stress (Fig. 5.10) will help us
to understand the shape of the probability density. At low frequency, when the relaxation is
developed, the slope of the probability density is the same at low fields, as well as at the fields
close to the switching fields. The decrease of the probability density occurs only at intermediate
fields, when the second maximum in the domain wall free energy appears. By increasing the
frequency of the measurements, the shoulder appears at intermediate fields, that has a slope
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with applied load 70 MPa [187].

similar to the slope of the probability density at 1 kHz. Moreover, the strength of the minimum
in the probability density decreases and almost disappears at 1 kHz when the relaxation has no

time for development.



Dependence of the switching field on external parameters 487

6 Dependence of the switching field on external parameters

The two contributions to the domain wall potential in glass-coated microwires results in two
contributions to the switching field. Let us first consider that during fabrication, glass-coated
microwires undergo large internal stresses. They are generated during quenching due to thermal
gradient, drawing stresses and additionally from the Pyrex cover as a consequence of the different
thermal expansion coefficient of insulating coating and metallic nucleus. Since the Fe-based
microwires have large magnetostriction, it is reasonable to assume, that the switching field will
be driven mostly by the magnetoelastic interaction between internal stresses o and the domain
walls at the closure structure at the ends. The magnetoelastic contribution to the switching field,
HY,, can be expressed as [194]:

V3ANso

H? =~
sw M,

6.1)

On the other hand, as a result of the fabrication technique, the structure of amorphous wires is
in metastable state and for this reason quite large relaxation effects can be expected. Due to this
relaxation phenomena, an additional magnetic field is required in order to push the domain wall
out of its position. This additional pinning field is known to contribute significantly to the total
coercive field [197]. For relaxation effects due to local structural rearrangements, the pinning
field contribution H?  is obtained from Eq. (4.1):

sw

I 1 <(€§ff)>00
wSAMTRT

G(t,T). 6.2)

These are the two strongest contributions to the switching field. They define magnetic properties
of amorphous glass-coated microwires. As will be shown below, they are sufficient to describe
most of variations of the switching field with external parameter.

6.1 Frequency dependence of the switching field

The simple frequency dependence of the coercivity was previously found in magnetic wires or
ribbons [198, 199]. It was shown that the magnetoelastic contribution to coercivity in amorphous
wires at low frequency f can be expressed as:

HS, = H,, + const(f.Ha)'/™, (6.3)

where H,, is the static coercivity, H 4 is the amplitude of the applied field, and 7 is a coefficient
ranging from 1 to 3 depending on the geometry and hysteresis mechanism of the materials. It
was theoretically estimated [198] to be:

e 1 in case of small domain wall mass, mg,,, and small measuring frequencies
e 3/2 in case of small stiffnes coeficient, a (see Eq. (3.1)) and large measuring frequencies
e 2 in case of of small stiffnes coeficient, o and small measuring frequencies

e 3 in case of small domain wall mass, mg,,, and large measuring frequencies
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Fig. 6.1. Frequency dependence of the switching field in amorphous glass-coated FeNiMoB microwire
[200].

However, our measurement in the FeNiMoB microwire showed a more complex frequency de-
pendence of the switching field (Fig. 6.1 [200]). A similar dependence was also found in
[201,202]. It consists of two parts: at low frequencies the switching field decreases with in-
creasing frequency; in the frequency range above 50 Hz the switching field depends on f1/3,
fitting well the calculations for small domain wall mass [198]:

HY, = (1/3)He, + [Axer (8 + 2M,D) /M|(AfHa)'/?, (6.4)

where x., is the critical displacement of the domain wall to be depinned. The field from the
micro-eddy current is proportional to D(dz/dt) (D is proportionality constant).

On the other hand, the decrease in the coercivity at low frequency can be explained satisfac-
torily in terms of structural relaxation [197,203]. As a result of their preparation, the structure
of amorphous wires is associated with the metastable state of the amorphous structure, and for
this reason quite large relaxation effects can be expected. As the measuring frequency decreases,
the measuring time increases and a stabilization of the domain structure through structural relax-
ation takes place. Such an effect has already been observed for domain wall potential study in
amorphous glass-coated microwires (see Section 5.3).

To confirm the origin of both contributions, the temperature and stress effect on the switching
field were measured [200]. The slope of the high-frequency part increases with the temperature
(Fig. 6.2), reflecting the changes in saturation magnetization M (which decreases with temper-
ature) as well as the critical displacement of the domain wall z.,. (see Eq. (6.4)). This is a result
of changes accompanied by the application of tensile stress arising from the different thermal
expansion coefficients of the metallic nucleus and the glass-coating. Such a change reflects the
stress dependence of the frequency-independent magnetoelastic part, H.,, of Hs,,. The lower
is the temperature, the higher are the stresses o and the higher is the H., (H., ~ (/\sa)l/ 2).
On the other hand, the relaxation contribution changes as a result of the change in relaxation
time. The relaxation time decreases with temperature according to the Arrhenius law given by
Eq. (3.11). Therefore, the minimum in the frequency dependence of the switching field shifts to
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Fig. 6.3. Frequency dependence of the switching field in amorphous glass-coated FeNiMoB microwire.
Applied tensile stress as a parameter [200].

higher frequencies at higher temperatures. Using the pre-exponential factor 7o = 5x 101%s found
for relaxation measurements in the ribbon of the same composition, we obtain the activation en-
ergies 0.26, 0.59, 0.93 and 1.27 eV for the temperatures 77, 173, 273 and 373 K, respectively.
These activation energies belong to the range of activation energies found for the ribbon of the
same composition (0 - 1.7 eV) [169].

On the other side, applying stress has almost no influence on the relaxation contribution
(Fig. 6.3). The relaxation time and the amplitude of the structural relaxation, obtained by fitting,
are almost the same for all measurements. This is because the relaxation time is not influenced
strongly by the applied stress. However, the magnetoelastic contribution, which is defined by
the stress applied on the sample, increases. Firstly, an increase in the frequency-independent
part of the switching field H,, (see Eq. (6.4)) is observed at low applied tensile stress (below
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Fig. 6.4. Frequency dependence of switching field in amorphous and annealed at 400°C FeCoMoB mi-
crowire consists of three different regions [202].

30 MPa), whereas the slope of the frequency dependence changes slightly. At higher applied
stresses, the slope of the frequency dependence increases, most probably because of the increase
in the damping coefficient 3 [108,204]. However, the simple model cannot describe all cases.
Figure 6.4 shows the frequency dependence of the switching field measured in amorphous and
nanocrystalline FeCoMoB microwire. In contrary to previous results described above, three fre-
quency ranges are recognized. The relaxation contribution prevails at low frequency and could
be neglected above 1000 Hz. In contrary, magnetoelastic contribution increases with the fre-
quency and is dominant above 30 Hz. The fitting for medium frequency range (50-1000 Hz)
gives parameter n to be equal to 2, which fits condition of small stiffnes constant o and low exci-
tation frequencies f [198]. Anisotropy of amorphous and nanocrystalline microwires is quite low
(therefore, «v is low) in comparison to that of crystalline materials. Thus, we can express mag-
netoelastic contribution in the case small anizotropy and low frequency of applied field [198]:

HS, = H,, +4D[Ha(zer M,/ + 2M,D)]Y2(£)Y/2. (6.5)
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Fig. 6.6. The frequency dependence of switching field in amorphous and nanocrystalline FeCoMoB mi-
crowires. Temperature of annealing as a parameter [202].

The situation is different at the frequencies above 1 kHz (see Figs. 6.4 (up) and (down)). The
relaxation contribution has no influence in this range and fitting the data with Eq. (6.3) gives
parameter n=4, which has no physical meaning according to the theory given in [198]. However,
it reflects somehow the structure of studied microwires as will be shown below.

Annealing of the microwire within the temperature range from 200 to 400° leads to the partial
relaxation of stresses induced during fabrication and as well as partial homogenization of sample.
As a result, the switching field is reduced (Fig. 6.5). The frequency dependence still consists of
three regions (Fig. 6.6), however, the magnetoelastic contribution decreases. This is confirmed
also by the decrease of the proportionality constant P obtained from Eq. (6.5):

P = 4D[H s(xc, M,/ + 2M,D)]"/2. (6.6)
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Annealing at 425°C leads to a precipitation of crystalline phase (see also Section 4.7.7).
However, the precipitates are small and the distance between them is large. Hence, they play a
role of the pinning centers for the domain wall displacement and the switching field increases.
The proportionality constant P increases, too.

After annealing at 450°C , nanocrystalline state is already formed, where FeCo crystalline
grains appears. However, the filling of the space by nanocrystalls is low and they still can play a
role of the pinning centers for the domain.

Annealing of the microwire at the temperatures above 450°C results in homogenization of
the microwire. Its structure consists of crystalline grains embedded in the amorphous residual
matrix. Random distribution of their easy axis together with their exchange interaction leads
to the vanishing crystalline anisotropy. In addition, the switching field decreases as a result of
homogenization and so does the proportionality constant P, too (Fig. 6.5).

A similar behaviour of proportionality constant P and switching field H,, with the annealing
temperature could tell us something about the most important parameters that controls P. Taking
into account that switching field Hy,, is proportional to critical displacement x.,. (Eq. (5.3)):

Hy, = QT cr, (67)

one can assume, that the change of P with annealing is driven mainly by the change of the critical
displacement of the domain wall x.,. A small deviations could be ascribed also to the change of
the damping coefficient 3 (as it was found in [182]) or small change of saturation magnetization
M, [184].

In the high frequency range (above 1 kHz), it is not possible to fit the switching field with
Eq. (6.3) with reasonable parameter (n > 4). However, such fitting reveals some information
about the homogeneity of the structure of microwire. We have obtained n = 4 for as-cast sample
(that contains high stresses introduced during production) and for that annealed at 450°C (where
homogeneity is destroyed by the large distance between the crystalline grains). On the other
hand, the fitting for the homogeneous samples (where also the decrease of the switching field
reveals homogenization) gives n = 100, which results to a quite weak frequency dependence
of in this frequency range (Fig. 6.6). One possible explanation could be a change of the domain
wall structure. Two different domain wall structures has been assumed in amorphous microwires:
transversal one at low fields and vortex one at higher magnetic fields [182, 183]. Let us assume
that the different domain wall has a different frequency dependence of the switching field. The
pinning field of the transversal domain wall is lower then the nucleation field of the vortex one,
but it has steeper frequency dependence. When the switching field of the transversal domain
wall exceeds the nucleation field of the vortex one, the domain wall changes (as in the case of the
domain wall dynamics [182]) and different frequency dependence could be observed. However,
this is only a hypothesis and more measurements are in progress in order to get full understanding
of frequency dependence of the switching field in whole range.

Anyway, the existence of different frequency ranges, where different contributions play major
role, gives us possibility to tailor the temperature and stress dependence of the switching field
that could be succesfuly employed in the multifunctional sensoric applications.
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6.2 Temperature dependence of the switching field

The two contributions to the domain wall potential in glass-coated microwires have different
temperature dependence.

Firstly, the temperature dependence of magnetoelastic contribution is given by the mechan-
ical stresses o applied on metallic nucleus and temperature dependence of saturation magne-
tostriction A¢ and saturation magnetization M. In case of amorphous glass-coated microwires
the temperature dependence of stresses o is given:

o=04(T)+ o, (6.8)

where o, are residual intrinsic stresses coming from quenching and drawing, and o, (T) are
the stresses which presently depend on the temperature and arise from the different thermal
expansion coefficients of the glass and of the metallic nucleus (see Eq. (4.24)).

As early found in previous works [195], the temperature dependence of the magnetostriction
of amorphous alloys can be described by the so-called scaling laws:

As = cMPF. (6.9)

Here, c is a constant and the power exponent k depends on the mechanism of magnetostriction
and is expected to take value of 3 for Fe-based amorphous alloys, when the magnetostriction orig-
inates from a single-ion anisotropy of uniaxial character and 2 for Co-based amorphous alloys,
when where the magnetostriction originates from an anisotropic two-ion exchange contribution
of uniaxial symmetry [196]. Thus, Eq. (6.1) can be simplified into the form:

HE, ~ IMF2(T)(1 + r(AT))Y2 (6.10)

Here [ is a constant proportional to residual stress o, and r is proportional to the difference
between the thermal expansion coefficient of metallic nucleus and glass-coating (r ~ Ey (g —
Q) /o).

On the other hand, temperature dependence of structural relaxation contribution to the switch-
ing field is given mainly by its proportionality to the reciprocal value of thermal energy (HZ,, ~
1/EkT), temperature dependence of the saturation magnetization M and temperature dependence
of the relaxation time given by Arrhenious law (Eq. (3.11)). Finally, the temperature dependence
of the structural relaxation contribution is given:

F(t,T)
HY =~
sw Oy

6.11)

where 0 ~ <(e§ff)> co/k.

As both contributions to the switching field have very different temperature dependence, this
gives us possibility to tailor the temperature dependence of total switching field in glass-coated
microwires according to desired conditions. In next paragraphs, few ways how to do it are
introduced.
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Fig. 6.7. Temperature dependence of switching field for 3 different (FeSiB, CoFeSiB, CoMnSiB) amor-
phous glass-coated microwire [205].

6.2.1 Effect of chemical composition

One possibility to tailor the temperature dependence is to select appropriate chemical composi-
tion. Figure 6.7 shows the results for 3 different chemical compositions that differs by the relative
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amplitude of both contributions to the switching field [205].

The switching field distribution of the amorphous FeSiB microwire has strong increase of
the coercivity at low temperature, which can be ascribed to the increase of the relaxation time of
the mobile atomic defects. They loosing their mobility and increases the local anisotropy. With
increasing the temperature, the mobility of the defects increases and the coercivity decreases.
Above 170 K, the magnetoelastic pinning dominates in the coercivity mechanism because of
high saturation magnetization of FeSiB composition. In this case, the switching field decreases
to its half amlitude in the temperature range 80-450 K.

The different situation is in the amorphous FeCoSiB microwire, where magnetoelastic pin-
ning dominates over all temperature range. The contribution from structural relaxation is ten
times smaller then magnetoelastic one and can be registered only at lowest temperatures as a
small increase of coercivity. It was found on the ribbons of the similar composition [206] that
low temperature relaxation has very small effect on the coercivity in amorphous FeCoSiB al-
loys with the same compound of Fe and Co. The high temperature annealing is necessary to
see the effect of magnetic relaxation in this ribbon [207]. In the case of FeCoSiB microwire,
the switching field decreases almost linearly by one quarter of its value in the temperature range
80-450 K

In the case of the amorphous CoMnSiB microwires, which has the smallest magnetostric-
tion from the observed microwires, the structural relaxation contribution also dominates at low
temperatures. At higher temperatures the magnetoelastic pinning is prevailing, but the pinning
on atomic scale defects is still comparable. Here, the switching field is most sensible to the
temperature and it decreases by 60% in the whole temperature range.

Since the most important anisotropy that determines the magnetic properties of glass-coated
microwires is magnetoelastic, stress distrbution will be one of the most important parameters
(among the saturation magnetostriction, A;) to control the temperature dependence of the switch-
ing field.

The influence of the stress distribution on the magnetic domain structure can be success-
fully studied by the magnetization measurement [163]. Assuming the domain structure given in
Fig. 2.4, the saturation magnetization corresponds to the magnetization of the whole microwire,
whereas remanent magnetization corresponds to the magnetization of the axial domain. Hence,
one can estimate the radius of axial core domain as well as thickness of the radial domain struc-
ture that defines the relative strength of axial and radial stresses introduced on metallic nucleus.

The temperature dependence of both magnetizations and for FeNiSiB microwire is given in
Fig. 6.8. The saturation magnetization decreases with the temperature (as typically) due to ther-
mal activation of magnetic moments. The temperature dependence of remanent magnetization,
M,., varies in a non-monotonous way with temperature, reflecting the change of the stress distri-
bution in the microwire. In order to explain the variation of with temperature, the stresses (either
axial or radial), introduced by the different thermal expansion coefficient of metallic nucleus and
the glass coating, should be taken into account (see Eq. (4.24)).

At high temperatures, the stresses are minimal. When the temperature decreases, the stresses
introduced by glass coating increase. In the temperature range from 400 down to 200 K, the axial
stresses prevail resulting in the increase of the axial domain volume and increase of . Further
decrease of temperature down to 10 K favours the radial stresses, which are connected to the
increase of the radial domain structure at the temperature below 200 K and the decrease of M,..
The temperature effect of the induced stresses is the strongest for 35 at.% of Ni, whereas for
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Fig. 6.9. Temperature dependence of the switching field for Fe77 5, Ni;Siz 5B15 microwires [163].

39 at.% of Ni the radial domain structure almost does not change. Here, the compositional
dependence of thermal expansion coefficient with change of Ni content should be taken into
account. In pure (without Si and B) crystalline Fe-Ni alloys, the minimum thermal expansion
coefficient appears for 35 at.% of Ni and it increases when the Ni content decreases [74].

The stress distribution in amorphous glass-coated microwires strongly affects their magnetic
properties. The temperature dependence of the switching field for selected microwires is given in
Fig. 6.9. Generally, the switching field decreases with temperature for all microwires, reflecting
the relief of the stresses induced by the glass-coating. Small deviations from the monotonous
decrease of the switching field for microwires with 15 and 35 at.% of Ni could be ascribed to the
structural relaxation.

Another possibility how to improve the temperature dependence of the switching field is
to employ the alloys with high stability and low Curie temperature. Typical example is Fe-
CrSiB microwire [208]. Studied composition has some specific properties. Firstly, addition of
Cr decreases magnetostriction and also the Curie temperature. The Curie temperature has been
reported to be 398 K, close to room temperature, in amorphous ribbons with the same chemical
composition as the studied microwires [209]. However, the Curie point of the amorphous mi-
crowire will be higher due to strong internal stresses introduced during production process [210].
Small Curie temperature increases the sensitivity of the switching field to the external parame-
ters (like temperature, stress) at room temperature. Secondly, addition of chromium stabilizes
amorphous structure (due to the higher Cr affinity to B atoms) [211] that is highly desirable for
practical applications. As a result, the stress distribution will also show high structural stability in
a wide range of temperatures as confirmed from magnetization measurements (Fig. 6.10) [208].
Saturation magnetization M decreases slowly with temperature reflecting the thermal activa-
tion of magnetic moments. The same is valid for remanent magnetization M,.. However, the
difference between M, and M, is not constant within the whole temperature range (10-380 K)
and slightly decreases with increasing temperature. The diameter of the axial monodomain de-
creases with increasing the measuring temperature. This is understood to be a consequence of
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the changing axial stresses applied on the metallic nucleus by glass coating at low temperatures
(Eq. (4.24)).

These features results in a strong and almost linear temperature dependence of the switching
field in a wide temperature range from 125-425K (Fig. 6.11) [208]. Generally, the switching field
decreases with temperature, reflecting the relief of the stresses induced by the glass-coating due
to different thermal expansion coefficient comparing to metallic nucleus. Here, the temperature
dependence of the switching field is enhanced by the low value of the Curie temperature. Close
to the Curie temperature, the anisotropy decreases steeply and this results in an enhancement
of the switching field reduction. Finally, the switching field decreases from 428 A/m at 125 K
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Fig. 6.12. Temperature dependence of the switching field measured at 220 Hz. Full lines correspond to the
fit according to Eq. (6). [212].

down to 157 A/m at 425 K. So, it shows a variation of almost 200% compared with the high
temperature value. As previously shown, the temperature dependence of the switching field in
amorphous microwires can be tuned by the frequency of the applied field [212], as a result of
the different frequency dependence of both contributions to the switching field. In the case of
FeSiBCr microwire, the temperature dependence of the switching field is not influenced by the
frequency since the structural relaxation contribution is very small.

6.2.2 Effect of frequency

As given above, the switching field is usually sensible to the frequency of applied magnetic field
as a result of two contributions to the domain wall potential. Since both contributions have also
different temperature dependence, such an effect can be employed to control the temperature de-
pendence of the total switching field. However, one must properly choose the chemical composi-
tion. Amorphous FeNbSiB microwires shows high structural relaxation even at low temperature
and sufficiently large saturation magnetostriction to see an effect. Therefore, the two contribu-
tions to the switching field are comparable and can be used to tune the temperature dependence
of the switching field. [212].

Figure 6.12 shows the temperature dependence of the switching field measured at medium
frequency of 220 Hz. Two contributions (magnetoelastic and structural relaxation) are well rec-
ognized having different temperature dependencies. The magnetoelastic contribution (HZ,) de-
creases with the temperature concavely whereas the relaxation contribution (H,,) shows convex
increase at low temperature. Consequently, by tuning the frequency of applied magnetic field one
can tune the temperature dependence of the total switching field. At low frequencies (50 Hz), the
switching field is low and decreases firstly at low temperatures but is temperature independent in
the range from 270 to 370 K (Fig. 6.13). It is because at low frequencies the structural relaxation
contribution is not negligible (see Section 6.1) and defines the temperature dependence of the
switching field (see the temperature dependence of the H7,, in Fig. 6.12).
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On the other hand, high frequency (1000 Hz) temperature dependence shows almost temper-
ature independent range up to 325 K that is followed by the decrease of the switching field. At
higher frequencies, the structural relaxation vanishes (see Section 6.1) and the overall tempera-
ture dependence of the switching field is given by the temperature dependence of its magnetoe-
lastic contribution. The discrepancy between the fit and experimental data at highest temperature
can be ascribed to the temperature dependence of saturation magnetization and magnetostriction
that has not been taken into account here. The saturation magnetostriction should decrease with
the temperature following the temperature dependence of magnetization through the power law.

At intermediate frequencies, both contributions contribute to the temperature dependence of
the switching field in amorphous microwires. In such a way, almost linear dependence of the
switching field on the temperature can be obtained by measuring at 350 Hz (Fig. 6.13).

Such behaviour can be employed in multifunctional contact-less sensor, in which the function
of the sensor can be selected by frequency of measuring field. At low frequency (50 Hz), the
magnetic field can be sense (see Section 5.1) and thermal stability is increased in the range
270 to 370 K by temperature insensitivity of the switching field , whereas at medium frequency
(350 Hz) the switching field is sensible to the temperature and can be employed to sense the
temperature.

6.2.3 Effect of thermal treatment

The switching field sensitivity on temperature can also be tailored by thermal treatment.

Fig. 6.14 shows the temperature dependence of the switching field for as-cast and thermally
treated FeCoMoB microwire [213]. Due to the production process (rapid quenching, drawing),
there is a complex stress distribution of the stresses induced in as-cast microwires. Therefore, the
temperature dependence of switching field is also complex. Firstly, it decreases at low tempera-
ture, then it rises, close to the 300 K, showing discontinuos behaviour at high temperatures. Such
temperature dependence can be understood taking into account the complex stress distribution
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and the additional stresses applied on microwire due to a different thermal expansion coeffi-
cient of metallic nucleus, c,, and glass-coating, 4. Varying the temperature of microwires, the
complex stress distribution in as-cast microwires varies, too.

Similar behaviour can be found from the measurement of saturation magnetization M, (see
Fig. 6.15) [213]. Small discontinuities in the saturation magnetization are visible at low tem-
peratures. The temperature dependence of magnetization is not smooth reflecting the changes
in the complex stress distribution due to stress arising from glass coating. However, the applied
field of 1 T is strong enough to saturate the sample and such laborious behaviour is observed
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only below 200 K. At higher temperature, the temperature dependence of M is smooth. An-
nealing of microwires at 675 K leads to the stress relaxation and homogenization of the stress
distribution in microwires. However, this temperature is still low enough for microwires to be
amorphous [129]. The main anisotropy that determines magnetic properties of amorphous mi-
crowires is magnetoelastic one. Hence the homogenization of the stress distribution leads to the
smooth temperature dependence of the switching field. It decreases with a temperature following
the decrease of the stress o applied on microwire by glass-coating due to the change of tempera-
ture (see Eq. (4.24)). Moreover, the above-mentioned annealing (together with homogenization
of the stress distribution) leads to the increase of M, which has also very smooth temperature
dependence.

Annealing at 700 K leads to an increase of the switching field. It was found that crystalliza-
tion process starts close to this temperature [129]. However, crystalline precipitates are small,
having a long distance between them. Hence, they act the role of the pinning centers for the do-
main wall and it results in the increase of Hy,, (Fig. 6.15). Annealing at the temperatures higher
than 700 K leads to the appearance of nanocrystalline structure that is characterized by the small
crystalline grains (smaller than exchange length) embedded in amorphous matrix. Exchange in-
teraction of crystalline grains leads to the averaging out of magnetocrystalline anisotropy that
results in a magnetic softness (switching field decreases). FeCoMoB composition was selected
due to its positive magnetostriction in order to obtain bistable hysteresis loop. Therefore, the
temperature dependence of Hy,, is driven mainly by magnetoelastic interaction of magnetic mo-
ments with the stress applied due to the glass-coating. The nanocrystalline FeCoMoB microwire
is as soft as the amorphous one after the stress relaxation (by annealing at 675 K). The advantage
of FeCoMoB composition is that magnetic softness obtained by annealing is almost indepen-
dent on the temperature of annealing within wide range of temperatures 725 - 875 K [129]. The
temperature dependence of H,, is also similar for different temperature of annealing within this
range. However, its structural stability of nanocrystalline microwires is much higher even at high
temperatures. Moreover, the saturation magnetization of nanocrystalline microwires is higher
than that of amorphousone (Fig. 6.15).

Such treatment brings material that is easy to prepare (the annealing temperature do not need
to be controlled very precisely) and variation of the switching field is reasonable (over 70% with
respect to high temperature value). Moreover, annealing at high temperatures solve the proeblem
of aging that is always connected to amorphous composition.

6.3 Stress dependence of the switching field

Since the magnetoelastic anisotropy dominates in glass-coated microwires, they are ideal ma-
terial for sensing in stress applications. However, strong and complicated stress distribution is
introduced during their production [18,19,20]. Understanding the complexicity of the effect, one
can get interesting results that can be employed in the multisensoric applications.

6.3.1 Effect of frequency

Amorphous FeNbSiB microwire has been selected to show the complex dependence of the
switching field on the applied mechanical stress [214]. It is characterized by high structural
relaxation in as-cast state and reasonably high magnetostriction to obtain magnetic bistability.
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Fig. 6.16. Stress dependences of the switching field for FeNbSiB microwire measured at various frequencies
of the applied magnetic field [214].

The stress dependence of the switching field for three different frequencies of external mag-
netic field is given in Fig. 6.16. At low frequency (50 Hz), the switching field increases weakly
with the applied stress up to 100 MPa. Above this stress, the slope of the stress dependence
increases. At medium frequencies (200 Hz), the behavioris similar, but the change of the switch-
ing field is more sensitive up to 140 MPa and a change in the slope appears at higher stress
(~ 150 MPa). At high frequency (2 kHz), the switching field gradually increases in the whole
studied interval.

Similarly to the temperature dependence of the switching field given in Section 6.2.2, the
differences in the stress dependence of the switching field can be explained in terms of two
contributions to the switching mechanism in glass-coated microwires. Figure 6.17 shows the fre-
quency dependence of the switching field of FeNbSiB microwire. It is clear, that at low frequen-
cies, the relaxation contribution H_,, is responsible for frequency dependence of the switching
field, whereas it decreases with the frequency. On the other hand, the magnetoelastic contribution
H?, is the only one responsible for the increase of the switching field at frequencies above 2 kHz.
Similarly, the stress dependence of the switching field can be treated in terms of the same two
contributions to the domain wall potential. Firstly, magnetoelastic contribution to the switching
field is given by Eq. (6.1). Here, mechanical stress o is given by the sum of the stresses induced
during the microwires production together with the stresses applied on the microwire by glass-
coating due to different thermal expansion coefficients of metallic nucleus and glass-coating (o)
and the stress applied on the microwire during measurement(oy,):

o=0;+ 0, (6.12)

On the other hand, the stress dependence of the relaxation contribution is represented by the
stress dependence of the interaction energy of the mobile defects with spontaneous magnetization
€crs (as given in Eq. (6.2)). The interaction energy e.ss is given by a sum of three terms:
magnetoelastic(e, ), exchange(e., ), and dipole-dipole contribution(ey) [66]:

€cff = €0 T €ex + €4 (6.13)
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the two contributions to the switching [214].

The most important in our case is the magnetoelastic contribution, €., that is given by a local
magnetoelastic energy:

€ = A0 (6.14)

where o; denotes the local stress that surrounds the relaxing defects.

Finally, the stress dependence of the switching field is given by a sum of two contributions
given by Egs. (6.1) and (6.2). Figure 6.18 shows the fitting of experimental data according to
such a sum. It is clear that magnetoelastic contribution is responsible for stress dependence at
low stress. However, at higher stress (above 40 MPa), relaxation contribution must be taken into
account. Increasing the measuring frequency to 200 Hz, the relaxation contribution amplitude
decreases (see Fig. 6.17) and at 2 kHz the relaxation contribution is negligible and the magne-
toelastic contribution is the only one that can explain the stress dependence of the switching field
according to Eq. (6.1) and (6.12).

This is an important point for application in multipurpose miniature sensors. Combination
of results presented in Fig. 6.16, 6.13 and measuring technique presented in Section 5.1 leads
to the contact-less sensor that can simultaneously measure magnetic field (position, electrical
current, etc..) and temperature or mechanical stress. The switching between the function is
made by a simple variation of the measuring frequency. At low frequency, the switching field is
weakly sensible to temperature ad mechanical stress. At medium frequency, the switching field
is sensible to temperature, but still weakly sensible to the mechanical stress. At higher frequency,
the switching field is sensible to mechanical stress, but weakly sensible to temperature.

6.3.2 Effect of thermal treatment

Due to the complex stress distribution introduced into the metallic nucleus during the production
of microwire, annealing process is sometimes necessary to improve the stress sensitivity of the
switching field. A typical example is amorphous Fe 9 5Ni2gSi7 5B 15 microwire [215].
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Fig. 6.19. Temperature dependence of magnetization for amorphous Fe4g9.5Ni2gSi7.5sB1s microwire [215].

In order to estimate the optimum temperature of thermal treatment, temperature dependence
of magnetization was measured firstly. It shows monotonous decrease from room temperature
up to the 425 °C (Fig. 6.19). At this temperature, the magnetization starts to increase as a result
of the crystallization of new Fe-Ni phase. The Curie temperature of amorphous phase is above
the crystallization temperature. Detailed analysis shows the roughness of the curve below the
200 °C, which points to the structural relaxation of the complex stress distribution introduced
into the wire during the production process (see inset of Fig. 6.19). Above 200 °C, the tempera-
ture dependence is smooth pointing to the homogenization of the structure and stress relief (see
inset of Fig. 6.19). According to the temperature dependence of magnetization, three temper-
atures were selected for the further thermal treatment of the microwire: 200, 300, and 400 °C
above the temperature where structural relaxation takes place, but well below the crystallization
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Fig. 6.20. Stress dependence of the switching field for amorphous Fe4g.5Ni2gSi7.5B15 microwires annealed
at different temperatures [215].

temperature to avoid the crystallization and lose of magnetic bistability.

Figure 6.20 shows the stress dependence of the switching field for amorphous FeNiSiB mi-
crowires annealed at different temperatures. In the as-cast state, the stress dependence of the
switching field is complex it increases at low stress (below 50 MPa) then it decreases to 240 A/m.
This can be a result of complex stress distribution where axial and radial stresses compete in be-
tween changing the domain structure of microwire. Annealing at 200 °C leads to the stress relief
(0; decreases) and homogenization of the structure. Apart from decrease of the switching field,
the stress dependence of the switching field becomes monotonous. Assuming the nucleation-
propagation model, the switching field should be proportional to the square root of the applied
stress (see Eq. (6.1)) [194]. Such a stress dependence of the switching field roughly fits to the
measured data. Annealing at higher temperature 300 °C further decreases the stress and homog-
enizes the structure of metallic nucleus. As a result, the switching field is more sensible to the
applied stress and increases monotonously from 210 A/m to 280 A/m at 94 MPa. The higher is
the temperature of annealing, the higher is the relaxation of the stresses introduced during the
wires production. However, additional stress arising from the glass coating should be taken into
account in the case of glass-coated microwire. Hence, annealing at 400 °C introduces strong
stresses from the glass coating when the wire is cooled down after treatment. Moreover, the an-
nealing at 400 °C is close to the Curie temperature of the wire, hence the mono-domain structure
described in the introduction is not present during thermal treatment. Finally, the stress depen-
dence of the switching field becomes complex and weak after such treatment and is similar to
the one measured for as-cast sample.

Hence, the optimum temperature was estimated to be 300 °C, at which the switching field
increase monotonously by 30% with applied stress up to 90 MPa. Moreover, the stability of the
switching field increase, too, as it was shown by measurement of the switching field distribution
[215].

Another possibility how to tailor the stress dependence of the switching field is the use of
nanocrystalline composition. The disadvantage of nanocrystalline FeNiMoB microwire was its
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Fig. 6.21. Stress dependence of the switching field in amorphous glass-coated Fe4oNizgsMo4B1s microwire
after different thermal treatments. Full lines correspond to fit according to Eq. (2). [172].

high sensitivity to thermal treatment (see Section 4.7.6). On the other hand, this disadvantage
can be use to sense the mechanical stress.

Figure 6.21 shows the stress dependence of the switching field of amorphous glass-coated
FeNiMoB microwires treated at different temperatures from 250 up to 500 °C. As-cast sample
shows strong dependence of the switching field on the applied stress where the switching field
monotonously increases with the applied stress o. Annealing of the microwires at low tem-
peratures causes the release of the internal stresses introduced during microwires production.
This results in the decrease of the switching field as well as in the decrease of its stress depen-
dence. Moreover, the magnetostriction of amorphous FeNiMoB alloys decreases by annealing,
too [169]. The minimum value of the switching field H,, was observed for the annealing temper-
ature 7y, = 350 °C. After annealing of the microwire at temperature 375 °C, the sample shows no
stress dependence of the switching field, because the stresses are almost completely removed by
the annealing. After annealing at 400 °C, the crystalline «-FeNi phase appears [171]. However,
the crystallites are very small and the distance between them is more than the exchange length.
They act as the pinning centers for the closure domain wall and the switching field increases a
little bit. As a result of the stresses introduced by the pinning centers, the switching field shows
the strong stress dependence.

The annealing at 425 °C has been shown to be the optimum annealing temperature to obtain
the nanocrystalline FeNiMoB alloy with the best soft magnetic properties (the lowest magne-
tostriction, the lowest coercive field, and the highest initial susceptibility) [169]. In the case of
nanocrystalline FeNiMoB microwire, the switching field shows no stress dependence, probably
as a result of very low magnetostriction. On the other hand, the switching field does not reach the
minimum value. In the case of glass-coated microwire, one should take into account the stresses
introduced by the glass coating (as a result of the different thermal expansion coeffcient of the
glass and metallic nucleus) during cooling after annealing. The annealing at the temperature
above the optimum annealing temperature (at 450 °C) leads to the strong stress dependence of
the switching field in the nanocrystalline FeNiMoB microwire. The diameter of the grains in-
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creases and therefore the switching field increases, following the D6-law (see Eq. (4.20) [133]).
Moreover, after the treatment at 500 °C, the samples become brittle and the maximum applied
stress can be no higher than 30 MPa.

Finally, such thermal treatment allows one to tailor stress dependence of the switching field
without a need to vary chemical composition. At low temperatures, the strong switching field
dependence on the stress can be obtained, which is useful for stress sensing elements. Close
to the optimal annealing temperature (425 °C), no stress dependence of the switching field was
detected. Such behaviour is useful for the different sensing elements (temperature, current),
which must not be stress sensitive.
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7 Summary and perspectives

The given manuscript gives a review on magnetization processes in glass-coated microwires with
positive magnetostriction. They are characterized by a single domain structure and magnetization
process that runs through a single domain wall propagation along entire wire, which makes them
ideal material for single domain wall propagation studies.

The domain wall dynamics in glass-coated microwires is characterized by various peculiar
characteristics. Firstly, it is structural relaxation damping that arises from the amorphous nature
of metallic nucleus. Secondly, it is a negative critical propagation fields that arises from a peculiar
shape of a single domain wall potential in glass-coated microwires. Both effects allows one to
effectively tailor the domain wall dynamics and to obtain fast domain wall even in the case of low
domain wall mobility. Under the special condition, the domain wall dynamics is characterized
by the constant velocity that does not depends on the amplitude of applied magnetic field. In
addition, it is possible to manipulate the domain wall dynamics in order to obtain negative domain
wall mobility. Such mobility can be controlled by frequency of applied field or by temperature
of measurement.

In the low-field range, the domain wall propagation is no more viscous. In turn, it is affected
by the local distribution of the defects and the domain wall propagation consists of intermittent
jump at various domain wall velocity. The local domain wall velocity is given by a local pinning
field. As a result, the average domain wall velocity on long scale is given by a power law. At
high temperatures, the pinning of the domain wall on local defect is weak and the domain wall
propagates in a rigid form. Local pinning increases at low temperatures changing the shape of
propagating domain wall into the flexible one. This leads to the variation of the power exponent.

The main parameter that influence the domain wall velocity is its mobility. It is given by
the reciprocal value of domain wall damping. In case of glass-coated microwires, the eddy-
current damping is negligible. Magnetic relaxation damping is also low due to a low anisotropy
and Gilbert damping of amorphous wires. Hence, the domain wall mobility in glass-coated
microwires is high and the domain wall is very fast.

In high-field region, the domain wall mobility increases by one order as a result of change of
the domain wall structure from transversal to vortex one. The energy of vortex domain wall is
higher than that of transversal one. Therefore, it appears at higher fields. Moreover, the vortex
domain wall does not create surface magnetic poles that hinders the domain wall propagation.
Hence it shows higher mobility. Finally, such domain wall are extremly fast (up to 18 km/s).

Three reasons responsible for fast domain walls in glass-coated microwires were recognized:
1) low anisotropy and Gilbert damping; 2) existence of the two perpendicular anisotropies; and
3) existence of radial domain structure below the surface of metallic nucleus that hinders the
domain wall pinning on surface defects.

Interaction of the domain wall with phonons generated due to magentostriction is sometimes
observed at high velocities that are comparable to the sound speed. Different interaction has
been observed that correspond to different elastic waves - longitudinal, transversal and Lambe’s
waves.

The main parameter that defines the domain wall velocity is anisotropy. The magnetoelastic
anisotropy is the most important in case of glass-coated amorphous microwires. Properly se-
lected thermal treatment leads to a decrease of magnetoelastic anisotropy that leads to the sharp
increase of domain wall damping and velocity.
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However, fast domain walls can be observed even in the case of highly anisotropic mi-
crowires. Application of transversal magnetic field (with respect to the wire’s axis) leads to a
compensation of axial anisotropy. This results in the incerase of the domain wall velocity even
though the domain wall mobility decreases. Finally, fast domain wall (9 km/s) is observed that
is almost independent on applied axial magnetic field.

Transversal anisotropy (that is neccessary to obtain fast domain wall) can even be induced by
thermal treatment in transversal magnetic field. Similar effect is obtained by current annealing
that introduces circular anisotropy.

Fast domain wall due to high domain wall mobility in amorphous microwires is paid by
its poor time and temperature stability. Solution can be found in application of nanocrystalline
structure for metallic core. Nanocrystalline materials are composite materials. They consist
of crystalline grains (of nanometer size) embedded in amorphous matrix. They combine high
structural stability of crystalline materials with low anisotropy of amorphous structure. As a
result, the domain wall velocity in nanocrystalline is relatively high (1 km/s), but its domain wall
mobility is almost temperature independent.

Glass-coated nanocrystalline FeCoMoB microwires are even better materials for fast and
stable domain wall dynamics. They are characterized by high magnetic moment, high Curie
temperature, low anisotropy and positive magnetostriction. This leads to even faster domain wall
(3 km/s). In addition, the domain wall dynamics at low field is temperature independent in a
wide range of temperatures from 80 to 450 K.

The strong dependence of the domain wall dynamics on external parameters can be employed
in the applications for construction of miniaturized sensors of magnetic field, position, tempera-
ture, mechanical stress, etc...

The most appropriate parameter to sense external parameters is the switching field. It can
easily be measured contactlessly by induction method. Moreover, two external parameters can
be simultaneously obtained from a single measurements: magnetic field and temperature (or
mechanical stress).

The switching field is given by the shape of the single domain wall potential that consists of
two contribution: 1) magnetoelastic one that arises from the interaction of magnetic moments
with the local stress distribution induced during the production; and 2) structural relaxation that
arises from the metastable structure of amorphous metallic nucleus of glass-coated microwires.

Two contributions to the domain wall potential lead to the two contributions to the switch-
ing field of the domain wall. Both contributions have different frequency dependence. At low
frequencies, the structural relaxation prevails, while magnetoelastic one is dominant at higher
frequencies (above 100 Hz).

In addition, both contributions to the switching field have different temperature and stress
dependence. Combination of their frequency, temperature and stress dependence leads to a mul-
tipurpose miniature sensing element. Its function is defined by the applied frequency of exitation
field. At low frequency, the microwire is very weakly temperature and stress dependent. At
medium frequency (200 - 300 Hz), the switching field is temperature dependent, but weak stress
dependence is observed. At higher frequencies (~ 1 kHz), the switching field is almost temper-
ature independent, but increases with applied stress linearly.

The stress and temperature dependence of the switching field can even be tailored by properly
selected thermal treatment. Annealing at high enough temperatures reduces the internal stresses
induced by microwire’s production. This leads to increase of switching field sensitivity to applied
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mechanical stress as well as to the stress introduced by glass as a result of different thermal
expansion coefficient of metallic nucleus and glass-coating.

The presented features of bistable glass-coated microwires can be employed in technical
applications to sense temperature, stress, magnetic field, electrical current, position, etc... The
dimensions of glass-coated microwires allow their embedding into many technical structures
without destroying their mechanical properties. However, the sensitivity of the switching field in
the technical region of temperatures (-50 to 150°C) or mechanical stresses (up to 10 MPa) must
be enhanced. Enhancement of the switching field dependence on temperature in the range from
20 to 50°C could lead to the possible applications of glass-coated microwires in biomedicine.
Glass-coating of amorphous microwires increases their biocompatibility. Moreover, easy, cheap
and efficient production process leads to very high added value of glass-coated microwires.

Amorphous nucleus of glass-coated microwires can be replaced by many other metallic struc-
tures like for example modern Heusler compositions [216,217]. Complex stress distribution
introduced by glass brings new effects also in these alloys. One of examples is the increase
of efficiency of magnetocaloric effect at low magnetic field in Heusler NiMnInCo glass-coated
microwire due to the presence of Hopkinson effect [218].
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