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Quantum memory channels represent a very general, yet simple and comprehensible model
for causal processes. As such they have attracted considerable research interest, mostly aimed
on their transfer capabilities and structure properties. Most notably it was shown that mem-
ory channels can be implemented via physically naturally motivated collision models. We
also define the concept of repeatable channels and show that only unital channels can be im-
plemented repeatably with pure memory channels. In the special case of qubit channels we
also show that every unital qubit channel has a repeatable implementation. We also briefly
explore the possibilities of stroboscopical simulation of channels and show that all random
unitary channels can be stroboscopically simulated. Particularly in qubit case, all indivisible
qubit channels are also random unitary, hence for qubit all indivisible channels can be stro-
boscopically simulated. Memory channels also naturally capture the framework of correlated
experiments. We develop methods to gather and interpret data obtained in such setting and
in detail examine the two qubit case. We also show that for control unitary interactions the
measured data will never contradict a simple unitary evolution. Thus no memory effects can
be spotted then.
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Introduction 277

1 Introduction

Any physical process can be viewed as some sort of communication between sender and re-
ceiver. Such information processing protocol is always affected by noise whose source is the
environment. The noise usually hinders us from acquiring certain information about the process
or message. It is thus crucial to identify the noise, and its consequences. When repeating some
experiment, the noise affecting each try is taken independently. This is usually justified by as-
suming that the environment is not significantly affected by the experiment. Such assumption
allows us to approach the noise in a systematic way. However in many real world applications
this assumption cannot be justified.

If the relaxation of environment is not perfect, the information from previous experiments
may still roam around inside the environment. This greatly hardens the evaluation of the exper-
iment, because repeated experiments cannot be treated independently anymore. The experiment
explicitly depends on the past experiments but naturally is still independent of the upcoming
experiments in future. Such scheme is called causal.

Quantum channels successfully describe independent experiments, whereas memory chan-
nels stand as model for the latter case when the experiments are affected by the history of the
experiment. The important structure of causality underlies, and defines the concept of memory
channels as stands proven in the paper of Werner and Kretschmann [38]. They show that every
causal process is a collision model. That is a repetition of simpler processes, e.g. the single
experiments, which share a common system, the environment. The environment serves then as
the memory, it “remembers” the actions of previous processes. Memory channels are a more
general concept for describing repeating processes and experiments as compared to quantum
(memoryless) channels, and may better reflect the reality inside the laboratories. Most of the
recent research was naturally aimed towards the information transfer capacity of certain classes
of memory channels (see references in the introduction to Chapter 4). Our aim was to investi-
gate the structural properties of quantum memory channels and analyze the possibilities of their
estimation. In memoryless setting the information leaked into environment is irrevocably lost,
whereas in memory setting, this leaked information can leak back in future experiments, thus is
in principle available to the experimenter. On the other hand, the experimenter can obtain less
information about the initial state of environment, since he has only one copy of it, as opposed
to the memoryless case, where he has in principle infinitely many copies of the environment.

The work is organized as follows. Chapters 2 and 3 establish the language and basic notions
of quantum information and estimation methods. Chapter 4 introduces the model of memory
channels . In Chapter 5 structural properties of memory channels are proposed and analyzed.
Chapter 6 develops estimating protocols for memory channels, and illustrates them on a simple
two dimensional example.
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2 Basics of quantum information

In this we will introduce the basic language of quantum information. All this can be found
in standard textbooks on this subject [45, 50] and [29, 49, 6] for more in depth mathematical
foundations. The notation and language will be mostly compatible with [29].

2.1 Notations and symbols

Definition of these symbols can be found in Appendix A.1.
H,Hi,H[a,b],M - Hilbert space of some system,
T (H) - set of trace class operators on Hilbert space H
L(H) - set of bounded operators on H
T ∗, T - some transformation in Schrödinger picture/ Heisenberg picture
A, B, M - a C∗-algebra

2.2 States and effects

A quantum mechanical experiment (see Figure 2.1) can be divided into three parts. Preparation,
evolution and measurement. In preparation stage we feed our experimental apparatus with some
set of (classical) parameters ~λ in order to produce some quantum mechanical state ρ. The same
set of these parameters will always produce the same quantum mechanical state of the system
ρ(~λ). In the sense that whenever we push the preparation button, a quantum state will be pro-
duced, independent of previous preparations and the ensemble of all states prepared with this
fixed preparation is described by ρ(λ). The evolution stage is to large extent arbitrary and can
be made a part of preparation or measurement, depending on our needs. For now we let the
evolution to be trivial, until the next section. At the end we decide which measurement to use
and read out the outcome O ∈ Ω, where Ω is the set of all possible outcomes. Since QM is a
statistical theory, it predicts only probabilities p(O|ρ). We have to repeat such experiment many
times to acquire relevant statistics.

A quantum state ρ is then associated with certain preparation procedure and an effect EO
will then attach to this state the probability of outcome O when we conduct the measurement

~λ

Preparation ρ Evolution E Measurement M

5
432

1

Fig. 2.1. General experimenting scheme. Experimenter sets with some knob parameters ~α of preparation
procedure which in turn specifies a quantum mechanical state ρ. The state is then optionally evolved
with evolution E and finally measured with measurement M with specific outcome, in this case 1. The
borders between preparation evolution and measurement can be laid almost arbitrarily, for the purpose of
description.
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EO(ρ) = p(O|ρ). The situation when a preparation procedure ρ was used and outcome O was
obtained is called an event.

Example 2.1 (Identity and zero effect). The identity effect I assigns probability 1 to every state
ρ, I(ρ) = 1. This describes a measurement with single outcome that will be always registered.
Similarly zero effect assigns zero probability to an event that never happens.

Suppose that we fix the measurement procedure but we alternate between two different prepa-
ration procedures randomly. This should also define a possibly different but valid preparation
procedure. We choose the first preparation procedure associated to state ρ1 with probability q and
the second procedure associated to state ρ2 with probability 1−q. The resulting preparation pro-
cedure will be associated with a convex mixture of the original preparations, ρ3 = qρ1+(1−q)ρ2.
The probability assigned to effect E by the preparation ρ3 has to be the convex mixture of prob-
abilities assigned by the single preparations,

E(qρ1 + (1− q)ρ2) = qE(ρ1) + (1− q)E(ρ2) (2.1)

for any effect E and arbitrary 0 ≤ q ≤ 1. To summarize:

• an effect is an affine mapping from the set of states to the interval [0, 1]

• the set of states is a convex set.

2.2.1 States

The set of states, in the Hilbert space formulation of QM, is described by positive trace class
operators of unit trace, also called density matrices

S(H) := {ρ ∈ T (H)|ρ ≥ O,Tr(ρ) = 1}, (2.2)

we identify the set of states in quantum mechanics with S(H). This is a convex set. Every state
from this set has a canonical decomposition

ρ =
∑
i

pi|ψi〉〈ψi|, (2.3)

where |ψi〉 are eigenvectors and
∑
i pi = 1.

A convex set has the property that whenever ρ1, ρ2 ∈ S(H) then also their convex linear
combination λρ1 + (1− λ)ρ2 for every λ ∈ (0, 1) is from this set. Every convex set is then fully
described by its extremal elements. Those are the elements for which no nontrivial decomposi-
tion into a convex combination of different elements is possible.

The extremal points of S(H) are the 1-dimensional projections |ψ〉〈ψ| also called the pure
states. Each 1D projection can be identified with a normalized vector in H, thus pure states
can be also viewed as vectors on H with unit norm up to global phase. Every other state is
then a mixed state. As can be seen from the canonical decomposition every state can be written
as convex combination of 1-dimensional orthogonal projections. This is however not the only
convex decomposition possible. In fact there are uncountably many other decompositions into
convex combination of non-orthogonal projections or some non extremal elements of the state
space which yield the same state.
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Remark 2.2 (Classical state). In classical statistical mechanics we describe the state space in
a similar fashion but with an added requirement that all physically relevant states have to be
diagonal.

In finite d-dimensional H the states of quantum system can be represented as positive, self-
adjoint d × d square matrices with unit trace. Self-adjoint matrices form a vector space over
real numbers. Given a basis in H as {|i〉}, there is a standard way how to construct basis in
LS(H) ⊃ S(H) called a traceless operator basis.

Example 2.3 (Self-adjoint operator basis). Operators τmn form a basis in LS(H), where

τmm =
1√

m(m+ 1)
(
m−1∑
k=0

|k〉〈k| −m|m〉〈m|), m ≥ 1 (2.4)

and for m = 0

τ00 =
1√
d

d−1∑
k=0

|k〉〈k|, (2.5)

and for m < n

τmn =
1√
2
(|m〉〈n|+ |n〉〈m|) (2.6)

τnm =
1√
2
i(−|m〉〈n|+ |n〉〈m|). (2.7)

One can check that τab = τ †ab, Tr(τab) = 0 ∀(a, b) 6= (0, 0) and that 〈τab|τcd〉HS = Tr(τabτcd) =
δacδbd. Every state ρ in S(H) can then be written as

ρ =
1√
d
(τ0 +

d2−1∑
a=1

raτa) (2.8)

where τ00 =: τ0 and τa are τij in some fixed order.

Example 2.4 (Qubit). The simplest nontrivial Hilbert space is of dimension 2. Let the basis of
this space be denoted by normalized orthogonal vectors |0〉, |1〉. The traceless operator basis then
is

τ00 =
1√
2

I τ01 =
1√
2
X τ10 =

1√
2
Y τ11 =

1√
2
Z (2.9)

where

X =
(

0 1
1 0

)
Y =

(
0 −i
i 0

)
Z =

(
1 0
0 −1

)
(2.10)

are the Pauli matrices. A state ρ is then expressed as 1√
2
(τ00 + r01τ01 + r10τ10 + r11τ11) or

more common as ρ = 1
2 (I + ~r~σ), where ~σ = (X,Y, Z) is the vector of Pauli matrices. In order

to ρ ≥ O we find out that ‖ ~r ‖ ≤ 1. The qubit state is defined by 3 parameters ri such that
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ρ

x

y

z

Fig. 2.2. States of qubit form a Bloch ball. Each point of this ball is a valid physical state from a 2-
dimensional Hilbert space.

∑
i riri ≤ 1. The set of all qubit states thus forms a ball better known as Bloch ball where each

state is specified by a vector lying within this unit ball called a Bloch vector, see Figure 2.2. Pure
states are the states for which ‖ ~r ‖ = 1 and lie on the surface of the ball. Two pure states are
orthogonal if the Hilbert-Schmidt product of their density matrices is zero. Let ρ1 = 1

2 (I + ~r~σ)
and ρ2 = 1

2 (I + ~s~σ).

〈ρ1|ρ2〉HS = Tr(ρ1ρ2) =
1
2
(1 +

∑
ij

risjTr(σiσj)) =
1
2
(1 + ~r~s), (2.11)

therefore two pure states are orthogonal if their Bloch vectors are antipodal ~r = −~s.

Definition 2.5 (von Neumann entropy). The von Neumann entropy S(ρ) of a state ρ ∈ S(H) is
given by following

S(ρ) := −Tr(ρ log ρ) = −
∑
k

pk log pk, (2.12)

where pk are the nonzero eigenvalues of ρ.

It is the quantum analog of the classical Shannon entropy. The von Neumann entropy has
following important properties:

• S is a concave function on the set of states, i.e. S(qρ1+(1−q)ρ2) ≥ qS(ρ1)+(1−q)S(ρ2);

• S is invariant under unitary conjugation S(UρU†) = S(ρ);

• S(ρ) = 0 iff ρ is a pure state.

A unique state ρM which maximizes the von Neumann entropy is called a maximally mixed state.
Such state is proportional to identity ρM = 1

d I and the von Neumann entropy of such state is

S(ρM ) = −
d−1∑
k=0

1
d

log
1
d

= log d, (2.13)
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where d is the dimension of underlying Hilbert space.
Pure states have an additional structure called the superposition. Having two pure states |ψ〉

and |φ〉 we can form another pure state |θ〉 = α|ψ〉+ β|φ〉 which is called a superposition of |ψ〉
and |φ〉. Such combination of pure states is not allowed in classical mechanics and gives rise to
many quantum phenomena.

2.3 Effects

When we defined the state space in previous subsection we also made a step toward defining
the effects. From the beginning of this section we know that an effect is a linear mapping from
S(H) to the interval [0, 1]. Thus an effect is a linear functional on S(H) which by linearity can
be spread over the whole T (H). The dual space of T (H) is L(H) and that is the native space of
effects. So every effect can be associated with an operator E ∈ L(H) such that

E(ρ) = Tr(Eρ), (2.14)

where I ≥ E ≥ O in order to obtain a valid probability from interval [0, 1]. Let denote the set of
effects by E(H).

Example 2.6 (Qubit effects). Since effects are positive operators we can expand them in the
traceless operator basis, thus every qubit effect can be written as

E = (Iα+ ~a~σ). (2.15)

Eigenvalues of this operator are λ± = α ± ‖ a ‖ therefore E is an effect if and only if λ− ≥ 0
and λ+ ≤ 1. Notice that this also implies ‖ a ‖ ≤ 1.

2.3.1 Observables

Each measurement device can have n possible different outcomes. Each outcome is represented
by an effect Ej such that the probability of outcome j when ρ ∈ S(H) was prepared is Tr(Ejρ).
Formally let Ω be a nonempty set of outcomes. A σ-algebra on Ω is a collection F of subsets of
Ω such that

• ∅ ∈ F and Ω ∈ F

• if X ∈ F then Ω rX ∈ F

• if X1, X2, . . . ∈ F then
⋃
iXi ∈ F .

F represents all possible questions “Was the observed outcome in this subset of possible out-
comes? ”.

Definition 2.7 (POVM). A positive operator valued measure is a mapping A : F 7→ E(H) such
that

• A(∅) = O

• A(Ω) = I
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• A(
⋃
iXi) =

∑
iA(Xi) for any set Xi of disjoint sets in F .

A POVM is thus a prescription which assigns to every possible set of outcomes appropriate
effect. However for all practical purposes in this work it is enough to think of POVM as a
direct outcome - effect assignment. In this sense Ω is just the set of possible outcomes. Hence
since A(Ω) = I also

∑n
i=1Ei = I for a measurement where every outcome is registered. An

observable is then simply a POVM. In some courses of quantum mechanics observables are
commonly defined as self-adjoint operators. Those are then the POVMs with all effects being
orthogonal projections. They are sometimes referred to as projection valued measures, PVMs or
sharp measurements. To every PVM A we can uniquely assign a self-adjoin operator. Let Ω be
the set of all outcomes and let Xi ∈ F correspond to individual outcomes. Then

OA :=
∑
i

aiA(Xi), (2.16)

where ai are the values assigned to each outcome.

2.3.2 Bipartite systems

So far we have considered only one system in Hilbert space with arbitrary dimension. Let us
have two independent quantum systems A and B in separate Hilbert spacesA and B. The Hilbert
space of composite system A+B is then obtained by tensor product A⊗B. If the state of system
A is ρA and of the system B, ρB, the joint system is then again obtained by tensor product
ωAB = ρA ⊗ ρB. We call such states factorized. Similarly for effects. If we have an effect EA
andEB assigned to outcomesOA, OB the composite effect onA⊗B isEA⊗EB. The probability
assigned to EA ⊗ EB should respect the independent nature of the events p(OA, OB |ρA, ρB) =
p(OA|ρA)p(OB |ρB) and this is true:

p(OA, OB |ρA, ρB) = Tr[(EA ⊗ EB)(ρA ⊗ ρB)] = Tr(EAρA)Tr(EBρB)
= p(OA|ρA)p(OB |ρB). (2.17)

However with the structure of the tensor product we have also introduced a state space which
is by far larger than a state space of factorized density matrices. Not every density matrix in
A ⊗ B is of the aforementioned form. States which cannot by written in this form describe
correlated systems. If the state can be written as convex combination of factorized states, then it
is called separable. Finally states which are not separable or factorized are called entangled and
describe systems with quantum correlations Pure states can be only entangled or factorized.

We have thus a way how to describe joint systems, however we have to find a way how to
describe single systems which are part of a larger system. If a state is not factorized the legitimate
question is then what are the local states of respective subsystems?

Given that we have some ωAB ∈ S(A⊗ B) which is not factorized we denote ωA and ωB
the local states of respective subsystems. We require that any measurement outcome probabil-
ity obtained only on one of the subsystems has to be recovered by the density matrix of the
subsystem:

Tr[ωAB(EA ⊗ I)] = Tr(ωAEA) ∀EA. (2.18)
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The state ωA is called a partial trace of ωAB over system B and is denoted by

ωA = TrBωAB =
∑
i

〈i|BωAB |i〉B (2.19)

with some basis in B, {|i〉B}.
Let the basis of A ⊗ B be {|i〉A ⊗ |j〉B} where {|i〉A/B}, are bases of respective subspaces

and let the state ωAB have an expansion in this basis

ωAB =
∑
klmn

ωkl,mn|k〉A〈l| ⊗ |m〉B〈n|, (2.20)

then the density matrix ωA is∑
i

〈i|BωAB |i〉B =
∑
iklmn

ωkl,mn|k〉A〈l| ⊗ 〈i|m〉B〈n|i〉

=
∑
ikl

ωkl,ii|k〉A〈l|. (2.21)

Example 2.8 (Schmidt form). Let us have a pure state |ψ〉 in S(H⊗H) with a basis in (both)
H: {|i〉}, such that |ψ〉 =

∑
j

√
p
j
|jj〉. Let us denote the partial trace over the first and second

subsystem Tr1 and Tr2 respectively. The density matrix of |ψ〉 is

|ψ〉〈ψ| =
∑
ij

√
pipj |ii〉〈jj|, (2.22)

and the local density matrix of both subsystems is

Tr1(|ψ〉〈ψ|) =
∑
i

pi|i〉〈i| = Tr2(|ψ〉〈ψ|). (2.23)

Every pure state in A⊗ B (where A doesn’t have to be equal to B) can be written for a suitably
chosen basis in A and B {|i〉A/B} as (2.22) and the density matrices of subsystems are diagonal
in these bases.

The entropy of a pure state is zero. However if this state is bipartite, the entropy of its separate
parts needs not be zero if the composite state is not factorized. Thus the information inside
the local states is not allways enough to describe the whole information of the bipartite state.
Because in the description of individual local states we cannot include the bipartite correlations
which might be present. Mathematically we say that the von Neumann entropy is subadditive:

S(ωAB) ≤ S(ρA) + S(ρB), (2.24)

end the equality arises only when systems A and B are not correlated.

2.4 Evolution

In quantum mechanics we have learned that Schrödinger equation governs the time evolution of
a quantum state

i~
∂

∂t
|ψ〉 = H|ψ〉, (2.25)
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where H is a self-adjoint operator, hamiltonian. If this hamiltonian is time independent we can
give a formal solution of (2.25)

|ψ(t)〉 = eiHt/~|ψ〉 =: U(t)|ψ〉, (2.26)

where U(t) is some unitary operator for any time t. For a density matrix ρ ∈ S(H) this yields
unitary conjugation ρt = U(t)ρU†(t), where U(0) = I and ρ0 = ρ. Evolution of states forward
in time is called the Schrödinger picture of quantum mechanics. Alternatively we can look on the
evolution of observables: B0 = U†(t)BtU(t) what is called the Heisenberg picture. A map in
Schrödinger picture T ∗ (with an asteriks) such that T ∗(ρ0) = ρt will have a Heisenberg picture
equivalent T (without asteriks) connected via identity

Tr[ρtBt] = Tr[T ∗(ρ0)Bt] =: Tr[ρ0T (Bt)] = Tr[ρ0B0], (2.27)

for any bounded observable Bt and any state ρ0. As can be seen, the evolution in Heisenberg
picture goes against the flow of time in Schrödinger picture because the map T transforms ob-
servable B from the output space of T ∗ to its input space. Both pictures are equivalent, however
some times it is more insightful to use Heisenberg picture, mostly when infinite dimensional
systems are considered and sometimes the Schrödinger picture is more intuitive. Another asym-
metry which favors the Heisenberg picture is that the states in big Hilbert spaces are hard to
describe in terms of localization. This is in general also true for observables, however physically
for us it usually makes sense to think about measurements and measurement apparatuses which
are precisely localized, and physically feasible to construct. It seems that nonlocal states are far
more easily produced than nonlocal measurements. In this work we will use both pictures at our
advantage.

If we have our state space defined as S(H) then possibly every map T ∗ : S(H) 7→ S(H)
could be a valid evolution. Such evolution should have thus following properties

• linearity; T ∗(ρ1 + λρ2) = T ∗(ρ1) + λT ∗(ρ2)

• trace preserving; Tr[T ∗(ρ)] = Trρ

• positive; T ∗(ρ) ≥ O.

This turns out to be not enough. Let’s say we have a map T ∗ which is positive. This guaran-
tees that T ∗(ρ) ≥ O for every positive ρ ∈ H. This does not guarantee us that IK ⊗ T ∗(ω) ≥ O
for every ω ∈ K ⊗ H where K is a Hilbert space with arbitrary dimension and IK is a trivial
(identical) evolution in this space.

Maps that satisfy this condition IK ⊗ T ∗(ω) for arbitrary K are called completely positive.
Due to linearity the action can be shifted from the state space S(H) to the trace class operators
T (H).

Definition 2.9 (Channel). A linear trace preserving mapping in Schrödinger picture T ∗ : T (A) 7→
T (B) which is at the same time completely positive is called a channel.

In Heisenberg picture the trace preserving condition translates to unitality on observables.
We call a mapping T unital if it preserves the identity operator: T (I) = I.

Definition 2.10 (Channel). A linear unital mapping in Heisenberg picture T : L(B) 7→ L(A)
which is at the same time completely positive is called a channel.
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In previous lines we have adopted convention that states entering some evolution (inputs)
live in Hilbert space A and states which are produced after the evolution (outputs) live in Hilbert
spaceB. The Hilbert spacesA andB can be different, but unless explicitly stated we will consider
them as isomorphic. However we will still maintain the distinction in naming the input Hilbert
space as A and the output space B for better readability. Note that Heisenberg picture describes
the evolution against the flow of time from observables on outputs in B to observables on inputs
in A.

To show that not every positive map is also completely positive see the next example.

Example 2.11 (Positive but not completely positive). Let us have a linear qubit mapE : S(H) 7→
S(H) defined on (not normed) traceless operator basis:

E(I) = I E(X) = X E(Y ) = Y E(Z) = O. (2.28)

This map projects the states in Bloch ball onto its xy-plane and thus is positive. Lets take a
bipartite pure state |ψ〉 = 1√

2
(|01〉+ |10〉) whose density matrix is

|ψ〉〈ψ| =


0 0 0 0
0 1

2
1
2 0

0 1
2

1
2 0

0 0 0 0

 =
1
4
(I +X ⊗X + Y ⊗ Y − Z ⊗ Z). (2.29)

Then

I ⊗ E(|ψ〉〈ψ|) =
1
4
(I +X ⊗X + Y ⊗ Y ) =


1
4 0 0 0
0 1

4
1
2 0

0 1
2

1
4 0

0 0 0 1
4

 . (2.30)

However this is not positive because the operator on the right hand side of (2.30) has negative
eigenvalues.

We do not know whether all channels are actually physical. Schrödinger equation gives us
only unitary evolution on single system, however the structure of state space does not put such
hard constraints on evolution. Stinespring’s key result [64] tells us that every completely positive
linear map T ∗ can be thought of as a unitary evolution on a larger Hilbert space. Hence channels
will become the natural language for the evolution of open quantum systems.

Theorem 2.12 (Stinespring’s dilation theorem). Let B be a unital C∗-algebra and let T : B 7→
L(A) be a completely positive unital map. Then there exists a Hilbert space K, a unital †-
homomorphism2 π : B 7→ L(K) and an isometry V : A 7→ K such that

T (b) = V †π(b)V. (2.31)

for all b ∈ B. The triple (π, V,K) is called Stinespring representation of channel T . If the closed
linear span of π(B)VA equals K then such representation is called minimal.

2π(b†) = π(b)†
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The Stinespring’s dilation theorem is very powerful and does not even require separability of
Hilbert space.

For finite d-dimensional B where we identify L(B) with B we get that K = M⊗ B, for
some finite dimensional Hilbert space M, isometry V can be written as V = U |0〉 where U is
unitary3, |0〉 is some pure state in M and the mapping π(b) will become π(b) = IM ⊗ b so that

Tr[ρT (b)] = Tr[(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)U ]
= Tr[U(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)] = Tr[T ∗(ρ)b]. (2.32)

In Schrödinger picture this has a nice interpretation. Any channel T ∗ : T (A) 7→ T (B) can be
realized as a composition of three maps:

1. take input state ρ and attach to it a pure state of some environmentM: |0〉, to get |0〉〈0|⊗ρ;

2. let the composite system evolve with unitary interaction U , U(|0〉〈0| ⊗ ρ)U†;

3. trace out the environmental degrees of freedom to obtain the output, T ∗(ρ) = TrM[U(|0〉〈0|⊗
ρ)U†].

The last step can can be seen from

Tr[T ∗(ρ)b] = Tr[U(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)]

=
∑
iµ

〈µi|U(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)|µi〉

= Tr[TrM
(
U(|0〉〈0| ⊗ ρ)U†

)
b], (2.33)

for some basis {|µ〉} in M and {|i〉} in B, hence

T ∗(ρ) = TrM[U(|0〉〈0| ⊗ ρ)U†]. (2.34)

Remark 2.13 (Kraus representation). The unitary U : M⊗A 7→M⊗B can be written as

U = |i〉〈j| ⊗Aij , (2.35)

where Aij are some linear operators Aij : A 7→ B. Then

TrM[U(|0〉〈0| ⊗ ρ)U†] =
∑
i

〈i|(U(|0〉〈0| ⊗ ρ)U†)|i〉

=
∑
iklmn

〈i|k〉〈l|0〉〈0|m〉〈n|i〉AklρA†nm

=
∑
i

Ai0ρA
†
i0 = T ∗(ρ). (2.36)

This is the so called Kraus representation of a channel T ∗ : T (A) 7→ T (B) with Kraus operators
Ak := Ak0. This way we can completely remove the explicit environment from the description

3In case A and B were not isomorphic U would remain an isometry.
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of channel and instead use only the set of Kraus operators {Ak} which has to satisfy the trace
preserving condition of channel

Tr[ρ] = Tr[T ∗(ρ)] = Tr[
∑
k

AkρA
†
k] ⇒

∑
k

A†kAk = IA ∀ρ ∈ S(A). (2.37)

In Heisenberg picture we get T : L(B) 7→ L(A) through the duality relation
∑
k Tr[AkρA

†
kb] =∑

k Tr[ρA†kbAk]:

T (b) =
∑
k

A†kbAk, (2.38)

where we see that the trace preserving condition transforms to unitality∑
k

A†kIBAk = IA. (2.39)

The Kraus operators are not unique. As can be seen from the Stinespring’s representation the
unitary U can be replaced by (w ⊗ I)U with an arbitrary unitary w : M 7→M,

Tr[(w ⊗ I)U(|0〉〈0| ⊗ ρ)U†(w† ⊗ I)(IM ⊗ b)]
= Tr[(w† ⊗ I)(w ⊗ I)U(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)]
= Tr[U(|0〉〈0| ⊗ ρ)U†(IM ⊗ b)]. (2.40)

This freedom translates to freedom on Kraus operators:

Âk =
∑
i

wkiAi. (2.41)

The new Kraus operators Âk form the same channel as operators Ak. It was shown by Kraus
[37, 36] that any channel T ∗ : T (A) 7→ T (B) can have a Kraus representation with number of
Kraus operators n such that n ≤ d2 where d = max

(
dim(A),dim(B)

)
.

Remark 2.14 (Uniqueness of minimal Stinespring dilation). Steinspring’s representation is not
unique. However it can be shown that minimal Stinespring’s representation is unique up to
isometry in the following sense. Let us have two different Stinespring’s representations of the
same channel T , (π, V,K) and (π1, V1,K1),

T (b) = V †π(b)V = V †1 π1(b)V1. (2.42)

Assume that the first representation is minimal. Then we can conclude that dimK ≤ dimK1

and there exists a well defined isometry W : K 7→ K1 with prescription

W (π(b)V ψ) := π1(b)V1ψ, (2.43)

for all b ∈ B and ψ ∈ A. By setting b = I we get

WV = V1, (2.44)

and the intertwining relation

Wπ = π1W (2.45)

as a bonus.
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Definition 2.15 (Choi-Jamiolkowski operator). Let us have a channel T ∗ on d-dimensional
Hilbert spaceH with some basis {|i〉}. We call the operator χ(T ∗) =

∑d−1
i,j=0 |i〉〈j|⊗T ∗(|i〉〈j|)

the Choi-Jamiolkowski operator of the channel T ∗.

Note that

Tr2[χ(T ∗)] =
d−1∑
i,j=0

|i〉〈j|Tr[T ∗(|i〉〈j|)], (2.46)

due to the trace preserving quality of T ∗ we get

d−1∑
i,j=0

|i〉〈j|Tr[T ∗(|i〉〈j|)] =
d−1∑
i,j=0

|i〉〈j|δij

=
d−1∑
i=0

|i〉〈i| = I, (2.47)

where by Tr2 we denote the partial trace over the second subsystem. Since T ∗ is completely
positive, the Choi-Jamiolkowski operator is positive4. The virtue of Choi-Jamiolkowski operator
is that it is unique, what makes it a good representation for optimization in the space of quan-
tum channels. Moreover, the relation is isomorphic, meaning that every positive operator χ in
L(H⊗H) whose partial trace over one subsystem is Tr2χ = I is a Choi-Jamiolkowski operator
of some channel.

A channel is a linear map acting on a real vector space of self-adjoint operators. Lets de-
note by {τj} the traceless operator basis. We can view a channel as an affine mapping on the
generalized Bloch vector ~r from equation (2.8),

~r 7→ ~a+ Â~r, (2.48)

with some vector ~a and operator Â. It can be further encapsulated in one operator(
1
~r

)
7→

(
1 0
~a Â

) (
1
~r

)
. (2.49)

Let

A =
(

1 0
~a Â

)
, (2.50)

then

Aij = Tr[τiT ∗(τj)]. (2.51)

For unitary channels A is from special orthonormal group, ATA = I,det(A) = 1 and ~a = 0
because of unitality.

4The operator
P

ij |i〉〈j| ⊗ |i〉〈j| is positive, and remains positive whenever completely positive mapping acts on its
subparts.
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Example 2.16 (Contraction to a line). Let us have a qubit channel E∗ : T (A) 7→ T (B) defined
on the operator basis

E∗(I) = I E∗(X) = X E∗(Y ) = O E∗(Z) = O. (2.52)

The vector representation is by far the easiest to acquire, let τ = 1/
√

2(I, X, Y, Z), then

Aij = Tr[τiE∗(τj)] ⇒

A =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 . (2.53)

The Choi-Jamiolkowski operator is also quite straightforward. Knowing that
1∑

i,j=0

|i〉〈j| ⊗ |i〉〈j| = 1
2
(I⊗ I +X ⊗X − Y ⊗ Y + Z ⊗ Z), (2.54)

we get

χ(E∗) =
1
2
(I⊗ I +X ⊗X)

=
1
2


1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

 . (2.55)

To get the Kraus representation is a bit more involving. Expanding the Kraus operators in oper-
ator basis

Ak =
∑
a

akaτa, (2.56)

we get

E∗(ρ) =
∑
k

3∑
a,b=0

akaakbτaρτb

=
3∑

a,b=0

xabτaρτb. (2.57)

where xab =
∑
k akaakb. Then observe

χ(E∗) =
∑
k

3∑
a,b=0

akaakb

1∑
i,j=0

|i〉〈j| ⊗ (τa|i〉〈j|τb)

=
3∑

a,b=0

xab

1∑
i,j=0

|i〉〈j| ⊗ (τa|i〉〈j|τb)

=
3∑

a,b=0

xab|ψa〉〈ψb|, (2.58)
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where |ψa〉 =
∑1
i=0 |i〉 ⊗ τa|i〉 are orthonormal vectors. The matrix x is the Choi-Jamiolkowski

operator of channel E∗ in basis {|ψa〉}, therefore it is positive and diagonalizable, thus we can
write

xab =
3∑
k=0

UakλkUbk (2.59)

where λk are eigenvalues of χ(E∗), and

E∗(ρ) =
3∑

a,b=0

xabτaρτb =
3∑

k,a,b=0

λkUakτaρUbkτb. (2.60)

We then get

Ak =
3∑
a=0

√
λkUakτa. (2.61)

For channel E∗ we obtain xab from the Choi-Jamiolkowski operator, xab = 〈ψa|χ(E∗)ψb〉:

x =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 . (2.62)

Since this is already diagonal with only one nonzero eigenvalue 1 with multiplicity 2, we know
that Kraus operators will be first two members of operator basis:

E∗(ρ) = τ0ρτ0 + τ1ρτ1 =
1
2
(ρ+XρX). (2.63)

Now we can write the Stinespring dilation of this channel. We have only two Kraus operators,
thus a qubit Hilbert space M is sufficient. The isometry V will then be

V =
(
τ0
τ1

)
E∗(ρ) = Tr2[V ρV †] (2.64)

It can be checked that this dilation is minimal. This is not very surprising since the environmental
overhead is the smallest nontrivial Hilbert space of dimension 2. To this V many unitaries can
be formed with different |O〉 such that

U |O〉 = V. (2.65)

One such interesting unitary interaction is Ucnot together with |O〉 = 1/
√

2(|0〉+ |1〉) where

Ucnot = |0〉〈0| ⊗ I + |1〉〈1| ⊗X

=


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (2.66)
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Remark 2.17. If the state of environment in some (not only minimal) unitary Stinespring dilation
of channel T ∗ : T (A) 7→ T (B) is complete mixture, then the channel T ∗ is unital. Let T ∗(ρ) :=
TrM

(
U(1/dMIM ⊗ ρ)U†

)
for some unitary U : M⊗A 7→ M⊗ B, where dM = dimM.

Then T ∗(IA) = 1/dMTrM
(
U(IM ⊗ IA)U†

)
= 1/dMTrM(IM ⊗ IA) = IA.

Definition 2.18 (Contractive map). A map T ∗ is called contractive if

‖ T ∗(ρ1 − ρ2) ‖tr ≤ k‖ ρ1 − ρ2 ‖tr, (2.67)

for some k < 1. If this inequality holds only for k ≤ 1, then the map is non-expansive.

Every channel is non-expansive, but not all channels are contractive. Due to Banach fixed
point theorem, contractive channels have exactly one unique fixed point.

An important norm can be defined on the set of all linear maps.

Definition 2.19 (Norm of complete boundedness). Let us have a linear mapping T : L(B) 7→
L(A). The norm of complete boundedness, or the cb-norm is then defined as

‖ T ‖cb = max
G

‖ (IH ⊗ T )(G) ‖∞
‖ G ‖∞

, (2.68)

where G ∈ L(H⊗A) for arbitrary H in Heisenberg picture and similar diamond norm

‖ T ∗ ‖� = max
ρ

‖ (IH ⊗ T ∗)(ρ) ‖tr
‖ ρ ‖tr

, (2.69)

where ρ ∈ T (H⊗A) for arbitrary H in Schrödinger picture.

The cb-norm can be also defined as the largest difference between the overall probabilities
in two statistical quantum experiments differing only by one use of T . These experiments may
involve entangling the systems on which the channels act with arbitrary further systems.

2.5 Measurement

Untill now we have considered only measurement as an observable which maps states to prob-
ability distributions on measurement outcomes. We might be interested in the state after the
measurement has occurred. For this we will need the notions of a measurement model and in-
struments. These ideas were first formalized by Ozawa [47, 46]. A comprehensive reference on
quantum measurements is the monograph by Busch et al [10]. A measurement of some quantum
system can be realized by coupling the system to some other quantum system, called a probe,
interaction and then measurement of the probe.

Definition 2.20 (Measurement model). Let A : F 7→ E(H) be an observable (POVM) on our
system of concern. A measurement model M is a quadruple M = (K, ρ1, V

∗, F ), where

• K is a Hilbert space of the probe.

• ρ1 is the initial state of the probe.

• V ∗ is a channel, V ∗ : T (H⊗K) 7→ T (H⊗K), which describes the measurement inter-
action between the probe and the system.



Basics of quantum information 293

• F is an observable of the probe with the outcome space (Ω,F) taking values in E(K). We
call it the pointer observable describing the measurement of probe.

If the following probability reducibility condition holds, thenM is a measurement model (memo)
for the observable A:

Tr[ρA(X)] = Tr[V ∗
(
ρ⊗ ρ1

)(
I⊗ F (X)

)
] ∀X ∈ F , ρ ∈ S(H). (2.70)

We could have just measured the system itself, without attaching the probe, however this is
usually how the measurements work in reality. A direct measurement of a particle often com-
pletely destroys the particle, e.g. photon absorption.

A measurement model also defines the state of system after measurement. Let us have a
measurement model M = (K, ρ1, V

∗, F ) which defines an observable A with outcome space
(Ω,F). The state of system after measuring event X ∈ F is

ρ̃X =
1

Tr(V ∗(ρ⊗ ρ1)I⊗ F (X))
TrK(V ∗(ρ⊗ ρ1)I⊗ F (X)). (2.71)

We call the ρ̃X a conditional output state. We can introduce an operation

IMX (ρ) = TrK(V ∗(ρ⊗ ρ1)I⊗ F (X)), (2.72)

and the conditional output state is

ρ̃X =
1

Tr(IMX (ρ))
IMX (ρ). (2.73)

The mapping IMX has following properties

(C1) for each X ∈ F , IMX is linear, completely positive and trace non-increasing

(C2) Tr(IMΩ (ρ)) = 1 and IM∅ (ρ) = O for all ρ ∈ S(H)

(C3) If {Xj} is a sequence of mutually disjoint sets, then

Tr(IM∪jXj
) =

∑
j

Tr(IMXj
).

These properties can be abstracted and lead to following definition.

Definition 2.21 (Instrument). A mapping I from outcome space (Ω,F) to the set of trace non-
increasing CP-maps on H is called an instrument if it satisfies the properties (C1)-(C3).

We see that every measurement model M defines an instrument IM and we say that IM is
instrument induced byM . Furthermore, due to Ozawa’s theorem [47], for every instrument there
exists a corresponding measurement model.



294 Quantum channels with memory

3 Process estimation

In this short chapter we will introduce some tools for interpreting the data obtained from quan-
tum mechanical experiments. We will start by inverting the statistics to assess the preparation
procedure, i.e. the state estimation. Then we will extend this notion to process estimation. The
estimation of processes is essentially the same as estimation of states since every completely
positive map can be via Choi-Jamiolkowski isomorphism connected with appropriate (unnor-
malized) state on a larger Hilbert space. Thus the estimation of quantum process can be viewed
as estimation of its Choi-Jamiolkowski state. Since the statistics obtained in experiments are fi-
nite, we don’t have exact probabilities, the inverted map is not necessarily completely positive. If
we consider this just to be the effect of finite statistics we can use Bayesian approach and search
for a channel with highest likelihood in the set of all channels. This will naturally yield a valid
physical map. In reality this is a hard problem of finding global maximum/minimum and has to
be solved numerically, with all disadvantages of this approach. It is important that all these ap-
proaches assume to have in principle infinitely many independent copies of the state or process.
For more information and references about estimations see Ref. [48].

3.1 State estimation

Assume that we have an experimental setup capable of preparing some unknown state ρ ∈ S(H).
To reconstruct the density matrix of this state we need to measure some observable A to get
probability distribution over all effects of the observable. Let Ek correspond to primitive effects
of the observable A. Then we try to measure the probabilities p(ρ)k = Tr(ρEk) by counting
the events when particular outcome has occurred. If we want to completely determine the state
ρ we need to have a one to one correspondence between the state and the measured probability
distribution. This leads to a notion of an informationally complete observable introduced by
Prugovečki [55]

Definition 3.1 (Informationally complete observable). ObservableA is informationally complete
if

ΦA(ρ1) = ΦA(ρ2) ⇒ ρ1 = ρ2, (3.1)

where ΦA(ρ) is probability distribution over outcomes of observable A for state ρ.

Informational completeness assures us that whenever we measure some particular probability
distribution, then this probability distribution corresponds to a unique state. In such case we are
able to invert the probabilities to obtain ρ. Suppose A is informationally complete. Every effect
can be expanded in the traceless operator basis

Ek =
∑
j

Qkjτj (3.2)

and so can be the state ρ

ρ =
∑
j

rjτj . (3.3)
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The probability pk is then

p(ρ)k = Tr(ρEk) =
∑
jl

QkjrlTr(τlτj) =
∑
l

Qklrl, (3.4)

where we used the orthonormality of the traceless operator basis. This can be written in matrix
form as ~p(ρ) = Q.~r. To reconstruct the state we make a left inversion

Q−1~p(ρ) = ~r. (3.5)

The condition of informational completeness ensures that Q is left invertible.

Example 3.2 (S-G along three axes). A common measurement is a Stern Gerlach measurement
along some axis, lets say z-axis. In ideal case this is a PVM with two outcomes with effects
being the density matrices of eigenstates of Pauli matrix Z:

Ez+ = |0〉〈0| =
(

1 0
0 0

)
, Ez− = |1〉〈1| =

(
0 0
0 1

)
. (3.6)

This is not an informationally complete observable. For example the eigenstates of X , |x+〉 =
1/
√

2(|0〉+|1〉) and |x−〉 = 1/
√

2(|0〉−|1〉) yield equal probability distributions overEz+, Ez−,
pz+(x+) = pz+(x−) = pz−(x+) = pz−(x−) = 1/2. We can add two S-G measurements
along remaining orthogonal axes to get an informationally complete observable. The added
effects are

Ex+ = |x+〉〈x+ | = 1
2

(
1 1
1 1

)
, Ex− = |x−〉〈x− | = 1

2

(
1 −1
−1 1

)
, (3.7)

along the x-axis and

Ey+ = |y+〉〈y + | = 1
2

(
1 −i
i 1

)
, Ey− = |y−〉〈y − | = 1

2

(
0 i
−i 1

)
, (3.8)

along the y axis. We have to normalize the effects when combining more measurements into one
observable. Let us use the qubit traceless operator basis from (2.9) {τ0, τ1, τ2, τ3}. The matrix
Q is then

Q =
1

3
√

2


1 1 0 0
1 −1 0 0
1 0 1 0
1 0 −1 0
1 0 0 1
1 0 0 −1

 , (3.9)

where we assume the order

~p = (px+, px−, py+, py−, pz+, pz−)T . (3.10)

This observable is in fact informationally overcomplete and we need any four linearly indepen-
dent rows from the matrix. This is a bit inconvenient since in real application various rows will
give slightly different results, depending on the size of your statistics.
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The class of informationally complete observables is broad. Some observables might be
better then others simply because they use less outcomes. Minimal informationally complete
observables are those which use the smallest outcome space. In d-dimensional Hilbert space, the
smallest informationally complete observable has d2 outcomes - the dimension of the operator
space. From the set of all minimal informationally complete observables we may select a special
class of symmetric informationally complete observables.

Definition 3.3 (SIC observable). An observableA on Hilbert spaceH is symmetric information-
ally complete (SIC) if:

1. A is minimal, ie. has d2 outcomes k ∈ (1, 2, . . . d2);

2. each effect Ek is a rank-1 operator;

3. Tr(Ek) = α, where α is constant for all k;

4. Tr(EkEl) = β, where β is constant for all k 6= l.

SIC observables are interesting for the high symmetry and efficiency in estimation protocols.
It is not known whether there exists a SIC observable in every finite dimensional Hilbert space.
Numerical studies have shown that there are SIC observables in all dimensions up to 67 [63].
The constants α and β are fixed by the dimension of Hilbert space H: α = 1/d and β =
1/(d2(d+ 1)).

Example 3.4 (SIC qubit observable). The most efficient qubit observable needs at least four
effects, three of them are independent, for three independent parameters characterizing the qubit
state. The effects have trace TrEk = 1/2 and have rank 1, thus they can be parametrized as
Ek = 1

4 (I + ~rk~σ). The second condition Tr(EkEl) = 1/12 gives

1
12

= Tr(EkEl) =
1
8
(1 + ~rk~rl) ⇒ ~rk~rl = −1

3
. (3.11)

As a result vectors ~rk point into corners of a tetrahedron. One possible choice can be

~r1 = 1√
3
(1, 1, 1) ~r2 = 1√

3
(1,−1,−1)

~r3 = 1√
3
(−1, 1,−1) ~r4 = 1√

3
(−1,−1, 1), (3.12)

and the matrix Q from (3.2) is Qkj = ~rkj .

Sometimes we don’t need to fully estimate a state, but instead just test a discrete set of
alternatives. For example we have a state ρ which is known to be either ρ1 or ρ2. The problem is
to answer which of these two it is. If we have only single copy of this state, we can either decide
for a strategy where the probability of a wrong identification will be minimal or the probability
of wrong identification will be zero, but the probability of inconclusive outcome will be greater
than zero. The former strategy is called minimal error discrimination and the latter unambiguous
discrimination.

In minimal error discrimination strategy the probability of error is proportional to the trace
norm of operator ρ1 − ρ2 (see cf. chapter 3 in [29])

perror =
1
2
(1− 1

2
‖ ρ1 − ρ2 ‖tr), (3.13)
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where

1
2
‖ ρ1 − ρ2 ‖tr =: D(ρ1, ρ2) (3.14)

is the trace distance between two states. Trace distance has a clear operational meaning. The
larger the trace distance is, the smaller the probability of error becomes and hence the easier it is
to discriminate between the two states. Naturally, if we are given more copies of the state ρ, it
becomes easier to discriminate between the two possibilities, hence

D(ρ⊗n1 , ρ⊗n2 ) ≥ D(ρ1, ρ2), (3.15)

where n is the number of copies of ρ we are given.
Another common way of measuring the difference between quantum states is the fidelity of

two states ρ1 and ρ2

F (ρ1, ρ2) = Tr(|√ρ1
√
ρ2|) = Tr

√√
ρ1ρ2

√
ρ1. (3.16)

This quantity provides an upper bound on the optimal success probability for the unambiguous
discrimination of pair of states.

3.2 Process estimation

Let us have an unknown process T ∗ : T (A) 7→ T (B). If we can prepare state |I〉 ∈ S(A⊗A)
such that

|I〉 =
1√
d

d−1∑
j=0

|j〉|j〉, (3.17)

then

(I ⊗ T ∗)(|I〉〈I|) =
1
d
χ(T ∗) (3.18)

is the scaled Choi-Jamiolkowski operator of channel T ∗. This can be measured using state esti-
mation on the bipartite system. More generally, any estimation procedure of T ∗ : T (A) 7→ T (B)
consists of preparation of a state ρ ∈ S(K ⊗A), application of the map IK ⊗ T ∗(ρ) and some
measurement of observable A on the Hilbert space K⊗B with effects En. Repeating this proce-
dure many times for various input states ρk and measurement observables Al with effects Ekn,
one then measures conditional probabilities of events p(Eln|ρk, Al)

p(Eln|ρk, Al) = Tr[ (3.19)

big(idcK ⊗ T ∗(ρk)
)
Ekl] =

p(Eln,ρk, Al)
p(ρk, Al)

, (3.20)

where p(ρk, Al) is the probability that we have chosen preparation k and measurement l and
p(Eln,ρk, Al) is the overall probability of observing event composed of preparation k and effect
Eln. The overall probabilities still contain information about details of the estimation scheme.
You may choose to repeat the procedure for certain preparations more often then for the other
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as well as you can use for each preparation a different measurement. The conditional probabil-
ities p(Eln|ρk, Al) are free of this information, they depend only on the process. From these
probabilities we can then reconstruct desired parameters.

It is possible to do the complete process estimation using only local states and one local,
informationally complete measurement. Let us have some fixed set of states {ρk} ∈ S(A) and
an informationally complete observable A in B with effects En. Using the channel many times
one measures the probabilities

pn|k := p(En|ρk) = Tr
(
T ∗(ρk)En

)
. (3.21)

Again we can define the matrix Q as in (3.2) and a matrix S such that

En =
∑
j

Qnjτj

ρk =
∑
i

Skiτi (3.22)

where {τi} is the traceless operator basis in A and in B if they have same dimensions. One can
then write

pn|k =
∑
ij

QnjSkiTr
(
T ∗(τi)τj

)
=

∑
ij

QnjSkiAij

⇒ p = SAQT (3.23)

where Aij is the vector representation of channel T ∗. The matrix A can be reconstructed by
inverting the matrices Q and S as in previous section. For this we need that the set of states {ρk}
spans the whole operator space, then the matrix S is invertible.

As with states, we can also do process discrimination. Minimum error discrimination of two
processes, T ∗1 , T

∗
2 then falls down to discrimination of the output states T ∗1 (ρ) and T ∗2 (ρ). We can

use a strategy when we prepare an input state ρ ∈ S(H⊗A) and discriminate states IH⊗T ∗1 (ρ)
and IH ⊗ T ∗2 (ρ). Thus the distinguishability of two processes will be proportional to the largest
trace distance of states IH ⊗ T ∗1 (ρ) and IH ⊗ T ∗2 (ρ), that is the cb-norm (2.68).

3.3 Maximum likelihood

Both methods from previous two sections require measuring probabilities. This can never be
done perfectly with finite statistics. In real experiment we measure the number of occurrences nk
of some event k. For large enough statistics the probability is then assumed to be nk/N whereN
is the number of all events. Due to the small errors in probabilities the resulting inversion might
not be a physical state or process. We can then ask what process or state describes the measured
data best. In such case we can use the maximum likelihood method to estimate the parameters
of a process or state. We construct the likelihood function as

L(R,D) = p(D | R) (3.24)

where R is the set of parameters of the statistical model we try to estimate and D represents
the measured data. Likelihood function is then the probability of measuring data D given that
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the statistical model has parameters R. Maximizing this function over the allowed set of model
parameters will give us the parameters R such that this probability is maximal.

Main problem with this method is that the likelihood function tends to be quite complex, and
finding the global maximum is a very hard task, especially when the maximum lies on the border
of the parameter space. On the other side it has lot of nice properties. It uses all measured data,
no post selection is needed. It behaves well asymptotically, for large statistics it converges to the
real parameters of the model. By construction, the result is always a physical map or state.

3.4 Teleportation experiment

In an actual experiment of group in Heidelberg under supervision of Prof. Jian-Wei Pan, a
scheme for teleportation was tested. Teleportation is a scheme for communicating one quantum
state from site A to site B. Without going into details of the protocol, the resulting transformation
is an ideal channel from sender to receiver. At the end one has to assess how much the practical
realization did deviate from an ideal channel, and thus how successful the teleportation was. In
this experiment, six preparations were used: {H,V, P,N,R,L}, corresponding to various light
polarizations. Ideally ρH , ρV should be the horizontal and vertical polarizations, |0〉 and |1〉,
ρP , ρN should be the |+〉 = 1/

√
2(|0〉 + |1〉), |+〉 = 1/

√
2(|0〉 − |1〉) and finally ρR, ρL the

|R〉 = 1/
√

2(|0〉 + i|1〉), |L〉 = 1/
√

2(|0〉 − i|1〉). However the preparations are not ideal and
we have to estimate them. Three projective measurements with outcomes H,V , P,N and R,L
polarizations were used where EH = 1/2(I +Z), EV = 1/2(I−Z), EP = 1/2(I +X),EN =
1/2(I−X), ER = 1/2(I + Y ) and EL = 1/2(I− Y ), this is equivalent to the ones in example
3.2 . The measured data is summarized in table 1.

Two datasets are shown. One for estimating the preparations, where no teleportation of the inputs
has occurred and one for teleportation of the preparations. The counts for the teleportation are
much lower due to probabilistic nature of the protocol.

Since the data for preparation estimation is overcomplete for each preparation, it is best to
choose the maximal likelihood method to find the prepared states. Each preparation k is a qubit
state parametrized by a three dimensional vector ~rk such that

ρk =
1
2
(I + rk,xX + rk,yY + rk,zZ). (3.25)

The likelihood function is then the probability that preparation k with parameters ~rk will yield
measured set of counts {nk,l}, l ∈ {V,H,N, P,R, L}:

L(~rk, {nk,l}) =
∏
l

p
nk,l

l|k , (3.26)

where

pl|k = Tr(ρkEl) (3.27)

is the probability of measuring effect El when preparation k with parameters ~rk was input. Max-
imizing over the parameters ~rk we obtain the result5. Alternatively it is numerically easier to,

5Actually one can use directly the overall probabilities of events, since this just changes the multiplicative constant in
front of the likelihood function, but doesn’t change the position of maxima in the parameter space.
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Prep. Out. Count Tel. count Prep. Out. Count Tel. count
H H 1305 53 V H 33 7

V 29 0 V 1067 56
P 613 30 P 709 27
N 670 20 N 516 42
R 718 30 R 497 30
L 592 28 L 652 38

P H 759 25 N H 548 20
V 596 23 V 557 32
P 1426 55 P 26 7
N 25 6 N 1052 47
R 674 36 R 586 45
L 686 51 L 542 20

R H 635 21 L H 657 25
V 672 29 V 506 41
P 777 45 P 588 33
N 576 26 N 591 40
R 1369 49 R 39 4
L 49 7 L 1084 49

Tab. 1. Experimental data for teleportation protocol. (H,V), (P,N) and (R,L) correspond to qubit prepara-
tions and measurements along three perpendicular axes. In column “Count” data for measurement on prepa-
rations is placed, nk,l, and in column “Tel. count” measured data for teleported preparations, n(k,l).The
teleported data have much lower count due to probabilistic nature of the protocol used.

instead of maximizing the function L, which contains very small numbers for large counts to
minimize − logL =

∑
l nk,l log 1/pl|k. Either way, using this method we obtain following

results

ρH =
(

0.98 −0.02− i0.05
−0.02 + i0.05 0.02

)
ρV =

(
0.03 0.08 + i0.07

0.08− i0.07 0.97

)
ρP =

(
0.56 0.48
0.48 0.44

)
ρN =

(
0.5 −0.48− i0.02

−0.48 + i0.02 0.5

)
ρR =

(
0.49 0.07− i0.47

0.07 + i0.47 0.51

)
ρL =

(
0.56 +i0.47
−i0.47 0.44

)
. (3.28)

Then we can continue in same manner with process estimation. We parametrize the process
T ∗ by its Choi-Jamiolkowski state

χ(T ∗) =
1∑

a,b=0

1/2|a〉〈b| ⊗ T ∗(|a〉〈b|) (3.29)

and the probability of event (k, l) is then

p(k, l) = Tr(T ∗(ρk)El) = Tr(χ(T ∗)ρTk ⊗ El), (3.30)
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with the likelihood function

L(χ, n(k,l)) =
∏
(k,l)

p(k, l)n(k,l) . (3.31)

This yields

χ(T ∗) =
0.46 0.04− i0.05 −0.02− i0.04 0.42− i0.04

0.04 + i0.05 0.04 0.03 + i0.01 0.02 + i0.04
−0.02 + i0.04 0.03− i0.01 0.06 −0.04 + i0.05
0.42 + i0.04 0.02− i0.04 −0.04− i0.05 0.44

 .

(3.32)

For comparison the Choi-Jamiolkowski state of ideal transfer in this representation is

χ(I) =
1
2


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 . (3.33)

For numerical minimization of the function− logL(χ, n(k,l)) we used downhill simplex method,
also known as Nelder-Maeds method.

A separate problem is to introduce “error bars” on the result. A commonly used procedure
is to perform Monte-Carlo simulation of the experiment, with events distributed according to
Poisson distribution with mean values of the actual measured data. Then from these datasets
estimate the state or process, and the error in terms of a distance measure, for example fidelity of
the Choi-Jamiolkowski state.

To obtain the error bars of the preparation procedures we made 10000 simulations. Results
are summarized in table 2.

Preparation Mean fidelity [%] 5σ interval [%]
H 98 ±2
V 97 ±3
P 98 ±2
N 98 ±2
R 97 ±2
L 97 ±3

Tab. 2. Fidelity of preparation procedures.

The fidelity of the teleportation was 85± 12%(5 sigma) with respect to ideal transfer, where
we sampled 1044 simulations to obtain the distribution, see figure 3.1. This is well above the
classical threshold of 2/3, which can be achieved without entanglement.
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Fig. 3.1. Distribution of fidelities of 1000 simulations of the experiment. The 5 sigma interval covers the
whole data set.
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4 Quantum memory channels

Schrödinger equation governs the evolution of a closed quantum system. Such evolution is uni-
tary. It is difficult if not impossible to experimentally achieve such ideal situation. Unavoidable
interaction between the system under consideration and environment occurs leading to a non-
unitary evolution of the system. Such non-unitary evolution is described by a quantum channel -
a linear, completely positive and trace preserving map in Schrödinger picture on quantum states
or equivalently by linear, completely positive and unital map in Heisenberg picture on observ-
ables. Stinespring theorem gives us full justification for this step, because it tells us that every
quantum channel can be extended to a unitary evolution on a larger Hilbert space.

In this chapter we will introduce the model of quantum channels with memory, memory chan-
nels. Quantum memory channel is a simple quantum channel of some system, where the system
has an inner structure and additional physical requirement of causality is placed on the channel.
The system is an ordered, infinite sequence of subsystems and the causality condition requires
that information can move only in one way. Information stored in a particular subsystem can then
affect evolution only of subsystems which follow in sequence after. This can be interpreted as a
simple collision model where some quantum device sequentially processes a sequence of quan-
tum signals. The research of memory channels is mostly focused on investigation of transmission
rates for particular classes of memory channels [38, 43, 44, 3, 5, 24, 33, 32, 14, 17, 16, 11, 69, 20].
Recently, attention has been paid to an interesting class of the so-called bosonic memory chan-
nels [25, 12, 59, 58, 52, 42, 40, 61, 41] and also to memory effects in the transmission of quantum
states over spin chains [53, 4, 54, 57].

4.1 Memory channel as general causal process

As we have already mentioned a memory channel is just a special case of a simple quantum
channel on a specially structured input. The aforementioned structure of input is as follows.
The input is a chain of ordered quantum systems each with a finite dimensional Hilbert space
Ak where k ∈ Z denotes the ordering. This can be understood as infinite sequence of quantum
particles. Since this sequence is potentially infinite, we will start by describing the channel in
Heisenberg picture.

Every subsystem comes with an algebra of observables Ak = L(Ak). If we would like to
denote algebras associated to sets of subsystems Λ ⊂ Z we follow this notation: if Λ is a finite
subset of Z then AΛ =

⊗
k∈Λ Ak. AΛ is then just a simple tensor product of selected subsystems.

In case of infinite Λ ⊂ Z we associate with AΛ the C∗-closure of increasing family of finite
dimensional algebras AΛf

for finite Λf ⊂ Λ. This is also called a quasi-local algebra [6]. From
now on AZ will be abbreviated as Z and we will also use the shorthand A− and A+ for the left
and right hand chain halves A(−∞,0] and A[1,∞) when it comes in handy. For clarity we will
also make difference between input algebras A and output algebras B even if we consider them
isomorphic. The terms B[a,b],B± and similar are then defined analogously. Also we will denote
the Hilbert space of outputs with Bk even though it is isomorphic to Ak

Definition 4.1 (Causal process). Causal process is a channel (in Heisenberg picture) T : Z 7→ Z
such that for every z ∈ Z

T (b(−∞,z] ⊗ IB[z+1,∞)) = T (b(−∞,z])⊗ IA[z+1,∞), (4.1)
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A
−5 A

−4 A
−3 A

−2 A
−1 A0 A1 A2 A3 A4 A5

T

B
−5 B

−4 B
−3 B

−2 B
−1 B0 B1 B2 B3 B4 B5

Fig. 4.1. A causal process has the property that any information that is stored at the output B0(bottom gray)
could only originate from inputs on the left from this site (upper gray region).

where B(−∞,z] ∈ B(−∞,z] and IB[z+1,∞) is the identity operator in B[z+1,∞) and IA[z+1,∞) is the
identity operator in A[z+1,∞).

Remark 4.2 (Notation). To avoid too many identical subscripts we adopted following conven-
tion. For any causal channel T (B), if we would like to address its transformation on a subpart
localized in region [a, b] we could write T[a,b](B[a,b]), however we omit the first subscript and
write only T (B[a,b]). When we see T (·) we need to know where the · is localized to correctly
understand the transformation. This goes also for Schrödinger picture where the transformation
will be specified by the localization of inputs.

The equation (4.1) just reflects the causality condition placed on the channel T . It means
that whatever you can measure on the output with b(−∞,z] can be measured on inputs up to the
z-th particle with T (b(−∞,z]) ∈ A(−∞,z]. This is illustrated on Figure 4.1 where it is shown that
a single localized output cell is smeared over infinitely many input cells localized left from the
original cell.

We can also write this definition in Schrödinger picture. A causal process is a sequence of
channels (in Schrödinger picture) T ∗ : T (A(−∞,z]) 7→ T (B[−∞,z]) for every z ∈ N such that

T ∗(ω(−∞,z]) = Tr[z+1,∞)[T ∗(ω(−∞,∞))], (4.2)

for every z ∈ Z, and every ω(−∞,z], ω(−∞,∞) such that

ω(−∞,z] = Tr[z+1,∞)(ω(−∞,∞)), (4.3)

where Tr[a,b] denotes partial trace over the interval.

Example 4.3 (Shift of a chain). The channel σx (in Heisenberg picture) is defined on a trans-
lationally invariant chain of quantum systems with Hilbert spaces Aj ≡ A and appropriate
observable algebras Aj ≡ A and Bj ≡ B. The σx is defined by

σx(λaj ) = λaj−x (4.4)

for all λay ∈ Ay where {λay}a form the operator basis in Ay . This shift channel just shifts the
chain by x sites to the left. In Schrödinger picture it can be defined as

σ∗x(ω[1,n]) = ω[1−x,n−x]. (4.5)

A memory channel is a general causal process. A physically more compelling insight might
be conveyed through the view of collision models in next section.
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ξ ∈ S(M) S∗

1 S∗

2 · · · S∗

n ξ′ ∈ S(M)

S(H1)

S(H1)

S(H2)

S(H2)

S(Hn)

S(Hn)

ω[1,n] ∈ S(H[1,n])

T ∗(ω[1,n]) = ω′

[1,n]

Fig. 4.2. Environment particle ξ is colliding causally with n particles of input sequence, where each colli-
sion is described by a channel Si

4.2 Collision model

Let us look on a situation where an infinite sequence of quantum systems is colliding one at a
time with some environment. This situation is illustrated on figure 4.2.

The environment is described by a single quantum system in Hilbert spaceM in state ξ. This
environment sequentially collides with subparts of the input signal of length n. The i-th collision
is described by a channel S∗i : T (M) ⊗ T (Ai) 7→ T (Bi) ⊗ T (M). The input signal is then
processed with a channel T ∗:

T ∗(ω[1,n]) = TrM[S∗[1,n](ξ ⊗ ω[1,n])], (4.6)

where S∗[1,n] is an n-fold concatenation of subsequent collisions,

S∗[1,n] = (I[1,n−1] ⊗ S∗n) · · · (I1 ⊗ S∗2 ⊗ I[3,n]) · (S∗1 ⊗ I[2,n])
= S∗n · · ·S∗2 · S∗1 . (4.7)

Note that in the definition of collision a swap of environmental system and input is included
by default. Though this makes things a tiny bit less readable for the first time, it simplifies
significantly the notation for concatenation of collisions as can already be appreciated in equation
(4.7).

If S∗i = S∗ for all i the we call such collision model translationally invariant. If all S∗i are
unitary we call such collision model pure. In previous lines we have assumed implicitly that the
environment and the input signals are initially uncorrelated. We would like to stress that this
does not need to be the case, however it won’t change the picture and the message of this section.
One thing needs to be said though, that the description by channel T ∗ is possible only when the
memory is initially uncorrelated with the input signal, otherwise T ∗ wont be a channel, though
the way how to acquire the output of the memory channel will remain the same.

It is easy to see that this channel is causal from the construction of the model. Each subse-
quent collision can change only the environment or the colliding signal, all signals which collided
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before cannot be affected by subsequent inputs. However the inputs which follow after can be
affected, where the effect is mediated through the environmental particle ξ. This is also the mo-
tivation to call this environment memory, because it “remembers” the inputs from “past” and
mediates their effect in “present”. From now on memory will refer to the environment system in
the appropriate collision model.

Let us continue with a very basic example of a simple swap interaction where the memory
and colliding input are simply swapped.

Example 4.4 (Swap collision). Let σ∗ : T (M)⊗ T (A) 7→ T (B)⊗ T (M) be a translationally
invariant pure collision model with a qubit memory and a chain of qubits where the unitary
interaction is defined as

Uσ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , (4.8)

with Uσ : A⊗M 7→ B ⊗M. Let the initial state of memory be ξ ∈ T (M) ≡ T (A), then the
transformation on first qubit in state ω1 ∈ T (A1) reads

T ∗(ω1) = TrM[σ∗1(ξ ⊗ ω1)] = TrM[Uσ(ξ ⊗ ω1)U†σ]
= TrM[ω1 ⊗ ξ] = ξ. (4.9)

The state of memory after first collision is

ξ′ = Tr1[Uσ(ξ ⊗ ω1)U†σ] = ω1. (4.10)

The transformation on first n qubits is then straightforward:

T ∗(ω[1,n]) = TrM[σ∗[1,n](ξ ⊗ ω[1,n])]
= TrM[(I[1,n−1] ⊗ FUσ) . . . (FUσ ⊗ I[2,n])

(ξ ⊗ ω[1,n])(U†σF
† ⊗ I[2,n]) . . . (I[1,n−1] ⊗ U†σF

†)]
= TrM[ξ ⊗ ω[1,n]] = ξ ⊗ ω[1,n−1], (4.11)

where F swaps the memory and the system and is included for the nice concatenation properties.
This way the memory system is the last subsystem after transformation and first at the begining.
Note that in this case F = U = U† = F † and the interaction seems trivial, however the position
of memory system has changed. Thus the state of memory system after n collisions will be
ξ′ = ωn. This is in fact the shift channel σ∗1 from Example 4.3.

Another interesting example consists of control-U interaction.

Example 4.5. [ControlledU collision] Let us have again a translationally invariant pure collision
model γ∗ : T (M)⊗T (A) 7→ T (B)⊗T (M) with memory living in Hilbert spaceM, dimM =
dM and chain of qudits in Hilbert space A, dimA = d. Where the collision is described by
unitary

Uγ =
dM−1∑
i=0

|i〉〈i| ⊗ Ui, (4.12)
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with Uγ : A⊗M 7→ B⊗M and where {|i〉} is the basis of M and Ui are some unitaries on A.
The transformation on inputs reads

T ∗(ω[1,n]) = TrM[γ∗[1,n](ξ ⊗ ω[1,n])]

= TrM[(Ui⊗nω[1,n]U
†
j

⊗n
)⊗ (|i〉〈i|ξ|j〉〈j|)]

=
dM−1∑
i=0

〈i|ξ|i〉U⊗ni ω[1,n]U
†
i

⊗n
, (4.13)

and the state of ξ after nth collision will be

〈i|ξ′|j〉 = 〈i|ξ|j〉Tr[U⊗ni ω[1,n]U
†
j

⊗n
]. (4.14)

Note that the diagonal elements of memory do not change because

Tr[U⊗ni ω[1,n]U
†
i

⊗n
] = Trω[1,n] = 1. (4.15)

Example 4.6 (Memoryless channel). Let us have a collision model E∗k : T (M) ⊗ T (Ak) 7→
T (Bk)⊗ T (M) with memory living in Hilbert space M, dimM = dM where

E∗k (ξ ⊗ ωk) = (Ik ⊗ P ∗k )
(
Uk(ξ ⊗ ωk)U

†
k

)
, (4.16)

for all ξ ∈ T (M), ωk ∈ T (Ak) and some Uk : M⊗ Ak 7→ Bk ⊗M and P ∗ a completely
depolarizing channel on M such that

P ∗k (m) = ξk+1, (4.17)

for all m ∈ T (M) where ξk is a predefined sequence of states in T (M).
This interaction will produce a transformation on the input sequence

T ∗(ω[1,n]) = (T ∗1 ⊗ . . .⊗ T ∗n)(ω[1,n]), (4.18)

where

T ∗k (ωk) = TrM[Uk(ξk ⊗ ωk)U
†
k ] (4.19)

are channels which act on every subsystem of input signal independently. We call such action
memoryless since the behavior of channel is not affected by any of the inputs and the action is
independent on every subsystem. If we would like to make such model pure, we would need to
provide for each P ∗k a separate dilation space and that would result into infinite resources needed
for memory system.

We see that every collision model then defines a causal process on input signals therefore a
memory channel. It would be interesting to know whether all causal processes can be connected
to an appropriate collision model. In [38] structure theorem is proved which tells us that such
collision model exists for every translationally invariant causal process. A weaker structure the-
orem for finite sequences was also proved in [22] and this proof does not require translational
invariance. In the next section we will present the structure theorem.
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4.3 Structure theorem

We will present the structure theorem and its proof as it is stated in [38] with a minor change, we
drop the assumption of translational invariance.

Theorem 4.7 (Structure theorem). Let T : Z 7→ Z be a causal channel. Ignore the outputs on
its left half chain B−. Then there exists a memory observable algebra M and an initializing
channel R : M 7→ A− such that for all n ∈ N

T (I− ⊗ b[1,n]) = (R⊗ I[1,n])S[1,n](b[1,n] ⊗ IM) (4.20)

for all b[1,n] ∈ B[1,n], where S[1,n] is the n-fold concatenation of a collision model (in Heisen-
berg picture) Si : Bi ⊗M 7→ M⊗ Ai

Proof. LetH− be the Hilbert space associated with universal representation of the left half chain
B−. Further let (K, π, V ) be the minimal Stinespring dilation for T |B− :

T (b−) = V †π(b−)V ∀b− ∈ B− (4.21)

with Stinespring isometry V : H− 7→ K. From Stinespring’s representation (4.21) and the
causality property (4.1) we can conclude that

V †π(b− ⊗ IB[1,n])V = T (b− ⊗ IB[1,n]) := T (b−)⊗ IA[1,n]

= (V † ⊗ IA[1,n])(π(b−)⊗ IA[1,n])(V ⊗ IA[1,n]) (4.22)

for all b− ∈ B−. Since V is minimal dilation for T so is V ⊗ IA[1,n] for T ⊗ IA[1,n]. We know then,
due to uniquiness of the minimal dilation, that there exists an isometry W[1,n] : K⊗H[1,n] 7→ K
defined by

W[1,n](π(b−)⊗ IA[1,n])(V ⊗ IA[1,n])ψ− ⊗ ψ[1,n]

:= π(b− ⊗ IB[1,n])V ψ− ⊗ ψ[1,n] (4.23)

for all b− ∈ B−, ψ− ∈ H− and ψ[1,n] ∈ H[1,n] such that

π(b− ⊗ IB[1,n])W[1,n] = W[1,n](π(b−)⊗ IA[1,n]) (4.24)

for all b− ∈ B−, and

W[1,n](V ⊗ IA[1,n]) = V. (4.25)

Now let M := π′(B−) be the commutant of the observable algebra B− and let S[1,n] :
B[1,n] ⊗M 7→ L(K)⊗ A[1,n] be defined by

S[1,n](b⊗m) := W †
[1,n]π(b−)mW[1,n] (4.26)

for all b ∈ B[1,n] and m ∈ M. The memory initializing channel R : M 7→ A− is then given by

R(m) := V †mV ∀m ∈ M. (4.27)

In order to justify this choice we need to show that

S[1,n](B[1,n] ⊗M) ⊂ M⊗ A[1,n]. (4.28)
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A
−2 A

−1 A0 A1 A2 A3

T

I I B0 B1 B2 B3

=

A
−2 A

−1 A0 A1 A2 A3

R

I I B0 B1 B2 B3

S0 S1 S2 S3

Fig. 4.3. Representation of structure theorem where causal process T is constructed as a collision model
with memory initializer R. Note that the figure is in Heisenberg picture and therefore has to be read against
the arrows which represent time.

Since B[1,n] and M commute with B− we see from (4.24) that

S[1,n](b[1,n] ⊗m) · (π(b−)⊗ IA[1,n])

= W †
[1,n]π(IB− ⊗ b[1,n])mW[1,n](π(b−)⊗ IA[1,n])

= W †
[1,n]π(IB− ⊗ b[1,n])mπ(b− ⊗ IB[1,n])W[1,n]

= W †
[1,n]π(IB− ⊗ b[1,n])π(b− ⊗ IB[1,n])mW[1,n]

= W †
[1,n]π(b− ⊗ IB[1,n])π(IB− ⊗ b[1,n])mW[1,n]

= (π(b−)⊗ IA[1,n])W
†
[1,n]π(IB− ⊗ b[1,n])mW[1,n]

= (π(b−)⊗ IA[1,n]) · S[1,n](b[1,n] ⊗m) (4.29)

for all b[1,n]∈B[1,n]
, b− ∈ B− and m ∈ M, implying that S[1,n](b[1,n] ⊗ m) commutes with

π(b−) ⊗ IA[1,n] from which (4.28) follows. The next thing we need to show is that S[1,n] has the
right concatenation properties:

R(m) = (R⊗ IA[1,n])S[1,n](IB[1,n] ⊗m) and

T (b[1,n]) = (R⊗ IA[1,n])S[1,n](b[1,n] ⊗ IM), (4.30)

however this directly follows from definitions of S[1,n], R and (4.25). For the translationally
invariant case to obtain the result we set Si = S := S[1,1]. In the translationally non-invariant
case we need to parcel the S[1,n] into separate Si, what can be done via the weaker structure
theorem presented in [22]. The proof again uses the uniqueness of minimal Stinespring’s dilation
and the same tools used in this proof. The structure theorem is visualized on figure 4.3.

For every causal channel there exists a collision model S[1,n] and appropriate channel initial-
izer R which has an equivalent input output behavior. This is an important result which proves
that collision models are a highly general concept.
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5 Memory

In this chapter we will stress out the nature and strength of the memory effects in memory chan-
nels introduced in previous chapter. We will define forgetful memory channels and strictly for-
getful memory channels [70]. Finally we will address repeatability of channels in the quantum
memory channel setting and stroboscopic simulation of evolution of open systems.

5.1 Forgetfulness

In the proof of structure theorem in Section 4.3 we needed to establish a channel initializer R
which described the influence of the inputs from the remote past on the memory system. This
influence is in generally nontrivial however for certain class of memory channels it becomes ir-
relevant in the long run. These memory channels should have the property that information that is
localized far in the past will not affect the behavior of channel in present. Channels where the ini-
tializer R will become irrelevant are forgetful memory channels. In this chapter we will assume
translational invariance, however the generalization to non invariant case is straightforward.

Definition 5.1 (Forgetful memory channel, Schrödinger picture). Let S∗ : T (M⊗A) 7→
T (B ⊗M) be a translationally invariant collision model of a quantum memory channel. Sup-
pose ρ1, ρ2 ∈ T (M⊗A[1,n]) such that TrM(ρ1) = TrM(ρ2). Then S∗[1,n] is forgetful iff

lim
n→∞

‖ TrB[1,n] [S
∗
[1,n](ρ1 − ρ2)] ‖tr = 0, (5.1)

for all such ρ1, ρ2 and where ‖ A ‖tr = Tr
√
A†A is the trace-norm.

This only means that the state of memory after many collisions depends only on the state
of inputs TrM(ρi) and not on the initial state of the memory TrB[1,n](ρi). The definition in
Heisenberg picture makes this only more evident:

Definition 5.2 (Forgetful memory channel, Heisenberg picture). Let S : A⊗M 7→ M⊗A be a
translationally invariant collision model of a quantum memory channel. Then let Ŝ[1,n] : M 7→
M ⊗ A[1,n] be its concatenation where the outputs are ignored Ŝ[1,n](m) := S[1,n](I[1,n] ⊗m)
for allm ∈ M. Then S is forgetful iff there exists a sequence of quantum channels S̃[1,n] : M 7→
A[1,n] such that

lim
n→∞

‖ Ŝ[1,n] − IM ⊗ S̃[1,n] ‖cb = 0. (5.2)

It can be proven that forgetful channels are dense in the set of all memory channels, see [38].
The main idea is to add a infinitesimally small amount of white noise on the memory system and
the channel will become forgetful. Such noise is present usually in real life applications hence
generally the channels will be forgetful. For such channels coding theorems can be proven and
channel capacities calculated. However it is rather hard to prove that some memory channel is
forgetful.

Channels for which the limit in (5.1) and (5.2) is attained for finite n <∞ are called strictly
forgetful memory channels or channels with finite depth of memory, where the depth of memory
is the number of times you have to use it to completely forget the state of memory.



Memory 311

Remark 5.3. In the case of pure memory channels which are strictly forgetful with depth of
memory δ, we can observe that the dimension of memory system and the dimension of the system
of δ consequent input cells have to be co-divisible in order to be strictly forgetful. Letm ∈ L(M)
have dimM = dM distinct eigenvalues. Then the operator Ŝ[1,δ](m) = S[1,δ](m ⊗ I[1,δ]) has
the same eigenvalues with multiplicity dimA[1,δ] = dδ because S[1,δ] is unitary. Since we know
that the channel has finite depth, we can write S[1,δ](m⊗ I[1,δ]) = IM⊗ S̃[1,n](m). The operator
IM ⊗ S̃[1,n](m) has dδ eigenvalues with multiplicity dM but also it has dM eigenvalues with
multiplicity dδ . Hence dM and dδ have to be co-divisible.

Forgetfulness describes the ability of the memory channel to completely reset the state of
memory. If we are interested only in the input-output relations, this might be a too strict or
counterintuitive approach. Memory channels where there is no interaction with memory, hence
no memory effects are present, but the memory system is still included in the description of
model, will be non-forgetful. Eventually any forgetful channel can become non-forgetful if we
are “creative” enough to include some noninteracting memory into the model. We might relax
the definition of forgetfulness in following way.

Definition 5.4 (I-O forgetfulness). Let S∗ : T (M⊗A) 7→ T (B ⊗M) be a translationally
invariant collision model of a quantum memory channel. Suppose ρ1, ρ2 ∈ T (M⊗A[1,n+m])
such that TrM(ρ1) = TrM(ρ2) = ω[1,n+m] for some finite m ∈ N. Then S∗[1,n+m] is I-O
forgetful iff

lim
n 7→∞

‖ T ∗1 (ω[n,n+m])− T ∗2 (ω[n,n+m]) ‖tr = 0 (5.3)

for every finite m ∈ N where T ∗j (ω[n,n+m]) = TrM⊗B[1,n] [S
∗
[1,n+m](ρj)]. We can speak about

strict I-O forgetfulness, if this limit is attained for every n ≥ δ, where 0 ≤ δ <∞.

I-O forgetfulness is weaker than forgetfulness. The set of all forgetful channels Sff is a subset
of I-O forgetful channels SI−O. Following example is here to show that the difference between
I-O forgetfulness and normal forgetfulness is not only caused by the “noninteracting ancilla”.

The memory channel from Example 4.5 is not I-O forgetful, since the transformation ex-
plicitly depends on diagonal elements of memory state. However we can add some noise to the
memory system to make it I-O forgetful but not forgetful.

Example 5.5 (I-O Forgetful but not forgetful). Let us have a translationally invariant qubit-qubit
collision model with collision S∗ : T (M⊗A) 7→ T (B ⊗M)

S∗(m⊗ ω) = E∗ ⊗ I
(
Ucnot(m⊗ ω)Ucnot

†) (5.4)

where E∗ is the contraction to the x-axis from Example 2.16 and Ucnot is also defined there. It
is easy to see that this channel is not forgetful. The states |+〉M ⊗ |+〉 and |−〉M ⊗ |+〉 are
fixed points of channel S∗. Thus the x component of state in M will stay the same if the input
sequence is ω[1,n] = |+ . . .+〉.

It is a bit tedious to prove that it is I-O forgetful, the idea is that Ucnot takes into account only
the diagonal elements of memory and that E∗ resets them to 1

2 irrespective of the original state,
hence the effect of initial memory state will be zero after first use and all subsequent uses will be
independent of the initial state.
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Here is the detailed proof. Let’s write the joint state of memory and inputs ρ ∈ T (M⊗A1,n)
as

ρ =
∑
ij

|i〉M〈j| ⊗ Ωij . (5.5)

This way the state of input sequence is TrMρ = Ω00 + Ω11 = ω[1,n]. The first collision will
transform ρ into

S∗1 (ρ) = E∗ ⊗ I[1,n][(Ucnot ⊗ I[2,n])ρ(Ucnot
† ⊗ I[2,n])]

= E∗(|0〉M〈0|)⊗ Ω00 + E∗(|0〉M〈1|)⊗ (Ω01X1)
+E∗(|1〉M〈0|)⊗ (X1Ω10) + E∗(|1〉M〈1|)⊗ (X1Ω11X1)

=
1
2
[IM ⊗ (Ω00 +X1Ω11X1) +XM ⊗ (Ω01X1 +X1Ω10), (5.6)

because E∗(|i〉〈i|) = 1
2 IM and E∗(|0〉〈1|) = E∗(|1〉〈0|) = 1

2XM. The output state clearly
depends on the initial memory state. If the initial memory state was |0〉M〈0|, which would mean
that Ω11 = 0, the transformation would read

T ∗(ω[1,n]) = ω[1,n], (5.7)

however if the initial state was |1〉M〈1|, then Ω00 = 0, the transformation would be

T ∗(ω[1,n]) = X1ω[1,n]X1. (5.8)

As we can already see the Ω01 and Ω10 will never enter the channel T ∗ because they will be
always attached to a traceless operator on memory system, we can ignore them (Ω01 = Ω10 = 0).
Now if we look on the composite state of memory and inputs sequence except first input we find
that

TrB1 [S
∗
1 (ρ)] =

1
2
TrB1 [IM ⊗ (Ω00 +X1Ω11X1)]

=
1
2

IM ⊗ (TrB1 [Ω00] + TrB1 [X1Ω11X1])

=
1
2

IM ⊗ (TrB1 [Ω00 + Ω11]), (5.9)

where the last equality is due to invariance of partial trace under unitary conjugation on subsys-
tem which is being traced over, a consequence of invariance of trace under cyclic permutations.
This state is independent of the initial memory and hence the initial memory state will have no
effects after the first collision. Thus the whole memory channel is I-O forgetful, even strictly I-O
forgetful with δ = 1.

Lemma 5.6 (Equivalence class of collision models). Let S∗k : T (M⊗Ak) 7→ T (Bk ⊗M) be
a collision model of a quantum memory channel. Then memory channel with collisions

Ŝ∗k = (Ik ⊗W †)S∗k(W ⊗ Ik), (5.10)

where W : M 7→ M is an arbitrary unitary and Ik is the identity operation on k-th subsystem,
has the same I-O relation as the former memory channel.
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Proof. This directly follows from the concatenation properties of the collision model. The con-
catenation of Ŝ∗k will be

Ŝ∗[1,n] = (I[1,n] ⊗W †)(I[1,n−1] ⊗ S∗n)(I[1,n−1] ⊗W ⊗ In)

· · · (I[1,2] ⊗W † ⊗ I[3,n])(I1 ⊗ S∗2 ⊗ I[3,n])(I1 ⊗W ⊗ I[2,n])

(I1 ⊗W † ⊗ I[2,n])(S∗1 ⊗ I[2,n])(W ⊗ I[1,n]) =

(I[1,n] ⊗W †)(I[1,n−1] ⊗ S∗n) · · · (I1 ⊗ S∗2 ⊗ I[3,n])(S∗1 ⊗ I[2,n])(W ⊗ I[1,n]).
(5.11)

Since the partial trace is invariant under unitary conjugations of the system being traced over, the
trace over memory system will be the same as for plain S∗k without the unitary W .

5.2 Finite depth memory channels

We will add another slightly different notion of forgetfulness. The notion of memory depth was
already used for strictly forgetful channels, where it marks the maximal number of uses of the
memory channel needed to forget. Now we will formalize memory channels with finite depth
as those possessing this property, but we will require only I-O strict forgetfulness and require it
only for factorized input sequences. This will also implicitly bind us to the Schrödinger picture,
where the factorization of input sequence is more natural.

Definition 5.7 (Finite depth). Let S∗k : T (M⊗Ak) 7→ T (Bk ⊗M) be a collision model of a
quantum memory channel. Let the input sequence restrict to ω[1,n] =

⊗n
k=1 ωk. Assume two

different initial states of memory ξ1, ξ2 ∈ T (M) Then S∗[1,n] has finite depth δ if

‖ T ∗1 (ω[δ+1,n])− T ∗2 (ω[δ+1,n]) ‖tr = 0 (5.12)

for every finite n > δ where T ∗j (ω[δ+1,n]) = TrM⊗B[1,δ] [S
∗
[1,n](ξj ⊗ ω[1,n])].

Strictly I-O forgetful, hence also strictly forgetful, memory channels have automatically finite
depth. Note that finite depth is defined only on factorized inputs. However, next lemma shows
that this can be trivialy shifted to any state of inputs and memory, hence finite depth also implies
strict I-O forgetfulness.

Lemma 5.8. If a memory channel has finite depth, then it is strictly I-O forgetful.

Proof. Let us have a collision model S∗[1,n] : T (M⊗A[1,n]) 7→ T (B[1,n] ⊗M) such that it
has finite depth δ. Then

Tr[S∗[1,δ+1+m]

(
(ξ1 − ξ2)⊗ ω1 ⊗ · · · ⊗ ωδ+1+m

)
(I[1,δ] ⊗ b[δ+1,δ+1+m] ⊗ IM)] = 0

(5.13)

holds for every ξ1, ξ2 ∈ S(M), ωk ∈ S(Ak), b[δ+1,δ+1+m] ∈ B[δ+1,δ+1+m] and m ∈ N.
Any ρ1 ∈ S(M⊗A[1,δ+1+m]) can be written as a (not necessary convex or positive) sum of
factorized sequences ξ1⊗ω1⊗· · ·⊗ωδ+1+m since they provide an over-complete operator basis.
Due to linearity it has to be true that

Tr[S∗[1,δ+1+m]

(
ρ1 − ρ2

)
(I[1,n] ⊗ b[δ+1,δ+1+m] ⊗ IM)] = 0

(5.14)



314 Quantum channels with memory

for any ρ1, ρ2 ∈ S(M⊗A[1,δ+1+m]) such that TrMρ1 = TrMρ2.

This is a very interesting result since it greatly simplifies the conditions for for strict I-O
forgetfulness. It is enough to check only all factorized sequences.

As we have seen in previous section, the memory might be composed of some part which
does not affect the transformation on inputs, we will call this the irrelevant part of memory. Let
us fix a collision model S∗k : T (M⊗Ak) 7→ T (Bk ⊗M) with the initial state of memory
ξ = 1/

√
dM(τ0 + ~m~τ) and constrain the input sequence to factorized states, ω[1,n] =

⊗n
k=1 ωk.

Then we can define the irrelevant subspace.

Definition 5.9 (Irrelevant degrees of freedom). A traceless operator ς = ~s~τ is called irrelevant
if for every n ∈ N

TrM[S∗[1,n](ς ⊗ ω[1,n])] = O (5.15)

holds. The space spanned by all all such ς is called the irrelevant subspace of memory and we
will denote it by IS∗ .

One can see that any two initial memory states ξ1, ξ2 such that ξ1−ξ2 ∈ IS∗ have the same I-
O relation, ie. produce the same channel T ∗(ω[1,n]). Note that the space IS∗ can be only spanned
by traceless operators because for any operator with nonzero trace the equation (5.15) does not
hold because of trace preserving property of S∗.

Since the input is factorized, the memory evolves through composition of series of concurrent
channels C∗k : T (M) 7→ T (M)

ξ 7→ C∗n · · ·C∗1 (ξ). (5.16)

The finite depth property can be then expressed as

C∗δ · · ·C∗1 (ξ1 − ξ2) ∈ IS∗ (5.17)

for all ξ1, ξ2 ∈ S(M).
For every memory channel with finite depth δ, inputs separated by δ uses evolve under fac-

torized transformation

T ∗(ωk ⊗ ωk+δ+1) = T ∗(ωk)⊗ T ∗(ωk+δ+1). (5.18)

This has to be so because neither initial state of memory nor ωk can have an effect on the trans-
formation.

In non-translational invariant case the depth of the memory channel is independent of the
size of the memory. One can simply think of a memory channel with all collisions trivial except
every nth which would be a swap. Such channel has depth n and this can be an arbitrarily large
number.

In the translational invariant case the maximum number of relevant degrees of freedom is
d2
M − 1, where dM is the dimension of memory Hilbert space. Thus this should be also the

bound on the memory depth, since at every collision one should erase at least one relevant degree
of freedom. Indeed this is the case and the depth can be as high as dM2−1 in the translational
invariant case. This was proven in [1].
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Theorem 5.10 (Bound on the depth). Let us have a strictly forgetful and translational invariant
memory channel S : M⊗A 7→ A⊗M with depth δ and dim(M) = dM <∞. Then δ ≤ d2

M−1.

Proof. We work now in Heisenberg picture. The condition of strict forgetfulness reads

‖ Ŝ[1,n] − IM ⊗ S̃[1,n] ‖cb = 0, ∀n ≥ δ (5.19)

where Ŝ[1,n] and S̃[1,n] are as in (5.2). Now define

Vk = {m ∈ M : S̃[δ−k,δ](m) ∈ IMA[δ−k,δ]} (5.20)

which is the subset of allm ∈ M such that after k collisionsm is fully localized on inputs. Since
the map is linear these sets are subspaces of M. We define the

V0 = IM, (5.21)

and by definition we have

V0 ⊂ V1 ⊂ . . . ⊂ Vδ = M. (5.22)

However these inclusions must be strict. Suppose that Vk = Vk−1. We can decompose S̃[1,δ](m)
as

(S̃[1,δ−k] ⊗ IA[δ−k,δ])S̃[δ−k,δ](m) ⊂ V0 ⊗ A[1,δ]. (5.23)

From this we see that

S̃[δ−k,δ](m) ⊂ Vk ⊗ A[δ−k,δ]. (5.24)

By assumption this is equal to Vk−1 ⊗ A[δ−k,δ]. Hence the depth of the channel can be reduced
to δ − 1 because(

(S̃[2,δ−k] ⊗ IA[δ−k,δ])(Vk−1)
)
⊗ A[δ−k,δ] ⊂ V0 ⊗ A[1,δ]. (5.25)

The longest chain of strict inclusions of subspaces of a d2 dimensional space is d2 − 1 from
which the claim follows.

In the same paper they also prove that this bound is optimal, thus there exist such strictly
forgetful memory channels with depth δ = d2

M − 1.

5.2.1 Qubit-qubit case study

In this case study, we will consider only pure, translationally invariant memory channels with
qubit memory interacting with qubit subsystem, dimM = dimA = dimB = 2. The collision
will be described by an unitary interaction U . The U can be parametrized in following way [35]:

U = (W2 ⊗ V2)D(W1 ⊗ V1), (5.26)

where Wi : M 7→ M and Vi : A 7→ A are unitaries on appropriate Hilbert spaces and D is
2-qubit unitary of a special form

D = ei
P3

k=1
1
2αkσk⊗σk , (5.27)
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where σ1 = X , σ2 = Y and σ3 = Z are the Pauli matrices and αk ∈ R. Since σk⊗σk commute
the D can be written as

D =
3∏
k=1

(cos(αk/2)I + i sin(αk/2)σk ⊗ σk). (5.28)

This is a very nice parametrization for our task since it separates the local transformations from
the interacting part. We can substitute W1 for identity for our purposes, because of the I-O
invariance of collision models from Lemma 5.6 by suitably choosing W = W †

1 . Since W2 can
be any unitary this will not change the description.

Lets fix initial memory in state ξ ∈ S(M) =: ξ1. We restrict our inputs to be of factorized
form, ω[1,n] =

⊗n
k=1 ωk uncorrelated to ξ. Firstly we concentrate our attention to identifying

the relevant and irrelevant subspace. The transformation on first input will be

T ∗(ω1) = TrM[U(ξ1 ⊗ ω1)U†] = V2TrM[D
(
ξ1 ⊗ (V1ω1V

†
1 )

)
D†]V †2

=: V2T̂
∗(V1ω1V

†
1 )]V †2 . (5.29)

The irrelevant subspace is fully determined by T̂ ∗ since only there interaction with memory
system occurs. Lets fix the operator basis for qubit as usual τ = 1/

√
2(I, X, Y, Z). Assume that

ξ1 = 1/
√

2(τ0 + ~m~τ). Then channel T̂ ∗ is

T̂ ∗(ω1) = TrM[D(ξ1 ⊗ ω1)D†], (5.30)

what in vector representation looks A(T̂ ∗)ij = Tr[D(ξ1 ⊗ τj)D†(I⊗ τi)]:

A(T̂ ∗) =


1 0 0 0

m1s2s3 c2c3 m3c2s3 −m2s2c3
m2s1s3 −m3c1s3 c1c3 m1s1c3
m3s1s2 m2c1s2 −m1s1c2 c1c2

 , (5.31)

where ci = cosαi and si = sinαi. We see that for any nonzero operator ς = ~m~τ to be irrelevant
we need si = 0 for all i = 1, 2, 3. This implies that αi = kiπ where ki ∈ N. However if this
holds then D is a product of two equal Pauli matrices, i.e. no interaction at all. We conclude
that the irrelevant subspace is trivial unless the whole interaction is of factorized form. Then the
irrelevant subspace is maximal, meaning that the relevant subspace is spanned only by identity.

Now we will move on to the concurrent channel. Lets denote

ξk+1 := C∗k · · ·C∗1 (ξ1) = C∗k(ξk) (5.32)

the state of memory after k-th collision, where C∗k are the concurrent channels

C∗k(ξk) = Trk[U(ξk ⊗ ωk)U†]. (5.33)

After applying the parametrization (5.26) we get that

C∗k(ξk) = W2Trk[D
(
ξk ⊗ (V1ωkV

†
1 )

)
D†]W †

2 , (5.34)

where we see that V2 doesn’t affect the transformation on memory. Since the irrelevant subspace
is trivial we require

C∗δ · · ·C∗1 (ς) = O (5.35)
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for any ς = ~m~τ a memory channel of depth δ. In vector representation this means that if we
define

A(C∗k) =
(

1 0
~ck C̃k

)
(5.36)

then

~m 7→ C̃δ · · · C̃1 ~m+
δ−1∑
k=1

C̃δ · · · C̃k+1~ck + ~cδ. (5.37)

If we require the equation (5.35) to hold we need that

C̃δ · · · C̃1 = O (5.38)

because only then the right hand side of (5.37) will be independent of ~m. A necessary condition
for that is that any C̃k has to be singular, since we can have input sequences ω[1,n] = ω⊗n with
arbitrary ω. Any C̃k looks in vector representation as

C̃k = R2

 c2c3 wk,3c2s3 −wk,2s2c3
−wk,3c1s3 c1c3 wk,1s1c3
wk,2c1s2 −wk,1s1c2 c1c2

 , (5.39)

where we have used that V1ωkV
†
1 = 1/

√
2(I + ~wk~τ) and R2 = A(W2) is the rotation due to

unitary W2. Since det(C̃k) = (c1c2c3)2 + wk,1(s1c2c3)2 + wk,2(c1s2c3)2 + wk,3(c1c2s3)2,
this matrix is singular for arbitrary ~wk only when cj = 0 for two different j. Lets say that
c1 = c2 = 0 and c3 6= 0, then

C̃k = R2

 0 0 ±wk,2c3
0 0 ±wk,1c3
0 0 0


= ±

 0 0 wk,1c3R2,12 ± wk,2c3R2,11

0 0 wk,1c3R2,22 ± wk,2c3R2,21

0 0 wk,1c3R2,32 ± wk,2c3R2,31

 . (5.40)

Under further investigation we find that condition (5.38) can hold for arbitrary factorized input
sequence only if R2,32 = R2,31 = 0. Since R2 is rotation this also implies that R2,33 = ±1 and

R2 =
(
S 0
0 ±1

)
, (5.41)

where S is rotation in the xy-plane. Such unitaries commute with Z thus

W2 = eβZ . (5.42)

Furthermore the depth of such memory channel is necessary δ = 2 since we can check that

C̃k+1C̃k = O, (5.43)
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for any factorized input sequence. So if c1 = c2 = 0 and c3 6= 0 and W z
2 = eβZ then any Uzδ=2

of form

Uzδ=2 = (W z
2 ⊗ V2)D(IM ⊗ V1), (5.44)

with arbitrary Vk defines a collision model with memory depth δ = 2: S∗k(ξ⊗ωk) = FUδ=2(ξ⊗
ωk)U

†
δ=2F . Similarly you will get the same thing for Uyδ=2 with c1 = c3 = 0 and c2 6= 0 and

W y
2 = eβY and Uxδ=2 with c2 = c3 = 0 and c1 6= 0 and W x

2 = eβX . Furthermore it is easy to
check that if an two qubit unitary U corresponds to a memory channel with depth of memory 2
then also U† has depth of memory 2. Lets say that U is of the Uzδ=2 type, then

U† = (IM ⊗ V †1 )D†(W z†
2 ⊗ V †2 ). (5.45)

Since the I-O relation is invariant under conjugation of memory, we are able to move the inverse
of W2 back to the left side with suitable conjugation. Also the inverses of Vi can be arbitrary and
hence are of no interest now, so we can omit the daggers on them. Thus

U† = (W z†
2 ⊗ V1)D†(IM ⊗ V2). (5.46)

We can also ignore the dagger on W z
2 since it does not change the type of the unitary, it only

changes the sign in front of β. If D is such that c1 = c2 = 0 then also D† will fulfill this
condition, because the dagger operation only introduces sign changes in front of αi and this
won’t affect the cosines in condition, thus

U† = (W z
2 ⊗ V1)D(IM ⊗ V2), (5.47)

which is of depth 2 again.
We will also get finite depth if we set c1 = c2 = c3 = 0, then C̃k = O automatically and

δ = 1. It follows then that

Uδ=1 = (W2 ⊗ V2)F (W1 ⊗ V1), (5.48)

with arbitraryWk and Vk where F is the two qubit swap unitary. Trivially since the local unitaries
are arbitrary and F self-adjoint, U†δ=1 has also memory depth 1.

If we look onto classical case we have discrete set of possible interactions - permutations of
a set of four elements, which can be represented by 24, 4 × 4 permutation matrices, and states
are diagonal, hence described by only one traceless parameter ξ = 1/2(I + pZ). It can be easily
checked that these interactions can be grouped to three groups. First group would consist of
factorized interactions - independent evolution of memory and input. This group has δ = 0.
Second group would be the swap like interactions, with δ = 1 and third group are control unitary
interactions (see Example 4.5), where the memory is control and the input target or the other way
round. Such interactions have not finite depth. Thus the quantum case is slightly richer.

But the bound given by theorem 5.10 suggests that there could also exist a pure memory
channel with depth 3. But such memory channel does not exist. For the case of pure memory
channels the inclusion of subspaces in the proof of the aforementioned theorem will turn into
inclusion of algebras, because if X,Y ∈ Vk then by unitarity of the evolution also XY ∈ Vk.
Thus Vk has to be closed under multiplication of its elements. In case of depth 3 there would
need to be a chain of nesting subalgebras of qubit algebra such that

V0 ⊂ V1 ⊂ V2 ⊂ V3 (5.49)
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where V0 is the trivial subalgebra including only the identity and V3 is the full qubit operator
algebra. Since the inclusions are strict, the dimension of Vk has to be k + 1. However there
is no 3-dimensional subalgebra of a qubit operator algebra. Thus the longest possible chain of
inclusions is 2 and not 3.

5.2.2 Memory channels and quantum cellular automata

In this place we will outline the close connection and interplay between one dimensional quantum
cellular automata and memory channels. The results obtained here with proper proofs are still
not published, but are the merit of [28].

The idea of generalizing the notion of classical cellular automata to quantum settings, can
be traced back to Feynman where he in his paper [23] argued that quantum computation might
out power the classical one. Various approaches have been considered for generalizing cellular
automata to quantum regime [66, 15, 65, 21, 27]. In this section we will follow the approach of
Werner et al. [56, 62, 2, 26], since this approach has a clear connection to memory channels.

Cellular automata are transformations of certain cell structure by a set of local rules. In
one dimension the cell structure is an array of cells, where each cell has a finite number of
possible states, for example 0 or 1. The automaton then transforms this state according to rules
which depend on the states of cells in defined neighbourhood. Reversible automaton is when the
transformation described by the rules is reversible, and the original state of the array cells can be
reconstructed from the transformed cells.

In quantum setting a single cell will be a single quantum system in finite dimensional Hilbert
space Ak with d(k) = dimAk and the cell state will be an operator from the algebra L(Ak) =
Ak. The state of the infinite array is then from the quasi-local algebra as in Section 4.1. Thus
quantum cellular automata (QCA) are transformations of the same structure as memory channels
are. Whereas for memory channels the defining concept was causality, for reversible QCA’s it
will be locality, for existence of local rules and automorphism property for reversibility.

Definition 5.11 (Reversible 1D quantum cellular automaton). A reversible one dimensional
quantum cellular automaton C is a local automorphisms of the quasi-local algebra C : Z 7→ Z.
By automorphism we mean that it preserves the algebraic structure of Z:

C(x · y) = C(x) · C(y), (5.50)

for all x, y ∈ Z and by locality6 we understand that

C(BΛ1) ⊂ AΛ2 , (5.51)

where Λ2 is finite for every finite Λ1.

Causality does not contradict to locality nor to the automorphic property. Thus there can exist
reversible automata such that

C(b(−∞,z]) ∈ A(−∞,z], (5.52)

6The notion of locality is in some papers referred to as “causality” since it creates a cone where the information can
propagate after several time steps. However since the term causality is already used for causal processes and moreover
we would like to speak also about causal QCA we stick to the term local. This problem arises only because the natural
time in QCA is usually the time step used to transform the whole cell structure. But in here we are interested only in one
such time step, and introduce the time parameter within the cell structure, in the ordering of cells. This is completely
natural from the point of memory channels and causal processes.
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for every z ∈ Z which we call causal, motivated by (4.1). Moreover, since QCAs are local there
exists for any automaton C a finite number τ such that

C(b(−∞,z]) ∈ A(−∞,z+τ ], (5.53)

for every z ∈ Z. This means that every QCA can be made causal by a suitable shift:

Sτ ◦ C(b(−∞,z]) ∈ A(−∞,z], (5.54)

where Sτ is such that

Sτ (bz) = bz−τ ∈ Az−τ , (5.55)

and is called a causal shift. Note that the shift transformation cannot be defined for arrays with
cells of unequal size, thus we are bound to a translationally invariant cell structure. A shift
transformation is also a causal QCA.

Causal QCA are memory channels as any other causal process. Due to locality, they also
have finite depth. It turns out that every causal, 1D reversible QCA corresponds to a pure mem-
ory channel with finite depth and conversely each pure finite depth memory channel on a trans-
lationally invariant chain, defines a 1D reversible QCA.

For any QCA we can calculate a local invariant, so called index of a QCA, ind(C). The
index theory of reversible 1D QCA was introduced in [26]. The index can be calculated from any
sufficiently large, but finite portion of the automaton and represents the information flow inside
the transformation. This index is always a ratio of two positive integers. For causal automata
it is just an integer. Surprisingly this integer is equal to the smallest memory requirement of
the memory channel which corresponds to such causal QCA. This is particularly nice, because
it gives us a way to calculate the memory overhead needed to perform the transformation only
from a finite part of the transformation in a well defined way. There have been some attempts
to address this topic for the memory overhead in quantum convolutional codes [31] where the
result is quite complicated and requires to find a longest path in a non-comutativity graph. Non-
catastrophic convolutional codes, ie codes where errors spread to finite range, are equivalent to
memory channels with finite depth.

5.3 Repeatable channels

In this section we will turn our attention in a slightly different direction. Until now we have
discussed the effects of memory and how to counter them. Now we will try to find such memory
channels which from some perspective do not exhibit any memory. Generally speaking a causal
transformation T ∗ exhibits memory if

T ∗(ω[1,n]) 6= T ∗ ⊗ · · · ⊗ T ∗(ω[1,n]). (5.56)

Now let us have a pure memory channel with finite dimensional memory ξ ∈ S(M), with
factorized input sequences ω[1,n] = ω1 ⊗ · · ·ωn ∈ S(A1) ⊗ · · · ⊗ S(An) and collision Uk :
M⊗Ak 7→ M⊗ Bk. Since the input sequence is factorized, the transformation on any ω[a,b],
T ∗(ω[a,b]) is a valid channel, ie. completely positive mapping. Let denote T ∗[a,b] the channel T ∗

acting on ω[a,b]. Then we restate the relation 5.56 in a more readable way:

T ∗[1,n] 6= T ∗1 ⊗ · · · ⊗ T ∗n (5.57)
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for a general memory channel. One can now be interested in the possibility of repeating some
transformation G∗ many times. The transformation may be a part of an experiment for example
and experiments by their nature should be repeated many times. So there is a valid question which
transformations G∗ can be repeated in principle. From the example 4.6 of memoryless channels
we have learned that if we need to repeat a channel G∗ infinitely many times we need a memory
system containing infinitely many particles at least of dimension of the minimal Stinespring’s
dilation for the channel G∗. This means that unless the dilation environment is trivial we need
infinitely many particles and we consider this unphysical. However the dilation space is trivial
only for unitary transformations. From this perspective the perfectly repeatable transformations
G∗ which require finite dimensional memory are only unitary.

There is not much we can do unless we lower the constraints on the repeatability of transfor-
mation. This is expressed in following definition:

Definition 5.12 (Repeatable transformation). A channel G∗ is repeatable if there exists a pure
memory channel with finite dimensional memory, such that when constrained to factorized inputs
ω[1,n] = ω1 ⊗ · · ·ωn we have

T ∗k = G∗ (5.58)

for all k ∈ Z where T ∗k is local transformation on k-th site.

Note that it stil holds that T ∗[a,b] 6= G∗ ⊗ · · · ⊗G∗. We only require that locally the transfor-
mation on each site is equal G∗. As an example we can show that all random unitary channels
are repeatable by explicitly constructing a corresponding memory channel. A random unitary
channel G∗ru : T (A) 7→ T (B) is of form:

G∗ru(ω) =
∑
i

piUiωU
†
i , (5.59)

for any pi > 0 such that
∑
i pi = 1 and arbitrary set of unitaries Ui : A 7→ B. The memory

channel which employs these channels in repeatable fashion is the γ∗ already used in Example
4.5. The memory channel exploited the unitary interaction Uγ = F (

∑dM−1
i=0 |i〉〈i| ⊗ Ui) where

we got

T ∗ω[1,n] =
dM−1∑
i=0

〈i|ξ|i〉U⊗ni ω[1,n]U
†
i

⊗n
, (5.60)

where ξ ∈ S(M) was the initial state of memory. We compute T ∗k = Tr∀l 6=kT ∗ and get that

T ∗k (ωk) =
∑
i

piUiωkU
†
i , (5.61)

where we assigned pi = 〈i|ξ|i〉. Note that we do not even need the input sequence and the
memory system to be factorized and this result will still hold true. Thus all random unitary
channels are repeatable. Note that if a channel is repeatable it does not mean that it is always
employed in repeatable fashion. The repeatability merely admits such option.

We can show that a necessary condition for a channel to be repeatable is that it has to be
unital, ie. preserves the identity operator.
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Theorem 5.13. If a channel G∗ is repeatable, then it is unital.

Proof. Let us assume that we have a pure memory channel with finite dimensional memory
system in initial state ξ ∈ S(M) with dimension dM = dimM which employs a channel G∗ in
repeatable fashion. Assume factorized input sequence. Then

S(ξ) +
n∑
i=1

S(ωi) = S
(
U[1,n](ξ ⊗ ω1 ⊗ · · ·ωn)U†[1,n]

)
. (5.62)

From equation 2.24 we know that the entropy of the whole is always less or equal to the entropy
of the parts. Thus

S
(
U[1,n](ξ ⊗ ω1 ⊗ · · ·ωn)U†[1,n]

)
≤ S

(
C∗[1,n](ξ)

)
+

n∑
i=1

S
(
G∗(ωi)

)
, (5.63)

where C∗[1,n](ξ) is the final local state of memory after concurrent evolution and G∗(ωi) is the
local state of i-th particle after collision. Joining these two relations we get

n∑
i=1

S(ωi)− S
(
G∗(ωi)

)
≤ S

(
C∗[1,n](ξ)

)
− S(ξ). (5.64)

This means that the entropy loss on inputs cannot be greater than the entropy gain on memory
system. The right hand side of (5.64) is bounded from above, because the dimension of memory
is finite. The lowest entropy one can get on memory system is 0 and the highest entropy is
log dM of a maximal mixture. Thus

n∑
i=1

S(ωi)− S
(
G∗(ωi)

)
≤ log dM. (5.65)

Assume that all inputs are equal, ωi = ω. Then

n
(
S(ω)− S

(
G∗(ω)

))
≤ log dM, (5.66)

for every n ∈ N. For n → ∞ we have to get that S(ω) − S
(
G∗(ω)

)
≤ 0, what means that

the transformation G∗ cannot be entropy decreasing. This also means that such transformation
has to preserve the complete mixture because complete mixture is the unique state which has
the highest entropy. Since complete mixture is just scaled identity the map G∗ has to preserve
identity and therefore it has to be unital. It can be also shown that unital channels are entropy
non-decreasing, see Appendix B.1.

In qubit case all unital channels are also random unitary hence in qubit case unitality implies
repeatability. Let us note that the concept of repeatability is similar to the concept of quantum
cloning [60] in a sense that the channels (just like copies in quantum cloning) are not completely
independent if measurements are taken into account. The impact of measurements on repeatabil-
ity of quantum memory channels deserves further investigation, and will be partially addressed
in the next chapter.
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ρ S∗

1 S∗

2 · · · S∗

n
C∗

[1,n](ρ)

ω[1,n]

Fig. 5.1. The system ρ evolves in discrete time steps in a collision model effectively simulating some
evolution of an open system interacting with an environment.

5.4 Simulation of indivisible qubit channels in collision models

Dynamics of open quantum systems is often modeled by the so-called master equations [39,34].
For a comprehensive reference on evolution of open quantum systems see [18]. The idea is to
get a time dependent channel describing the evolution, such that ρ(t) = E∗t (ρ), where ρ is the
state of system at time t = 0 (thus E∗t=0 = I). Often a Markovian approximation is made, where
we assume that the environment is large and effectively doesn’t change during the interaction
with the system. In this approximation the one parametric class of channels E∗t has a semigroup
property: E∗s ◦ E∗t = E∗s+t. Such evolution can be stroboscopically simulated using a simple
collision model.

Definition 5.14 (Stroboscopic simulation). We say that a collision model S∗ : T (M)⊗T (A) 7→
T (B)⊗ T (M) stroboscopically simulates time evolution E∗t if

C∗[1,n] = E∗n∆, (5.67)

for all n ∈ N and some ∆ > 0 and where C∗[1,n] is the concurrent channel on memory

C∗[1,n](ρ) = Tr[1,n]

(
S∗[1,n](ρ⊗ ω[1, n])

)
, (5.68)

where Tr[1,n] denotes partial trace over outputs 1, . . . , n. See for reference figure 5.1.

It is not important that the collision model is a memory channel. The inputs act only as
an environment to the open system, which happens to be the memory system and we are not
interested in the input-output relation of the memory channel. We focus only on the concurrent
part. Stroboscopic simulation then simulates an evolution of open quantum system by discrete
collisions with some structured environment, and approximates the continuous evolution with
discrete time steps.

All Markovian evolutions are stroboscopically simulable. Let E∗t : T (M) 7→ T (M) be a
Markovian evolution of some system with Hilbert space M. Then let U : M⊗A 7→M⊗A be
a Stinespring’s dilation of channel E∗∆:

E∗∆(ρ) = TrA
(
U(ρ⊗ |0〉〈0|)U†

)
, (5.69)

for some |0〉 ∈ A. Then if we engineer environment in state ω[1,n] = |0〉⊗n we get that

C∗[1,n] = E∗∆
⊗n = E∗n∆, (5.70)



324 Quantum channels with memory

because of Markovianity of E∗t . For any Markovian evolution we constructed a stroboscopic
simulation with arbitrary small time steps. A natural property of Markovian evolutions which is
also implicitly used in their stroboscopic simulation is their divisibility of any channel E∗t (if it
is not unitary evolution).

Definition 5.15 (Channel divisibility). A channel E∗ is called divisible if it can be written as a
composition of two non-unitary channels:

E∗ = E∗1 ◦ E∗2 . (5.71)

It is important that the channels E∗1 and E∗2 are not unitary. Otherwise we would get that all
channels are trivially divisible.

We say that a channel E∗ is stroboscopically simulable if there exists a stroboscopic sim-
ulation of a continuous time evolution E∗t such that E∗t=1 = E∗. It is an interesting question
whether also indivisible channels are stroboscopically simulable.

As a partial result we are able to say that every random unitary channel is stroboscopically
simulable. For this we have to fix a right interaction and an appropriate state of environment. Let
us have a random unitary channel

E∗(ρ) =
d−1∑
k=0

pkVkρV
†
k , (5.72)

where Vk is unitary and
∑
k pk = 1. Let Hk be a Hamiltonian of Vk such that eiHk = Vk. Fix

then dimA = d and interaction U : M⊗A 7→M⊗A

U =
d−1∑
k=0

e
i
nHk ⊗ |k〉〈k|. (5.73)

Finally set the state of n environmental particles to be ω[1,n] =
∑d−1
k=0

√
pk|k〉⊗n. This will yield

a stroboscopic evolution after m collisions

C∗[1,m](ρ) =
∑
k

pke
im
n Hkρe−

im
n Hk , (5.74)

giving us thus that

C∗[1,n] =
∑
k

pke
iHkρe−iHk = E∗. (5.75)

One can replace this stroboscopic simulation by a continuous time evolution where

E∗t (ρ) =
∑
k

pke
itHkρe−itHk , (5.76)

thus the steps can be arbitrarily small.
As was first reported in [68], all indivisible qubit channels are of form:

E∗(ρ) = pxXρX + pyY ρY + pzZρZ, (5.77)

pxpypz > 0, hence all indivisible qubit channels are stroboscopically simulable. On figure 5.2
stroboscopic evolution of universal NOT evolution E∗NOT(ρ) = 1/3(XρX + Y ρY + ZρZ) is
shown.
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Fig. 5.2. The collision model simulating the continuous time evolution towards the universal NOT gate
(shrunk Bloch sphere inversion). In particular, the transformation of the Bloch sphere (lines capture the
time evolution of eigenstates of Z operator) is depicted for the time interval t ∈ [0, 1]. For t = 2/3 the
channel E∗

t=2/3 is not invertible (det E∗
t=2/3 = 0) and at this time the Bloch sphere is mapped onto a two-

dimensional disk. Let us note that images of eigenstates of Z operator are internal points of the disk. In
fact, the whole disk is the image of pure states only. An animation of this evolution can be found at [71].
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6 Estimation of memory channels

Memory channels differ from ordinary memoryless channels in the way of processing large mes-
sages sequentially. This has implications for coding and decoding algorithm used in communi-
cation when such memory channel is applied to process the data.

In a similar situation when an experimenter is faced with an unknown channel, which he
would like to determine, he cannot assume that this channel is memoryless unless he has some
a priori knowledge. Naturally the estimating technique has to differ from the memoryless one
described in Section 3. We have to take into account that the memory transformation introduces
correlations into the message.

6.1 Process estimation in memory settings

To our best knowledge, there is no general way how to do parameter estimation in memory
settings. There has been some interesting studies of hamiltonian estimations with restricted ac-
cess [7, 8, 9, 19, 30, 67]. In these works the task was to estimate coupling strengths of interaction
between a set of particles. This set was divided into two subsets, one of which had the ex-
perimenter full control and the rest, which was inaccessible to experimenter, and served as the
memory system. If the subset under control of experimenter possessed a certain simple property,
called infectivity, the experimenter was able to manipulate the inaccessible part, in order to sup-
plement its relaxation to a desired state, and then obtain the coupling strengths of the particular
model. The work [19] didn’t require the relaxation of inaccessible part, due to the symmetry of
interaction.

Other studies [13] focused on discrimination of combs, where combs are in principle memory
channels with finite length input. They assumed that the experimenter is able to replicate the
comb perfectly, thus this task is equivalent to discrimination of memoryless channels with causal
structure. This structure gives additional resources to the experimenter. One can vary the input
states according to outputs of previous inputs, and thus introducing a different distance measure
on such processes. As a result this distance measure allows a larger set of channels to be perfectly
distinguishable than the usual cb-norm.

An estimation scheme applied to a memory channel is depicted on figure 6.1. The exper-
imenter can prepare each input in a state from a set {ω(k)}. Then he submits this input into
channel and measures the output with some measurement, which can also depend on ω(k). The
data from estimation are then collected in the string of pairs (preparation, outcome).

Such estimation scheme can be interpreted as a single measurement of the memory system.
Thus the string of observed events cannot contain more information about the initial state of the
memory than one can obtain from a single measurement. This is in contrast with memoryless
channels where, depending on the interaction, some nontrivial information can be obtained about
the initial state of memory. Thus the observed string of events only contains information about
the inputs, measurements taken and the interaction.

Let us have look on following two examples. They show what happens when we use such
estimation scheme naively, without taking into account the effects of memory.

Example 6.1 (Shift channel). As was noted in previous chapters (see examples 4.3, 4.4), a
simple shift channel σ∗1 on a qubit chain is modeled by a concatenated swap collision with a qubit
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Fig. 6.1. Estimation scheme of a memory channel. The inputs ωi are drawn from a finite set of preparations,
ωi(k) means i-th input is prepared with preparation k. Then the output ω′

i(k) is produced and a measure-
ment is performed with some outcome l. The result of estimation is then a string of events, where event is
a pair (k, l), preparation - outcome.
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Fig. 6.2. Inputs are grouped to sequences of equal preparations. Independent of measurement the result of
estimation will be an almost perfect channel.

memory. We will use an estimation procedure illustrated on figure 6.1. Let us have 6 preparations
k ∈ {x+, x−, y+, y−, z+, z−, } producing the eigenstates of respective Pauli matrices with ±1
eigenvalues. Assume that we order the inputs so that first n inputs will be ωi(x+), 0 < i ≤ n
then ωi(x−), n < i ≤ 2 ∗ n and so on, see figure 6.2. Since ω′i = ωi−1 for all i > 0 and fix
ω0 ≡ ξ, the resulting estimation will converge to an ideal channel. Because most of the time
ω′i = ωi, only when i = jn for some integer j it does not hold. As the statistics grows with n
these cases become insignificant very fast. The result of estimation is independent of the details
of measurement because of swap interaction.

We could choose a different strategy. We could first alternate x+, x− inputs then alternate
y+, y− and so on. This strategy is depicted on figure 6.3. Surprisingly we will find that any input
state goes to its orthogonal state. The result of estimation would be a non-completely positive
mapping, a perfect NOT gate. We can see that the ordering of inputs can have significant impact
on the result of estimation.

Yet, using a third strategy, we can choose the input states randomly, according to some dis-
crete distribution with probabilities pk of input being ωi(k). This models a situation when the
memory channel is used for communication, different preparations correspond to distinct “let-
ters” and are distributed more or less randomly. In this case we find out that on average the output
state of any input ωi is ρ =

∑
pkωi−1(k), the same as the average state of input. Thus the result
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Fig. 6.3. Inputs are grouped to sequences of alternating orthogonal preparations. Independent of measure-
ment the result of estimation will be a perfect NOT, a not completely positive mapping, hence unphysical.

of estimation would be a contraction to single state ρ. This is a completely positive mapping.

For memoryless channels the ordering is not important, and you cannot possibly run into
such problems. As we will see in next example not only ordering of inputs causes trouble.

Example 6.2 (Control not channel). Let us have a memory channel with control not interaction
Ucnot, initial qubit memory state ξ and first input ω1 = 1/2(I + Z) in the positive eigenstate of
Pauli matrix Z. Let the first measurement by also a perfect S-G measurement along the z-axis.
Let p± denote the probabilities of measuring the qubit aligned or anti-aligned with the z-axis.
Then

p+ = Tr(Ucnot(ξ ⊗ ω1)U
†
cnot(IM ⊗ E+)) = 〈0|ξ|0〉

p− = Tr(Ucnot(ξ ⊗ ω1)U
†
cnot(IM ⊗ E−)) = 〈1|ξ|1〉 (6.1)

where E± = 1/2(I±Z) are the effects of measurement observable. If the positive outcome was
measured then the state of memory after collision is ξ = 1/2(I +Z) and if the negative outcome
occurred the state would be ξ = 1/2(I − Z). However if memory is in one of those two states,
the channel will behave exactly as unitary one. For the positive result it will be ideal channel and
for the negative result the inputs will experience rotation by Pauli matrixX . The state of memory
will remain untouched after the first collision. The first outcome will decide how the channel will
behave afterwards. The result of estimation will be either an ideal channel or unitary rotation by
X with probabilities equal to the diagonal elements of the initial state of memory.

In the examples we have observed the impact of ordering on the result of estimation. In the
first case we used sequences of equal inputs. By the ordering we introduced a correlation. The
state of memory before collision was in most cases the same as the input. In this sense input
and state of memory were correlated. This happened also in the case of second ordering, when
the state of memory before interaction was perpendicular to input. This relation of memory and
colliding input was there put by hand, by means of the ordering. Intuitively it would be best to
put the least “information” into the ordering. This can be achieved by the third option, when
we have chosen the ordering to be random. In fact, if we choose random ordering the result of
estimation will be always a completely positive map with a direct connection to interaction.

To scrutinize this let us have a memory channel whose input-output relation on first N inputs
is described by channel T ∗(ω[1,N ]) = TrM[S∗[1,N ](ξ ⊗ ω[1,N ])]. We can measure the N out-
puts of the channel only once, and obtain a single (collective) outcome. However we are free to
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chooseN , the number and state of inputs we use and the measurement performed for our estima-
tion procedure. We also make the natural assumption that this memory channel is translationally
invariant and thus fully described by the double {S∗, ξ} where S∗ describes the primitive colli-
sion of input with memory, S∗ : M⊗H 7→ H ⊗M and ξ ∈ S(H) is the initial state of the
memory.

Remark 6.3. A memory channel specified by the double {S∗, ξ} has the same input-output
relation as another memory channel specified by {(IH ⊗ VM)S∗(V †M ⊗ IM), V †MξVM}, for
arbitrary unitary on memory space VM : M 7→M. Thus S∗ can be estimated at most up to the
unitary conjugation of the memory system.

Let us fix a set of distinctive preparations described by density matrices {ρk}
np

k=1, ρk ∈
S(H). For each preparation we also have a single measurement Mk described by set of effects
Mk = {Ekl}nk

l=1, such that Ekl > O and
∑nk

l=1Ekl = IH. Let us employ following estimation
procedure.

Estimation procedure:

1. choose randomly a preparation procedure from the set {ρk}
np

k=1 with probability distribu-
tion {pk}

np

k=1,
∑np

k=1 pk = 1, where this probability distribution is fixed and known for the
whole estimation procedure. Let the chosen preparation be ρA.

2. submit ρA into memory channel.

3. perform measurement MA on the output. Let the outcome be EAB . Record the event
(ρA, EA,B) in a time-ordered list of events.

4. repeat steps 1. - 3. N times.

5. calculate p̃(l|k) = Nkl

Nk
, whereNkl is the number of events (ρk, Ekl) andNk is the number

of times ρk was chosen as an input.

To complement this cooking recipe we also need a way how to interpret the data acquired by
such estimation procedure. Thus we need following theorem:

Theorem 6.4 (Estimation interpretation). There exists such state of memory ξ ∈ S(M) that

lim
N→∞

p̃(l|k) = p(l|k), (6.2)

where

p(l|k) = Tr[U(ξ ⊗ ρk)U†(Ekl ⊗ IM)] (6.3)

is the probability of getting outcome l when preparation k was input.

Proof. Let ξ ∈ S(M) be the initial state of memory. Then

qkl = pk ∗ Tr[U(ξ ⊗ ρk)U†(Ekl ⊗ IM)] (6.4)
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is the probability of memory to jump to state

ξ′ =
TrH[U(ξ ⊗ ρk)U†(Ekl ⊗ IM)]
Tr[U(ξ ⊗ ρk)U†(Ekl ⊗ IM)]

(6.5)

after collision with the input ρk and measured outcome Ekl. Since the inputs occur randomly,
the memory system conducts a classical random walk on the memory space with probabilities of
jump defined by (6.4) and ending positions of the jump defined by the equation (6.5) when the
starting position was ξ. Let ξi be the state of memory entering the i-th collision, so that ξ1 = ξ.

Let S be the set of all ξi and Sk the set of all ξi entering collision with ρk. Since input ρk
occur randomly, Sk is a random sample of S for all k.

Precisely speaking, for every N we are able to calculate

N(X ) = |S ∩ X | (6.6)
Nk(X ) = |Sk ∩ X | (6.7)

for arbitrary X ⊂ S(M).
Since the inputs occur independently at random with probability p(k) we know that for large

N

|Nk(X )− p(k)N(X )| ≈ O(
√
N). (6.8)

This is because all of the states ξi ∈ X were divided between the sets Sk at random with
probability p(k).

We can partition S(M) into mutually exclusive partitions {Xµ}µ such that

Xµ ∩ Xν = 0 ∀µ 6= ν (6.9)

S(M) =
⋃
µ

Xµ, (6.10)

and define

p(Xµ) =
N(Xµ)
N

(6.11)

pk(Xµ) =
Nk(Xµ)
Nk

≈
p(k)N(Xµ)
p(k)N

= p(Xµ). (6.12)

Since the last equation is true for arbitrary partitioning in the limit of large N , we can conclude
that the distribution of states in each Sk is the same.

We would like to illustrate the fact that the distribution in each Sk is independent of the
outcomes of measurements. Imagine a game with two players. Player 1 has two boxes and
infinite number of black and white cubes. Player 2 decides in which box will player 1 put the
next cube. Player 1 decides the color of the cube.

Player 1 decides the color of the cubes in random fashion, with probability p(w) he selects a
white and with probability p(b) = 1− p(w) a black cube. Then, the distribution of white cubes
among the boxes will be the same as the distribution of black cubes in the limit of many trials.
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Let Ni be the number of cubes in i-th box and Wi, Bi the number of white, black cubes in i-th
box. Then

Wi ≈ p(w)Ni ±
√
N

Bi ≈ p(b)Ni ±
√
N (6.13)

Player 2 can only influence the number of cubes in each box whatever strategy he uses. This
argument can be used for arbitrary partitioning.

In our case player 1 is the person who chooses the inputs which collide with memory system.
Player 2 chooses the outcome of the measurement and equation (6.13) is the analogue of equation
(6.8).

The average state of each set Sk is then also the same for all k. Lets denote the average state
as ξ. The probability of obtaining outcome Ekl when ρk was input is then

TrM[U(ξ ⊗ ρk)U†(Ekl ⊗ IM)]. (6.14)

These probabilities simply describe a single quantum channel T ∗1 ,

T ∗1 (ω) = TrM[U(ξ ⊗ ω)U†]. (6.15)

Similarly, by grouping δ subsequent events, the measured probabilities will correspond to a chan-
nel on δ subsequent inputs T ∗[1,δ]

T ∗[1,δ](ω[1,δ]) = TrM[U[1,δ](ξ ⊗ ω[1,δ])U
†
[1,δ]], (6.16)

with the same ξ as T ∗1 , where

U[1,δ] = (I[1,δ−1] ⊗ U)(I1,δ−2 ⊗ U ⊗ Iδ−1)
· · · (U ⊗ I[2,δ]). (6.17)

The theorem however does not state what ξ is, and how it is dependent on the preparations
ρk, their distribution pk nor the measurements. To partially improve this situation we provide
following lemma.

Lemma 6.5 (Fixed point lemma). Let C∗k be the so called concurrent mapping

C∗k(ξ) = TrH[U(ξ ⊗ ρk)U†]. (6.18)

The average point ξ is then a fixed point of an average concurrent mapping, i.e.:∑
k

pkC
∗
k(ξ) = ξ, (6.19)

where

C
∗

=
∑
k

pkC
∗
k (6.20)

is the average concurrent mapping.
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Proof. Let S̃k be the set of all ξi which exit a collision with ρk irrespective of the measurement
outcome. We know that the average state of Sk is ξ. Since we ignore the measurement outcomes
(sum over them), the average state of S̃k is C∗k(ξ) =: ξ

k
.

The average state of S can be also calculated as the average of all exiting states, because the
set of all exiting states of memory and all entering states of memory are identical. Thus∑

k

pkξ
k

= ξ =
∑
k

pkC
∗
k(ξ) =: C

∗
(ξ), (6.21)

wher we calculated the average exiting state as the weighted sum of average exiting states after
fixed input ρk.

If the average concurrent mapping is contractive, it has unique fixed point. The average state
of memory is then this point.

6.2 Control unitary interaction

In example 6.2 we have seen that the result of estimation was a unitary channel, in spite of that
the interaction of memory and input was not factorized. In this section we will prove that this
will be true whenever the interaction is a control unitary interaction, i.e. whenever

U =
dM−1∑
i=0

|i〉〈i| ⊗ Ui, (6.22)

where Ui are unitaries on A. And this result will be irrespective of details of the estimation
procedure. The proof is as follows. Fix any estimation procedure. Given a memory channel,
we can also define a probability distribution on all possible outcomes that could come out of the
estimation procedure. If we would repeat the same experiment, same initial memory state and
same input sequence, infinitely many times the outcomes of the estimation will be distributed
according to this probability distribution.

The only relevant parameters of memory are the diagonal elements of memory state ξ in
the {|i〉} basis as was already observed in (4.13). If, say 〈0|ξ|0〉 = 1 and all others are zero
the probability distribution over possible outcomes, P0, is as if the box was memoryless unitary
evolution U0 and similarly for other diagonal elements with distributions Pi. Due to linearity of
the whole procedure, for a general state ξ the probability distribution over possible outcomes,
Pξ, will be the convex combination of Pi

Pξ =
dM−1∑
i=0

〈i|ξ|i〉Pi. (6.23)

Thus only outcomes belonging to unitary channels Ui have solid probabilities. If the estimation
procedure was informationally complete and statistics infinite, the result of estimation will be a
memoryless unitary channel Ui with probability 〈i|ξ|i〉. For any finite statistics such estimation
cannot disprove that the channel is not one of the Ui thus asymptotically will converge to the
anticipated result.

In terms of the one shot measurement of the memory, the estimation is equal to measurement
of the memory in the basis {|i〉}, assuming all Ui are different. If the input is an eigenstate of
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Ui, call it |ψ〉 and you measure on the output a perpendicular state |ψ⊥〉. Then the result of
estimation cannot be Ui, because it prohibits such events. The diagonal term ξii will be set to
zero after such event occurs. This has an interesting application. Given imperfect measurements
on A one can attain asymptotically a projective measurement on M in aforementioned basis, by
doing tomography of the memory channel. The off-diagonal terms of initial memory state go to
zero exponentially and the diagonal terms ξii are proportional to the probability of measuring the
particular chain of events in unitary channel Ui. In the limit of many uses, the memory will be
projected to one pure diagonal state.

Note that a special case of a control unitary interaction is factorized interaction

U = W ⊗ V =
dM−1∑
i=0

|ψi〉〈ψi| ⊗ eiφiV, (6.24)

where |ψi〉 and eiφi are the eigenvectors and eigenvalues of W . For these interactions the result
is completely obvious and natural.

We can use similar argumentation for a larger class of interactions of following form

U =
dM−1∑
i=0

|π(i)〉〈i| ⊗ Ui, (6.25)

where π(i) gives another member of the basis of memory. As in the previous case, the only
relevant parameters of memory are the diagonal elements in the {|i〉} basis. Now the pure diag-
onal state of memory is not stationary but constantly cycles through the basis states. Thus the
sequence of events will correspond to a cyclical change of unitaries. In fact this is again a control
unitary channel if we group the inputs to larger sequences, this is when π · · ·π(i) = i again, i.e.
when the memory makes full cycle and returns to the original state. Then

U[1,n] =
dM−1∑
i=0

|i〉〈i| ⊗ Ui ⊗ Uπ(i) ⊗ Uπ(π(i)) ⊗ . . . , (6.26)

where n is the length of the cycle.

6.3 2D case study

We are going to examine the simplest example when we have a two dimensional memory system
and sequence of two dimensional inputs combined with a special unitary interaction of form

U = ei
1
2 (αxX⊗X+αyY⊗Y+αzZ⊗Z), (6.27)

with −π ≤ αi ≤ π.
The most general 2-qubit unitary interaction differs from this one only by applying local

unitaries on both sides. We could also study such case however it does not provide much more
insight than this basic example.

Given this U , our task is to estimate the angles αi. Due to the symmetries of the problem,
not all information can be obtained. Since we restrict ourselves to have access only to the input
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- output part, and have no access to memory degrees of freedom, the class of all interaction that
will yield the same I-O relation is (see 5.6):

U = ei
1
2 (αxX

′⊗X+αyY
′⊗Y+αzZ

′⊗Z), (6.28)

where X ′ = γXγ† and others are just unitarily conjugated Pauli matrices with arbitrary unitary
γ. This implies that any two signs of the angles αi can be flipped simultaneously by choosing
one of the Pauli matrices as the unitary γ. Thus we can only estimate the sign of the product of
all three angles, αxαyαz , which is invariant under such conjugation. Furthermore the shift by
π of all three angles simultaneously introduces only a global phase on the unitary U , which is
undetectable.

We will use estimation scheme described in previous section 6.1, randomizing set of prepa-
rations and measurements. We have a set of testing preparations which prepare testing states
{ρk} that we input randomly with probabilities pk and a set of measurement observables. Fix
the average state of memory as

ξ =
1
2
(I +mxX +myY +mzZ), (6.29)

for suitable mx,my,mz . Then any probability p(k, l) of some event (k, l) is consistent with a
channel in vector representation

A(E∗1 ) = A1 =


1 0 0 0

mxsysz cycz mzcysz −mysycz
mysxsz −mzcxsz cxcz mxsxcz
mzsxsy mycxsy −mxsxcy cxcy

 , (6.30)

where the matrix is written with respect to the traceless operator basis of Pauli matrices and
ci = cosαi and si = sinαi.

The diagonal elements of the vector representation of channel E∗1 are independent of the
average state of memory. Thus we can prepare the two testing states ρi,± = 1/2(I ± σi) with
random probability pi,+ = pi,− = 1/2 and a S-G experiment along the same axis with effects
Ei,± = 1/2(I ± σi) where σi is one of the Pauli matrices. The appropriate diagonal element is
then

A1
ii = 1/2Tr(E∗1 (σi)σi) = 1/4

(
Tr(E∗1 (ρi,+)Ei,+) + Tr(E∗1 (ρi,−)Ei,−)

−Tr(E∗1 (ρi,+)Ei,−)− Tr(E∗1 (ρi,−)Ei,+)
)

= 1/2(p(i+,i+) + p(i−,i−) − p(i+,i−) − p(i−,i+)), (6.31)

where p(·,·) is the probability of measured event. If all A1
ii, then

cosαx =

√
A1
yyA

1
zz

A1
xx

cosαy = sgn(A1
zz)

√
A1
xxA

1
zz

A1
yy

cosαz = sgn(A1
yy)

√
A1
xxA

1
yy

A1
zz

, (6.32)
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where cosαx can be always taken positive because of the π-shift symmetry mentioned earlier,
The sgn(A1

ii) is the sign of the diagonal element A1
ii. The last missing piece of information,

the sign of αxαyαz cannot be read out from the local channel. It can be obtained from the map
on two subsequent inputs, E∗[1,2]. We do not need the whole E∗[1,2]. It is enough to look at an
posterior mapping, the channel after fixed input ρi,±:

E∗2 (ω|ρi,±) = Tr1
(
E∗[1,2](ρi,± ⊗ ω)

)
. (6.33)

For example the vector representation of channel after the input ρx,+ is

A
(
E∗2 (·|ρx,+)

)
=


1 0 0 0

m′
xsysz cycz m′

zcysz −m′
ysycz

m′
ysxsz −m′

zcxsz cxcz m′
xsxcz

m′
zsxsy m′

ycxsy −m′
xsxcy cxcy


=: A2|x+, (6.34)

where m′ describes the posterior average state of memory after the input ρx+:

m′
x = cyczmx + sysz

m′
y = cxczmx + sxcz

m′
z = cxcymx + sxcy. (6.35)

If we also calculate A2|x− and subtract it from A2|x+ we will get

1
2
(A2|x+ −A2|x−) =: A2|X , (6.36)

where

A2|X =
0 0 0 0

s2ys
2
z 0 −c2yszsxmy −c2zsxsymz

s2xczszmz cxcyszsxmy 0 czsxsysz
−cys2xsymy) cxczsysxmz cysxsysz 0

 . (6.37)

The sign of αxαyαz is then obtained from the sign of A2|X
yz or A2|X

zy irrespective of the average
state of memory. The probabilities we need to measure are

A2|x+
yz = 1/2Tr(E∗2 (Z|ρx,+)Y ) = 1/4

(
Tr(E∗2 (ρz,+|ρx,+)Ey,+) + Tr(E∗2 (ρz,−|ρx,+)Ey,−)

−Tr(E∗2 (ρz,+|ρx,+)Ey,−)− Tr(E∗2 (ρz,−|ρx,+)Ey,+)
)

= 1/2(p(z+,y+|ρx,+) + p(z−,y−|ρx,+) − p(z+,y−|ρx,+) − p(z−,y+|ρx,+)), (6.38)

and analogously for

A2|x−
yz = 1/2(p(z+,y+|ρx,−) + p(z−,y−|ρx,−) − p(z+,y−|ρx,−) − p(z−,y+|ρx,−)),

(6.39)

where p(a, b|c) is the posterior probability of event (a, b) right after c occurred. This requires
that the average state of memory has to be the same for both maps during the estimation.
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If A1 has zero elements on diagonal then at least two of them have to be zero. This is when
at least one of the αi = ±π/2. One can get from (5.62) the only remaining nonzero product
A1
ii = ckcl. To obtain ck and cl we have to look in the posterior part of E∗[1,2]:

A
2|l±
l,0 =

1
2

(
Tr

(
E∗2 (1/2I|ρl,±)ρl,+

)
− Tr

(
E∗2 (1/2I|ρl,±)ρl,−

))
=

p(l+, l + |ρl,±) + p(l−, l + |ρl,±)− p(l+, l − |ρl,±)− p(l−, l − |ρl,±)
= sisk(cickml ± sisk) (6.40)
= ±s2k, (6.41)

where the last equality is because ci = 0 and s2i = 1. In case ci = ck = 0 we will get a swap
of classical information, a memory channel with depth δ = 2 similar to the one in example ??,
where the l-component is swapped to the l-component of the subsequent input. And finally if
all ci = 0 we have a memory channel with depth δ = 1, what is a swap-like interaction, which
can be easily checked on the posterior maps. In this case also the sign of αxαyαz cannot be
measured, because it only introduces a global phase shift on the swap interaction.

Thus, a good strategy is following. For every i, input randomly states ρi,± with equal proba-
bilities 1/27 and do a measurement along the same axis with effects Ei,±, in order to obtain the
diagonal elements of A1 from (6.31) and the elements of posterior map using (6.40):

1
2
(A2|l+

l,0 −A
2|l−
l,0 ) = s2i s

2
k. (6.42)

Then, when lets say cz 6= 0, we randomly input four 2-qubit sequences ρx,+⊗ρz,+, ρx,−⊗ρz,+,
ρx,+ ⊗ ρz,− and ρx,− ⊗ ρz,− with equal probabilities 1/4 and measure the second output along
the y- axis to measure the probabilities in (6.38) and (6.39) for estimating the czsxsysz and
subsequently the sign of αxαyαz . Note that this sign is unobservable if at least one of the angles
is a multiple of π.

7The probabilities can be arbitrary, however it is good to keep them equal to have comparable statistics of events.
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Appendices

A Hilbert space refresher

A.1 Hilbert space

Let H be a complex vector space.

Definition A.1 (Inner Product). A complex valued function 〈·|·〉 on H × H is called an inner
product on H if it satisfies following three conditions for all vectors φ, ψ, θ ∈ H and c ∈ C:

• 〈φ|φ〉 ≥ 0 if φ 6= 0 - positive definiteness

• 〈φ|ψ + cθ〉 = 〈φ|ψ〉+ c〈φ|θ〉 - linearity in second argument

• 〈φ|ψ〉 = 〈ψ|φ〉 - conjugate symetricity

We say that two vectors φ, ψ 6= 0 of an inner product space H are orthogonal iff 〈φ|ψ〉 = 0.
A set X ⊂ H is orthogonal set if any pair of vectors from X is orthogonal.

Definition A.2 (Finite Dimensional space). The inner product space H is of dimension d ∈
N, d < ∞ if there does not exist a orthogonal set of k vectors such that k > d but a orthogonal
set of d vectors exists. If no such d exists, the space H is infinitely dimensional. Any set of d
orthogonal vectors forms a (unnormed) basis in d-dimensional Hilbert space.

A complex vector space H equipped with inner product is a normed space with a norm
defined as:

Definition A.3 (Canonical Norm). The canonical norm of a vector ψ ∈ H with respect to inner
product on H is

‖ ψ ‖ ≡ 〈ψ|ψ〉
1
2 . (A.1)

Normed space is complete if every Cauchy sequence is convergent and separable if it has a
countable dense subset.

Definition A.4 (Hilbert Space). Any complete separable inner product space with respect to the
norm A.1 is a Hilbert space.

Every finite dimensional inner product space is separable and complete and thus a Hilbert
space. In this work all Hilbert spaces will be mostly finite dimensional unless explicitly stated.

Definition A.5 (Basis). Every set of d orthonormal vectors {ψi} in Hilbert space H, where d
is the dimension of this Hilbert space is a basis of this Hilbert space. Any vector φ can be then
expressed as

φ =
d∑
i=1

ciψi, (A.2)

where ci = 〈ψi|φ〉.



338 Quantum channels with memory

Remark A.6 (Cauchy-Schwartz Inequality). For every inner product space following inequality
holds: if ψ, φ ∈ H then

|〈φ|ψ〉|2 ≤ 〈φ|φ〉〈ψ|ψ〉. (A.3)

The equality happens only if φ and ψ are linearly dependent, ie. φ = cψ for some c ∈ C.

Definition A.7 (Linear Functional, Dual Space). A linear mapping f from a complex vector
space V to the field of complex numbers is called a linear functional. If this V has norm defined
we can construct the set of all continuous linear functionals on V called the dual space V ∗. This
is also a vector space where the linear structure can be defined pointwise: (f1 + cf2)(v) =
f1(v) + cf2(v) for all v ∈ V and normed with norm

‖ f ‖ := sup
v

|f(v)|
‖ v ‖

. (A.4)

In Hilbert space H every vector φ defines such linear functional by the formula

fφ = 〈φ|ψ〉 (A.5)

for every ψ ∈ H.

Lemma A.8 (Riesz). Let f ∈ H∗, then there exists a unique vector φ ∈ H such that

f(ψ) = 〈φ|ψ〉 =: fφ(ψ) (A.6)

for every ψ ∈ H. Moreover ‖ fφ ‖ = ‖ φ ‖.

Remark A.9 (Dirac Notation). A single vector ψ ∈ H can be written as |ψ〉 and is called as ket
vector. Symbol 〈φ| will denote a linear functional:

ψ 7→ 〈φ|ψ〉, (A.7)

and is called bra vector. The inner product 〈φ|ψ〉 will be then called a bra(c)ket.

A.2 Linear operators on Hilbert spaces

Definition A.10 (Linear operator). We call a mapping A : H 7→ H linear if

A(pψ + qφ) = pAψ + qAφ, (A.8)

for every ψ, φ ∈ H and every p, q ∈ C.

Definition A.11 (Bounded operator). We call a linear mapping A : H 7→ H an operator. An
operator A is bounded if there exists such number t <∞ that

‖ Aψ ‖ ≤ t‖ ψ ‖ (A.9)

for all ψ ∈ H. The set of all bounded operators on H is L(H). This set has a structure of a com-
plex vector space. In finite dimensional Hilbert space the elements of L(H) can be represented
by square matrices with finite matrix elements Md(C).
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Definition A.12 (Operator Norm). The norm of bounded operator A is

‖ A ‖∞ = sup
ψ

‖ Aψ ‖
‖ ψ ‖

. (A.10)

Definition A.13 (Adjoint operator). For every operator A ∈ L(H) we can define the adjoint
operator A† as

〈φ|A†ψ〉 = 〈Aφ|ψ〉 (A.11)

for all ψ, φ ∈ H. For every A, (A†)† = A.

Definition A.14 (C∗-algebra). A C∗-algebra A is an associative algebra over complete normed
complex vector space, equipped with a † involution such that

(A+ cB)† = A† + cB† (A.12)
(AB)† = B†A† (A.13)
(A†)† = A (A.14)

‖ A†A ‖ = ‖ A ‖‖ A† ‖, (A.15)

for every c ∈ C and A,B ∈ A.

The algebra of bounded operators L(H) over Hilbert space H together with the † operation
and operator norm ‖ · ‖∞ is a C∗-algebra and conversely every C∗-algebra can be viewed as
subalgebra of operators over some suitable Hilbert space. We call a C∗-algebra A unital if it has
identity.

Definition A.15 (Self-adjoint operator). Let A ∈ L(H). If A† = A we call such operator
self-adjoint. The set of all self-adjoint operators is LS(H).

For every self-adjoint operator A we know that 〈ψ|Aψ〉 is real:

〈ψ|Aψ〉 = 〈Aψ|ψ〉 = 〈ψ|A†ψ〉 = 〈ψ|Aψ〉. (A.16)

Definition A.16 (Positive operator). We call an operatorA ∈ L(H) positive if for every |ψ〉 ∈ H

〈ψ|Aψ〉 ≥ 0. (A.17)

If A is an positive operator, we write A ≥ O.

It directly follows that positive operators are self-adjoint. It also follows thatA†A is a positive
operator since

〈ψ|A†Aψ〉 = 〈Aψ|Aψ〉 = ‖ Aψ ‖2 ≥ 0 (A.18)

Lemma A.17 (Square root lemma). Let A ∈ LS(H) such that A ≥ O. Then there is a unique
positive operator A1/2 such that A1/2A1/2 = A. The operator A1/2 is called a square root of
A.

Definition A.18 (Absolute value). Absolute value of an operatorA ∈ L(H) is |A| := (A†A)1/2.
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Definition A.19 (Trace of a bounded operator). We define a trace of a bounded operator A ∈
L(H) as

Tr(A) :=
∑
i

〈ψi|Aψi〉, (A.19)

where {|ψi〉} forms an orthonormal basis on H.

Definition A.20. The set of all operators A ∈ L(H) for which Tr(|A|) < ∞ is called a trace
class and is denoted as T (H).

The reason why we insist that the trace of absolute value of operator exists is that in infinite
dimensions this ensures that the trace is unitarily invariant.

Definition A.21 (Trace norm). Trace norm of an operator A ∈ T (H) is

‖ A ‖tr ≡ Tr|A| = Tr
√
AA†. (A.20)

Definition A.22 (Hilbert-Schmidt product). We can define an inner product on T (H):

Tr[A†B] =: 〈A|B〉HS. (A.21)

Hence T (H) is also a Hilbert space in finite dimension. Given that {|ψi〉} is an orthonormal
basis in d-dimensional H we can define a d × d dimensional orthonormal basis on T (H) as
{|ψi〉〈ψj |} and every trace class operator can be expresed as

A =
∑
ij

aij |ψi〉〈ψj |, (A.22)

where aij = Tr[(|ψi〉〈ψj |)†A] = 〈ψi|Aψj〉. Thus T (H) can be identified with the set of d × d
complex matrices Md(C). Let ajk be the matrix entries of an operator A ∈ T (H). Arbitrary
linear functional f : T (H) 7→ C can be written as

f(A) = f(
∑
ij

aij |ψi〉〈ψj |) =
∑
ij

aijf(|ψi〉〈ψj |)

=
∑
ij

aijsij = Tr(AS). (A.23)

Every linear functional on T (H) is thus represented by matrix S ∈Md(C) via the trace formula
A.23. This is consistent with the Riesz lemma A.8 if we equip Md(C) with the Hilbert-Schmidt
inner product. Let us note that in finite dimensions L(H) ≡ L(H)∗ ≡ T (H) ≡ T (H)∗.

When we move into infinite dimensional case L(H) and T (H) are no longer Hilbert spaces.
However T (H) is still a normed vector space and is an ideal in L(H) so that Tr(BA) < ∞ for
every A ∈ T (H) andB ∈ L(H). For eachB ∈ L(H) we define a linear functional fB on T (H)
with

fB(A) = Tr(BA), (A.24)

for every A ∈ T (H). Thus T (H)∗ = L(H) for infinitely dimensional H.
The reason why T (H) is not a Hilbert space in infinite dimensions is that in fact it is too

small. It turns out that the Hilbert-Schmidt inner product makes sense for a larger class of oper-
ators than trace class operators. Operators which satisfy the Hilbert-Schmidt norm ‖ A ‖HS :=√

Tr(A†A) ≤ ∞ form a Hilbert space.
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Definition A.23 (Unitary operator). We call an operator U unitary if

UU† = U†U = I. (A.25)

The inner product in H is invariant under unitary change of vectors:

〈Uψ|Uφ〉 = 〈U†Uψ|φ〉 = 〈ψ|φ〉. (A.26)

The trace of an operator is invariant under unitary change of basis in finite dimensions, due
to rotational symmetry of trace on matrices.

Tr(A) =
∑
i

〈Uψi|AUψi〉 = Tr(U†AU)

= Tr(UU†A) = Tr(A) (A.27)

Definition A.24 (Eigenvalues and eigenvectors). A complex number λ ∈ C is an eigenvalue of
a bounded operator A ∈ L(H) if there exists a vector |λ〉 ∈ H, |λ〉 6= 0 such that A|λ〉 = λ|λ〉.
The vector |λ〉 is then the eigenvector of A associated with the eigenvalue λ.

Definition A.25 (Spectrum of bounded operators). Spectrum of an operator A ∈ L(H) is the set
of all λ ∈ C such that the operator

R(λ) = (A− λI)−1 (A.28)

is not a bounded operator in L(H).

In finite dimensional case, multiplicity of eigenvalue λ is the dimension of subspace spanned
by all eigenvectors associated with this eigenvalue. All eigenvalues of A are in spectrum of A.
For finite dimensional H also the converse holds. If multiplicity of eigenvalue λ is greater than
1, we call this eigenvalue degenerate.

Unitary conjugation preserves the eigenvalues of operatorA ∈ L(H). Let λ be an eigenvalue
of A associated with vector |λ〉. Then U |λ〉 is eigenvector of UAU† associated with λ:

UAU†U |λ〉 = UA|λ〉 = λU |λ〉. (A.29)

Let |λ1〉, |λ2〉 be eigenvectors of A with associated eigenvalues. Then 〈λ2|λ1〉 = c and we
can write

|λ1〉 = c|λ2〉+ |λ2⊥〉, (A.30)

where |λ2⊥〉 is orthogonal to |λ2〉. Since A is self-adjoint we have

〈λ2|Aλ2⊥〉 = λ2〈λ2|λ2⊥〉 = 0. (A.31)

Thus |Aλ2⊥〉 = |λ′2⊥〉 is orthogonal to |λ2〉. This leads to

A|λ1〉 = cA|λ2〉+A|λ2⊥〉 = cλ2|λ2〉+ |λ′2⊥〉,
A|λ1〉 = λ1|λ1〉 = cλ1|λ2〉+ λ1|λ2⊥〉. (A.32)

Both equalities can be true at the same time only if c = 0, states |λ1〉 and |λ2〉 are orthogonal,
or λ1 = λ2. In finite dimensional case eigenvectors of self-adjoint operators associated with
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the same eigenvalue λ span a linear subspace whose dimension is equal to multiplicity of λ.
You can then find a basis in this subspace and members of this basis will be again eigenvectors.
Every self-adjoint operator on finite d-dimensional Hilbert space has d real eigenvalues (counting
multiplicity) and therefore also d linearly independent eigenvectors which define some basis
{|λi〉} on this Hilbert space. Every self-adjoint operator then can be written in this basis as

A =
∑
i

λi|λi〉〈λi|. (A.33)

The trace of a self-adjoint operator is the only the sum of its eigenvalues counting multiplicities.

Example A.26. Let us have operator A

A = |0〉〈0|+ |0〉〈1|+ 2|1〉〈1|. (A.34)

This operator is not self-adjoint and has two eigenvectors |λ1〉 = |0〉, |λ2〉 = |0〉+ |1〉 associated
with eigenvalues λ1 = 1 and λ2 = 2. We see that eigenvectors corresponding to different
eigenvalues are not orthogonal for operator which is not self-adjoint.

Example A.27 (Identity). Identity operator is self-adjoint and has only one eigenvalue 1 with
multiplicity d, where d is the dimension of underlying Hilbert spaceH. Naturally we can choose
any basis {|ψi〉} in this space and it will be automaticaly basis of eigenvectors and thus

I =
∑
i

|ψi〉〈ψi| (A.35)

for any basis in H.

Definition A.28 (Projectors). A projector P is a self-adjoint operator for which P 2 = P . Such
operator can have only eigenvalues 0 or 1 and any self-adjoint operator with such eigenvalues
is a projector. If the multiplicity of eigenvalue 1 is 1 then we call such projector 1-dimensional.
Every one dimensional projector can then be written as |ψ〉〈ψ| =: Pψ for some normed vector
ψ, ‖ ψ ‖ = 1. And every projector is a sum of one dimensional projectors. We call projectors
P1, P2 orthogonal if 〈P1|P2〉HS = 0 ⇔ P1P2 = O

Unitary operators can be also decomposed in a nice way. Every unitary operator U can be
written as

U =
∑
k

eiαk |ψk〉〈ψk|, (A.36)

where {|ψk〉} form orthonormal basis in H and eiαk are eigenvalues of U .
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B Various

B.1 Monoticity of von Neumann entropy under unital channels

Lemma B.1. If G∗ is a unital channel, then S
(
G∗(%)

)
≥ S(%) for all states %.

Proof. The proof of entropy monoticity for unital channels is a consequence of the monoticity
of the relative entropy [51]. In particular, for arbitrary quantum channel G∗

S
(
G∗(%)||G∗(ω)

)
≤ S(%||ω) , (B.1)

where S(%||ω) = Tr
(
%(log % − logω)

)
is the quantum relative entropy. Setting ω = 1

d I we get
S(%||1/dI) = −S(%)+ log d. Using this fact and assuming that G∗ is unital the above inequality
can be rewritten as

S
(
G∗(%)||1/dI)

)
≤ S(%||1/dI)

−S
(
G∗(%)

)
≤ −S(%) ,

from which the lemma follows.
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[55] E. Prugovečki, Information-theoretical aspects of quantum measurement, International Journal of

Theoretical Physics 16 (1977), 321–331, 10.1007/BF01807146.
[56] S. Richter and R. Werner, Ergodicity of quantum cellular automata, Journal of Statistical Physics 82

(1996), 963–998, 10.1007/BF02179798.
[57] D. Rossini, V. Giovannetti, and S. Montangero, Spin chain model for correlated quantum channels,

New Journal of Physics 10 (2008), no. 11, 115009.
[58] G. Ruggeri and S. Mancini, Privacy of a lossy bosonic memory channel, Phys. Lett. A (2007).
[59] G. Ruggeri, G. Soliani, V. Giovannetti, and S. Mancini, Information transmission through lossy

bosonic memory channels, Europhys. Lett. (2005).
[60] V. Scarani, S. Iblisdir, N. Gisin, and A. Acin, Quantum cloning, REV.MOD.PHYS. 77 (2005), 1225.
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