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This is the third part of a three-volume introductory courseabout integrable systems of in-
teracting bodies. The emphasis is put onto the method of Thermodynamic Bethe ansatz.
Two kinds of integrable models are studied. Systems of itinerant electrons, forming a part of
Condensed Matter Physics, involve the Hubbard lattice model of electrons with short-ranged
one-site interactions (Sect. 20) and the s-d exchange Kondomodel (Sect. 21), describing the
scattering of conduction electrons on a spin-s impurity. Methods and basic concepts used
in Quantum Field Theory are explained on the integrable(1 + 1)-dimensional sine-Gordon
model. We start with the classical description of the model in Sect. 22, analyze its finite en-
ergy field configurations (soliton, anti-soliton and breathers) and show its classical integrabil-
ity. The model is quantized by using two schemes: the conformal (Sect. 23) and Lagrangian
(Sect. 24) quantizations. The scattering matrix of the sine-Gordon theory is derived at the full
quantum level in the bootstrap scheme and is compared to its classical limit in Sect. 25. The
parameters of the scattering matrix are related to those of the Lagrangian by calculating the
ground-state energy in an applied magnetic field in two ways:Conformal perturbation theory
and Thermodynamic Bethe ansatz (Sect. 26). The relation of the sine-Gordon theory to the
XXZ Heisenberg model, which provides a complete solution ofthe sine-Gordon model in a
finite volume, is pointed out in Sect. 27. The obtained results are applied in Sect. 28. to the
derivation of the exact thermodynamics for the (symmetric)two-component Coulomb gas;
this is the first classical two-dimensional fluid with exactly solvable thermodynamics.
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CONDENSED MATTER: MODELS OF ITINERANT ELECTRONS

20 Hubbard model

The Hubbard model [1] has long been the most important model system of strongly interacting
electrons in a solid. It is investigated in connection with the metal-insulator transition of Mott
type [2]. This model represents a lattice version of the spin- 1

2 fermion gas withδ-function pair
interactions, studied in Sect. 10. The 1D Hubbard model was solved using the Bethe ansatz by
Lieb and Wu [3]; for a reminiscence and some new rigorous results, see Ref. [4]. The topic has
been summarized in the monograph [5].

20.1 Hamiltonian and its symmetries

We start with a general set-up for electrons with spinσ ∈ {↑, ↓}, formulated on a periodic
chain of atomic sitesl = 1, 2, . . . , L. In the framework of the second quantization, letc†lσ and
clσ be creation and annihilation operators of an electron of spin σ at sitel, satisfying the usual
anticommutation relations

{clσ, cl′σ′} = {c†lσ, c
†
l′σ′} = 0, {c†lσ, cl′σ′} = δll′δσσ′ . (20.1)

The chain periodicity is ensured by settingcL+1σ = c1σ. For electrons with spinσ ∈ {↑, ↓},
we define the local occupation number operatornlσ = c†lσclσ and the total number operator
N̂σ =

∑

l nlσ. The number operator of all electrons iŝN = N̂↑ + N̂↓. The operators of the
components of the total spin are defined as follows

Sα
tot =

1

2

L∑

l=1

∑

σ′,σ′′=↑,↓
c†lσ′ (σα)

σ′

σ′′ clσ′′ , α = x, y, z, (20.2)

where{σα} are the usual Pauli matrices. Explicitly, we have

Sx
tot ≡ 1

2

∑

l

(

c†l↑cl↓ + c†l↓cl↑
)

,

Sy
tot ≡ 1

2i

∑

l

(

c†l↑cl↓ − c
†
l↓cl↑

)

, (20.3)

Sz
tot ≡ 1

2

∑

l

(

c†l↑cl↑ − c
†
l↓cl↓

)

.

The spin operators generate a representation of su(2) algebra, [Sα
tot, S

β
tot] = iǫαβγS

γ
tot. It is

useful to introduce the ladder operatorsS±
tot = Sx

tot ± iSy
tot, which have the explicit forms

S+ =
∑

l

c†l↑cl↓, S− =
∑

l

c†l↓cl↑. (20.4)

They obey the sl(2) commutation relations
[
S+

tot, S
−
tot

]
= 2Sz

tot,
[
Sz

tot, S
±
tot

]
= ±S±

tot. (20.5)
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The vacuum state vector|0〉, corresponding to the empty lattice, is defined by

clσ|0〉 = 0 for l = 1, . . . , L andσ =↑, ↓. (20.6)

The basis of the space of states is generated by applying the creation operators{c†lσ} to |0〉. For
N electrons, we introduce the ordered coordinatesl = (l1, . . . , lN ) with lj ≤ lj+1 and spin
componentsσ = (σ1, . . . , σN ) such thatσj < σj+1 if lj = lj+1. The space of states is spanned
by all linear combination of Wannier states:

|l,σ〉 = c†lN σN
. . . c†l1σ1

|0〉. (20.7)

ForN↑ electrons with spin up andN↓ electrons with spin down, the total number of Wannier
states is

(
L

N↑

)(
L

N↓

)
. Thus, the dimension of the Wannier space is

L∑

N↑=0

L∑

N↓=0

(
L

N↑

)(
L

N↓

)

= 4L. (20.8)

The same number can be obtained directly by noting that each atomic site l = 1, . . . , L has
four states, namely the empty state|0〉, the spin-up statec†l↑|0〉, the spin-down statec†l↓|0〉 and

the fully occupied spin-up plus spin-down statec†l↑c
†
l↓|0〉; due to the Pauli exclusion principle,

electrons of the same spin cannot occupy the same site.
The one-body kinetic energy of electronsT is composed of nearest-neighbour hopping terms,

T = −t
L∑

l=1

∑

σ=↑,↓
(c†lσcl+1σ + c†l+1σclσ). (20.9)

In what follows, energies will be measured in units oft = 1. The interaction energy of electrons
V is approximated by only short-range contributions from sites doubly occupied by electrons
with opposite spins,

V = 2c

L∑

l=1

nl↑nl↓. (20.10)

Since the electrons possess the same charge, the usual version of the Hubbard model corresponds
to the repulsive Coulomb coupling constantc > 0. However, instead of electrons we can consider
the spinless fermions which are distinguished by the charge(two-component plasma), so that the
Coulomb attraction between a+ charge and− charge at the same site leads to the attractive
Hubbard model withc < 0. The Hubbard Hamiltonian is given byH ≡ H(c) = T + V .

Now we show that the numbers of up-spin electronsN̂↑ =
∑

l nl↑ and down-spin electrons
N̂↓ =

∑

l nl↓ are conserved, i.e.
[

H, N̂σ

]

= 0, σ =↑, ↓, (20.11)

together with the obvious relation[N̂↑, N̂↓] = 0. With regard to (20.1), the local occupation
number operators satisfy the relations

[

nlσ, c
†
kσ′

]

= δlkδσσ′c†kσ′ . (20.12)
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The summation of this equation overl = 1, . . . , L leads to a couple of the Hermitian conjugate
equations

[

N̂σ, c
†
lσ′

]

= δσσ′c†lσ′ ,
[

N̂σ, clσ′

]

= −δσσ′clσ′ . (20.13)

Consequently,
[

N̂σ, c
†
lσ′ckσ′

]

=
[

N̂σ, c
†
lσ′

]

ckσ′ + c†lσ′

[

N̂σ, ckσ′

]

= 0. (20.14)

This equality implies immediately the conservation laws (20.11). Since the total number of
electrons is given bŷN = N̂↑+N̂↓ and thez-component of the total spin bySz

tot = (N̂↑−N̂↓)/2,
these quantities are conserved as well,

[

H, N̂
]

= [H,Sz
tot] = 0. (20.15)

In the canonical approach, we fix the numbersN↑ of up-spin electrons andN↓ of down-spin
electrons. In the grand-canonical formalism, the control variables are the external magnetic field
h ≥ 0 (hencen↑ ≥ n↓) and the chemical potentialµ of particles. The Hamiltonian then reads

H(c, h) = H(c)− 2hSz
tot. (20.16)

Due to the conservation laws (20.15), the HamiltoniansH(c) andH(c, h) possess the common
set of eigenstates.

For a bipartite chain withL = even number of sites, the set of lattice sites can be divided into
two subsets,A = {1, 3, 5, . . .} andB = {2, 4, 6, . . .}, such that there is no hopping betweenA
sites orB sites. Then, the unitary transformationU †HU with U = exp[iπ

∑

l∈A(nl↑ + nl↓)]
leavesH unchanged, except for the replacementT → −T .

For the bipartite chain, the 1D Hubbard model possesses manysymmetries based on the
particle-hole transformations. Let us first introduce the “hole” fermion operators

a†lσ = clσ, alσ = c†lσ, for l ∈ A andσ ∈ {↑, ↓},
a†lσ = −clσ, alσ = −c†lσ, for l ∈ B andσ ∈ {↑, ↓}. (20.17)

Under this transformation, the Hamiltonian (20.16) and the particle numbers are changed to

H(c, h)→ 2c(L− N̂) +H(c,−h), N̂↑ → L− N̂↑, N̂↓ → L− N̂↓. (20.18)

In this way the more than half-filled case(N > L) is mapped onto the less than half-filled case
(N < L). If the transformation (20.17) is made only for spin-up electrons, i.e.

a†l↑ = cl↑, al↑ = c†l↑, for l ∈ A,

a†l↑ = −cl↑, al↑ = −c†l↑, for l ∈ B,
(20.19)

we find

H(c, h)→ h(N̂ − L) + cN̂ +H(−c, h), N̂↑ → L− N̂↑, N̂↓ → N̂↓. (20.20)

This symmetry makes a link between the repulsive and attractive Hubbard models.
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20.2 Nested Bethe ansatz

The Fock eigenstates of the Hubbard model withN electrons,M with spin down andN −M
with spin up, are expressible as follows

|N,M〉 =
∑

{σj}

∑

{xk}
ψσ1...σN (x1, . . . , xN ) c†x1σ1

· · · c†xNσN
|0〉, (20.21)

where
∑

{σj} denotes summation over allN !/[M !(N −M)!] possible spin configurations. Due
to the anticommutation relations between the Fermion operators, the amplitudesψ are totally
antisymmetric under simultaneous exchange of spin and space variables:

ψσQ1...σQN (xQ1, . . . , xQN ) = sign(Q)ψσ1...σN (x1, . . . , xN ), (20.22)

whereQ = (Q1, Q2, . . . , QN) is an element of the symmetric groupSN . The antisymmetry
property (20.22) implies that the summation over spin configurations in (20.21) is redundant and
we can set

|N,M〉 = N !

M !(N −M)!

∑

{xk}
ψσ1...σN (x1, . . . , xN ) c†x1σ1

· · · c†xN σN
|0〉, (20.23)

where(σ1, . . . , σN ) is an arbitrary configuration ofM electrons with spin down andN−M elec-
trons with spin up. Inserting (20.23) into the eigenvalue equationH(c)|N,M〉 = E(c)|N,M〉,
we obtain the “first quantized” version of the Schrödinger equation for the wavefunctionψ:

−
N∑

j=1

∑

ǫ=±1

ψσ1...σN (x1, . . . , xj + ǫ, . . . , xN )

+2c
∑

j<k

δ(xj , xk)ψσ1...σN (x1, . . . , xN ) = E(c)ψσ1...σN (x1, . . . , xN ). (20.24)

• N = 2: In the case of two electrons, the Schrödinger equation (20.24) takes the form

− ψσ1σ2(x1 − 1, x2)− ψσ1σ2(x1 + 1, x2)− ψσ1σ2(x1, x2 − 1)

−ψσ1σ2(x1, x2 + 1) + 2cδ(x1, x2)ψσ1σ2(x1, x2) = Eψσ1σ2(x1, x2). (20.25)

LetQ = (Q1, Q2) ∈ S2 be a permutation of the labels of particle coordinates whichdefines the
ordering sectorxQ1 ≤ xQ2 of mutual particle positions.

Whenx1 < x2 or x1 > x2, (20.25) reduces to the Schrödinger equation for free electrons
on the chain and its solution is a superposition of plane waves. The nested Bethe ansatz form for
the fermion wavefunction, see Eqs. (7.4)-(7.5), reads

ψσ1σ2(x1, x2) =
∑

P∈S2

sign(QP )AσQ1σQ2(kP1, kP2) exp

(

i

2∑

α=1

kPαxQα

)

, (20.26)

wherek1 andk2 are electron momenta. The substitution of this ansatz into Eq. (20.25) with
x1 6= x2 leads to the total momentumK and energyE given by

K = k1 + k2, E = −2(cos k1 + cos k2). (20.27)
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Whenx1 = x2, the electrons occupy the same site and scatter with one another. The Bethe
ansatz for the wavefunction (20.26) requires the scattering to be purely elastic, so that the mo-
mentak1 andk2 are individually conserved (the electrons either keep or exchange their mo-
menta). The scattering process is determined by two conditions. Firstly, we have to “match” the
wavefunction defined in the two sectorsQ = (1, 2) andQ = (2, 1) whenx1 = x2 = x. This
yields the conditions

Aσ1σ2(k1, k2)−Aσ1σ2(k2, k1) = Aσ2σ1(k2, k1)−Aσ2σ1(k1, k2). (20.28)

Secondly, the Schrödinger equation (20.25) has to be fulfilled forx1 = x2 = x, which implies

− e−ik1Aσ1σ2(k1, k2) + e−ik2Aσ1σ2(k2, k1) + eik2Aσ2σ1(k1, k2)

−eik1Aσ2σ1(k2, k1)− eik2Aσ1σ2(k1, k2) + eik1Aσ1σ2(k2, k1)

+e−ik1Aσ2σ1(k1, k2)− e−ik2Aσ2σ1(k2, k1)

+2[c+ (cos k1 + cos k2)][Aσ1σ2(k1, k2)−Aσ1σ2(k2, k1)] = 0. (20.29)

With the aid of Eqs. (20.28) and (20.29) we can express any two of the four unknownA-
amplitudes in terms of the other two. Simple algebra gives

Aσ2σ1(k2, k1) =
∑

σ′
1,σ′

2

Sσ1σ2

σ′
1σ′

2
(k1, k2)Aσ′

1σ′
2
(k1, k2), (20.30)

whereS is the two-particle scattering matrix with elements

Sσ1σ2

σ′
1σ′

2
(k1, k2) =

sin k1 − sink2

sin k1 − sin k2 + ic
Iσ1σ2

σ′
1σ′

2
+

ic

sin k1 − sin k2 + ic
Pσ1σ2

σ′
1σ′

2
. (20.31)

Here,I andP are the identity and permutation operators, respectively.The natural parameteri-
zation of momentak by rapiditiesλ is

sin k = λ, k(λ) = arcsinλ; (20.32)

since the physical range ofk is over a period2π, k(λ) is a two-sheeted function with branch
points atλ = ±1. Within this parameterization, theS-matrix (20.31) can be expressed as

S12(λ = λ1 − λ2) =
λ

λ+ ic
I +

ic

λ+ ic
P12. (20.33)

This matrix has the form of theS-matrix for the Heisenberg model (7.57) with the elements of
the rational type

a(λ) = 1, b(λ) =
λ

λ+ ic
, c(λ) =

ic

λ+ ic
, d(λ) = 0, (20.34)

characteristic for the XXX Heisenberg chain.
We impose periodic boundary conditions on the wavefunction:

ψσ1σ2(0, x2) = ψσ1σ2(L, x2), ψσ1σ2(x1, 0) = ψσ1σ2(x1, L);
ψσ1σ2(1, x2) = ψσ1σ2(L+ 1, x2), ψσ1σ2(x1, 1) = ψσ1σ2(x1, L+ 1).

(20.35)
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Inserting the Bethe ansatz (20.26) into these conditions yields

exp(ikP1L)AσQ2σQ1(kP2, kP1) = AσQ1σQ2(kP1, kP2), (20.36)

where the permutationsP,Q ∈ S2 are arbitrary. ChoosingQ = (2, 1), one gets the eigenvalue
problem

exp(ikP1L)Aσ1σ2(kP2, kP1) = Aσ2σ1(kP1, kP2)

=
∑

σ′
1,σ′

2

Sσ1σ2

σ′
1σ′

2
(kP2, kP1)Aσ′

1σ′
2
(kP2, kP1). (20.37)

In the sector of both electrons with spin up, it follows from the explicit form of theS-matrix
(20.31) that the boundary conditions corresponds to those of free fermions:

exp(iknL) = 1 n = 1, 2. (20.38)

Similarly as in the case of the Heisenberg chain, the wave numbers must be distinct,k1 6= k2, in
order to prevent the nullity of the wavefunction. The same result is obtained in the sector of both
electrons with spin down.

In the sector of one electron with spin up and the other one with spin down, the diagonalized
form of Eq. (20.37) has the form

{

eikP1L

(
1 0
0 1

)

−
(

λP2−λP1−ic
λP2−λP1+ic 0

0 1

)}

×
(
A↑↓(kP2, kP1)−A↓↑(kP2, kP1)
A↑↓(kP2, kP1) +A↓↑(kP2, kP1)

)

= 0. (20.39)

This eigenvalue equation has two possible solutions. The first solution, corresponding to the
coefficientsA↑↓(kP2, kP1) = −A↓↑(kP2, kP1), reads

exp(ikP1L) =
λP1 − λP2 + ic

λP1 − λP2 − ic
. (20.40)

IntroducingΛ1 = (sin k1 +sink2)/2, Eq. (20.40) can be re-expressed in a more symmetric way

exp[ik(λn)L] =
λn − Λ1 + ic′

λn − Λ1 − ic′
n = 1, 2, (20.41)

wherec′ = c/2. It follows from (20.40) thatexp(ik1L) exp(ik2L) = 1. ThusΛ1 is determined
by the condition

2∏

n=1

Λ1 − λn + ic′

Λ1 − λn − ic′
= 1. (20.42)

The second solution to (20.39), which corresponds toA↑↓(kP2, kP1) = A↓↑(kP2, kP1) =
A↑↓(kP1, kP2), is equivalent to the previous one (20.38).
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• ArbitraryN : The generalization of the above scheme toN electrons is straightforward. The
Bethe ansatz for the solutionψ of the Schrödinger equation in the ordering sectorQ with xQ1 ≤
xQ2 ≤ . . . ≤ xQN is

ψσ1σ2...σN (x1, x2, . . . , xN ) =
∑

P∈SN

sign(QP )AσQ1σQ2...σQN (kP1, kP2, . . . , kPN )

× exp

(

i

N∑

α=1

kPαxQα

)

. (20.43)

Substituting this ansatz into the Schrödinger equation (20.24) for the casexn 6= xm (n,m =
1, . . . , N ;n 6= m), the total momentum and energy of the HamiltonianH(c) is obtained in the
usual form

K =

N∑

n=1

kn, E = −2

N∑

n=1

cos kn. (20.44)

The Bethe ansatz wavefunction (20.43) is by construction antisymmetric under simultaneous
exchange of spin and space variables. This fact assures the Schrödinger equation (20.24) to be
satisfied when three or more electrons are occupying the samesite. The only non-trivial case
to consider is the presence of two electrons on the same site.Using the single valuedness of
the wavefunction and solving the matching conditions at theQ-sector boundaries, one gets the
nearest-neighbour electron scattering between the amplitudes

A...σjσi...(. . . kv, ku . . .) =
∑

σ′
iσ

′
j

S
σiσj

σ′
iσ

′
j
(ku, kv)A...σ′

iσ
′
j ...(. . . ku, kv . . .), (20.45)

where the two-particleS-matrix is given by (20.31).
We impose periodic boundary conditions on the wavefunction:

ψσ1...σN (x1, . . . , 0
︸︷︷︸

n

, . . . , xN ) = ψσ1...σN (x1, . . . , L
︸︷︷︸

n

, . . . , xN ),

ψσ1...σN (x1, . . . , 1
︸︷︷︸

n

, . . . , xN ) = ψσ1...σN (x1, . . . , L+ 1
︸ ︷︷ ︸

n

, . . . , xN ),
(20.46)

where the underbraced particle positionn = 1, . . . , N . Inserting the Bethe ansatz (20.43) into
these conditions yields

AσQ2...σQN σQ1(kP2, . . . , kPN , kP1) = exp(−ikP1L)

×AσQ1σQ2...σQN (kP1, kP2, . . . , kPN ). (20.47)

These equations coincide with the fermion boundary conditions (9.10) in the generalized Bethe
ansatz, while the scattering formula (20.45) is identical to (9.12). We can therefore apply the
QISM procedure explained in Sect. 9, working with the weightsa, b, c andd defined in (20.34).
In the sector withN↓ = M (M ≤ N/2) spin-down electrons andN↑ = N − M spin-up
electrons, we introduceM auxiliary spectral parametersΛ1, . . . ,ΛM . Using the shiftΛα →
Λα − ic′ in the set of equations (9.35), these parameters are determined by

N∏

n=1

Λα − λn + ic′

Λα − λn − ic′
=

M∏

β=1
(β 6=α)

Λα − Λβ + ic

Λα − Λβ − ic
, α = 1, . . . ,M. (20.48)
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The quantization condition for momenta (9.37) now becomes

exp[ik(λn)L] =

M∏

α=1

λn − Λα + ic′

λn − Λα − ic′
, n = 1, . . . , N. (20.49)

Since the dispersion relations for smallλ are

k(λ) = arcsinλ ∼ λ, e(λ) = −2
√

1− λ2 ∼ −2 + λ2, (20.50)

the low density limit of the Hubbard model is equivalent to the problem of spin-12 fermions with
δ-function interactions, see Eqs. (10.27) and (10.28).

20.3 Ground-state properties of the repulsive Hubbard model

In the ground state of the repulsive regimec > 0, all rootskn (or λn) andΛα of the Bethe
equations (20.48) and (20.49) are real. Sincek(λ) is a two-sheeted function, we shall keep in the
formalism thek-variable rather than the spectral parameterλ = sink. Taking the logarithm of
the Bethe equations we arrive at

knL = 2πIn −
M∑

α=1

θ (2(sinkn − Λα)) , n = 1, . . . , N ; (20.51)

N∑

n=1

θ (2(Λα − sinkn)) = 2πJα +

M∑

β=1

θ(Λα − Λβ), α = 1, . . . ,M, (20.52)

whereIn, Jα are integers or half-integers andθ(x) = 2 arctan(x/c). Quantum numbersIn
and Jα are densely packed around 0 in the ground state, hence the total momentumK0 =
(2π/L)(

∑

n In +
∑

α Jα) = 0. The roots{kn} are known as charge momenta and{Λα} as spin
rapidities.

20.3.1 Fredholm integral equations for distribution functions

We consider the thermodynamic limitL,N,M →∞, with the fixed particle densitiesn = N/L
andn↓ = M/L. The continuousk’s andΛ’s are distributed symmetrically around zero, with the
densitiesρ(k) = ρ(−k) andσ(Λ) = σ(−Λ) between some limits±q and±Q, respectively. The
normalizations

n = n↑ + n↓ =

∫ q

−q

dk ρ(k), n↓ =

∫ Q

−Q

dΛ σ(Λ) (20.53)

imply implicit relationships between the densities of up-spin and down-spin electrons and the
integration limits, Integral equations satisfied by the distribution functions are obtained by mak-
ing the continualization of (20.51) and (20.52) and consequently by taking the derivatives of the
continuum equations with respect tok andΛ:

ρ(k) =
1

2π
+ cos k

∫ Q

−Q

dΛ a1(sin k − Λ)σ(Λ), (20.54)

σ(Λ) =

∫ q

−q

dk a1(Λ− sin k)ρ(k)−
∫ Q

−Q

dΛ′ a2(Λ− Λ′)σ(Λ′), (20.55)
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wherean(x) = π−1(nc′)/[x2 + (nc′)2]. These equations determine the distribution functions
also beyond their limits, i.e.ρ(k) for |k| > q andσ(Λ) for |Λ| > Q. In such cases,ρ(k) and
σ(Λ) represent the hole distributions atT = 0.

It is convenient to pass from the above canonical ensemble tothe grand-canonical one, with
the magnetic fieldh and the chemical potentialµ of particles as the control variables. The
ground-state energy per site of the Hamiltonian (20.16) is expressible as

e0 ≡
E0

L
=

∫ q

−q

dk (−2 cosk − h)ρ(k) + 2h

∫ Q

−Q

dΛ σ(Λ). (20.56)

Let us introduce a coupled pair of dressed energiesǫ(k) = ǫ(−k) andǫ1(Λ) = ǫ1(−Λ) which
satisfy the integral equations

ǫ(k) = −2 cosk − µ− h+

∫ Q

−Q

dΛ a1(sin k − Λ)ǫ1(Λ), (20.57)

ǫ1(Λ) = 2h+

∫ q

−q

dk a1(Λ− sink) cos k ǫ(k)−
∫ Q

−Q

dΛ′ a2(Λ− Λ′)ǫ1(Λ
′). (20.58)

The integration limits±q and±Q are the points at which the dressed energies change sign; these
conditions determine the limitsq andQ as functions of the magnetic fieldh and the chemical
potentialµ. In particular,

ǫ(±q) = 0, ǫ(k)

{
< 0 for |k| < q,
> 0 for |k| > q

(20.59)

and, similarly,

ǫ1(±Q) = 0, ǫ1(Λ)

{
< 0 for |Λ| < Q,
> 0 for |Λ| > Q.

(20.60)

To document that ourµ is consistent with the general definition of the chemical potential, we
first add to and subtract from Eq. (20.56) the termµ

∫ q

−q
dk ρ(k), then express(−2 cosk − µ−

h) by using Eq. (20.57) and finally expressρ(λ) in the integral
∫ q

−q dk ǫ(k)ρ(k) by using Eq.
(20.54), to obtain

E0 =
1

2π

∫ q

−q

dk ǫ(k)L+ µN +

{

2h

∫ Q

−Q

dΛ σ(Λ)

+

∫ q

−q

dk

∫ Q

−Q

dΛ a1(sin k − Λ) cos k [ǫ(k)σ(Λ)− ρ(k)ǫ1(Λ)]

}

. (20.61)

It can be readily shown that the expression between curled brackets vanishes. With regard to the
Gibbs relationE0 = −PL+ µN , the pressure is given by

P = − 1

2π

∫ q

−q

dk ǫ(k) (20.62)

and the parameterµ is indeed the chemical potential.
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Using the response of the ground state to a perturbation it can be shown thatǫ(k) andǫ1(Λ)
are related to elementary low-lying excitations. In the case of charge (spinless) excitations of
particle type, we take a particle fromq to kp > q, or alternatively from−q to kp < −q. This
excited state has the energy change and the momentum given by

∆E(kp) = ǫ(kp), K(kp) = 2π

∫ kp

q

dk ρ(k). (20.63)

Charge excitations of hole type correspond to taking a particle from0 < kh < q to q+ 2π/L, or
alternatively from−q < kh < 0 to−q − 2π/L. This state is characterized by

∆E(kh) = −ǫ(kh), K(kh) = 2π

∫ q

kh

dk ρ(k). (20.64)

Similarly, we can generate spin excitations by taking a particle from±Q to |Λp| > Q or creating
a hole at|Λh| < Q. The corresponding excited states are characterized by

∆E(Λp) = ǫ1(Λp), K(Λp) = 2π

∫ Λp

Q

dΛ σ(Λ); (20.65)

∆E(Λh) = −ǫ1(Λh), K(Λh) = 2π

∫ Q

Λh

dΛ σ(Λ). (20.66)

20.3.2 Ground-state phase diagram

Different phases at zero temperature are most easily identified via the integration limitsq andQ
in the integral equations (20.54), (20.55) and (20.57), (20.58). The physical range ofq is [0, π]
and that ofQ is [0,∞]. Before establishing the classification of phases, we discuss some values
of the limitsq and/orQ which are of special interest.

The caseq = 0 automatically impliesQ = 0 and we have an empty system(n = 0). The
opposite caseq = π (Q is arbitrary) implies that the band is half filled, i.e. thereis one electron
per site(n = 1). This can be seen by applying

∫ π

−π dk to both sides of Eq. (20.54), defining the
functionfΛ(x) = a1(x − Λ) + a1(x + Λ) which possess the symmetryfΛ(x) = fΛ(−x) and
finally using the identities

∫ π

−π

dk cos k fΛ(sin k) = 2

∫ π

0

dk cos k fΛ(sin k) = 0. (20.67)

Here, the second equality can be proved via the substitutionk = π − k′.
ForQ = 0 (q is arbitrary), the ground state is completely magnetized(n↑ = n, n↓ = 0). In

the limiting caseQ → ∞, applying
∫∞
−∞ dΛ to Eq. (20.55) and using that

∫∞
−∞ dΛ an(Λ) = 1,

we obtain

n↓ =

∫ ∞

−∞
dΛ σ(Λ) =

1

2

∫ q

−q

dk ρ(k) =
n

2
, (20.68)

i.e. the magnetization is zero or, equivalently,h = 0.
Based on this brief analysis, we recognize five distinct phases in the(µ, h) plane.
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• Phase I:q = 0,Q = 0; empty band.

This phase corresponds to an empty latticen↑ = n↓ = 0. The dressed energies in (20.57)
and (20.58) must be positive, which implies that

h ≤ −2− µ (µ < −2). (20.69)

• Phase II:0 < q < π,Q = 0; partially filled, spin polarized band.

This region of parameters corresponds to the particle densities between the empty lattice
and the half-filled band,0 < n < 1, with completely polarized spins,n↑ = n andn↓ = 0.
The integral equations for the dressed energies simplify to

ǫ(k) = −2 cosk − µ− h, ǫ(±q) = 0, (20.70)

ǫ1(Λ) = 2h+

∫ q

−q

dk a1(Λ− sin k) cos k ǫ(k) ≥ 0. (20.71)

The requirementǫ(±q) = 0 implies the relation

cos q = −1

2
(µ+ h). (20.72)

Since−1 < cos q < 1, we have the following conditions

h ≥ −2− µ (µ < −2), h ≤ 2− µ. (20.73)

The positiveness ofǫ1(Λ) implies that

h ≥ hc(q) =
c

π

∫ q

0

dk cos k
cos k − cos q

(c′)2 + sin2 k
. (20.74)

According to (20.54), the distribution ofk roots is constant,ρ(k) = 1/(2π), soq = πn.
In the limit c → ∞, we can express the critical field value of the fieldhc(q) as a function
of the particle density as follows

hc(q) =
2

c

[

n− sin(2πn)

2π

]

+O(1/c3). (20.75)

• Phase III:q = π,Q = 0; half filled, spin polarized band.

For this case, we have the half-filled bandn = 1 with completely polarized spins,n↑ =
n = 1 andn↓ = 0. The integral equations for the dressed energies are solvedexplicitly:

ǫ(k) = −2 cosk − µ− h, (20.76)

ǫ1(Λ) = 2h− 4ℜe
√

1− (Λ− ic′)2 + 2c. (20.77)
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Here, we used the formula

∫ π

−π

dk 2 cos2 k
1

π

c′

(c′)2 + (sin k − Λ)2
= 4ℜe

√

1− (Λ− ic′)2 − 2c. (20.78)

The energy signsǫ(k) ≤ 0 andǫ1(Λ) ≥ 0 lead to the conditions

h ≥ 2− µ, h ≥ hc = 2
√

1 + (c′)2 − c, (20.79)

wherehc is the critical field (20.74) taken atq = π, hc ≡ hc(π).

• Phase IV:0 < q < π, 0 < Q ≤ ∞; partially filled and magnetized band.

This region corresponds to0 < n < 1 and0 < n↓ ≤ n/2. The analytic results can be
obtained only forh = 0 (n↓ = n↑ = n/2), in the limit of small densitiesn ≈ 0 and close
to half-filling n ≈ 1.

• Phase V:q = π, 0 < Q ≤ ∞; half filled, partially magnetized band.

This phase corresponds ton = 1 and0 < n↓ ≤ 1/2. The integral equations for the dressed
energies become

ǫ(k) = −2 cosk − µ− h+

∫ Q

−Q

dΛ a1(sin k − Λ)ǫ1(Λ), (20.80)

ǫ1(Λ) = 2h− 4ℜe
√

1− (Λ− ic′)2 + 2c

−
∫ Q

−Q

dΛ′ a2(Λ− Λ′)ǫ1(Λ
′). (20.81)

The inequalityǫ(k) ≤ 0 applies to allk ∈ [−π, π]. In the interior of Phase V,ǫ(k) is strictly
negative for all values ofk, includingǫ(±π) < 0. The equalityǫ(±π) = 0 determines the
boundary between Phases IV and V. It is important to note thatthe particle densityn = 1
in the whole region V. Therefore, for a fixed value ofh, increasingµ by a small amount
does not changen. This is an evidence that all eigenenergies of the Hubbard Hamiltonian
with one additional particle are separated from the ground-state energy by a finite gap.
This unconventional state of the electron system, driven entirely by electron-electron in-
teractions, is known as a Mott insulator [2]. The proof that the half filled Hubbard model
is an insulator is usually based on the discontinuity of the chemical potentials

µ−(c, h) = E0(L; c, h)− E0(L − 1; c, h),
µ+(c, h) = E0(L+ 1; c, h)− E0(L; c, h),

(20.82)

whereE0(N ; c, h) is the ground-state energy ofN electrons on the chain ofL sites. The
chemical potentialµ−(c, h) is related to the half filled ground state. Having the explicit
form of ǫ(k), it is determined by the boundary conditionǫ(±π) = 0 between Phases IV and
V; for h = 0, this will be done in the next Sec. 20.3.3. The chemical potential µ+(c, h) is
the energy necessary to add one extra electron into the half filled ground state. Forh = 0,
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Fig. 20.1. Ground-state phase diagram for non-interactingelectrons as a function of chemical potentialµ
and magnetic fieldh > 0.

the symmetry relation (20.18) impliesE0(2L − N ; c, 0) = 2c(L − N) + E0(N ; c, 0).
ChoosingN = L− 1 we arrive atµ+(c, 0) + µ−(c, 0) = 2c, i.e. the gap is determined by

gap ≡ µ+(c, 0)− µ−(c, 0) = 2c− 2µ−(c, 0). (20.83)

The ground state phase diagram in the(µ, h) plane is pictured in Fig.20.1for non-interacting
electrons (c = 0, the system is conducting and the insulator Phase V is absent) and in Fig.20.2
for interacting electrons(c = 2).

20.3.3 Analytic results for zero field and half filled band

The absolute ground state corresponds to the zero fieldh = 0 (Q→∞) and the half-filled band
n = 1 (q = π). In this case, the integral equations for the distribution functions and the dressed
energies can be solved by Fourier series techniques.

Let us first consider the caseh = 0 (Q → ∞), the electron densityn is not fixed. From Eq.
(20.55) we obtain

σ̂(ω) =

∫ ∞

−∞
dΛ exp(−iωΛ)σ(Λ)

=

∫ q

−q

dk ρ(k) exp (−iω sin k − c′|ω|)− σ̂(ω) exp(−c|ω|), (20.84)

where we used that the Fourier transform ofan(x) is ân(ω) = exp(−nc′|ω|). Expressing ex-
plicitly σ̂(ω) and Fourier transforming back we find

σ(Λ) =

∫ q

−q

dk
1

2c

1

cosh π
c (Λ− sin k)

ρ(k). (20.85)
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Fig. 20.2. Ground-state phase diagram for interacting(c = 2) Hubbard electrons as a function of chemical
potentialµ and magnetic fieldh > 0. The critical fieldhc is given by (20.79), µ1 = 2−hc andµ

−
is given

by (20.95).

Inserting this relation into the rhs of Eq. (20.54) for ρ(k) results in the integral equation

ρ(k) =
1

2π
+ cos k

∫ q

−q

dk′R(sink − sink′)ρ(k′), (20.86)

where

R(x) =

∫ ∞

−∞

dω

2π

exp(−iωx)

1 + exp(c|ω|) . (20.87)

The integral equations for the dressed energies (20.57) and (20.58) can be solved in an analogous
way, with the final result

ǫ1(Λ) =

∫ q

−q

dk
1

2c

cos k

cosh π
c (Λ− sin k)

ǫ(k), (20.88)

ǫ(k) = −2 cosk − µ+

∫ q

−q

dk′ cos k′R(sin k − sin k′)ǫ(k′). (20.89)

If moreover the band is half filled(q = π), the application of the Fourier method for periodic
functions leads to the root densities

ρ(k) =
1

2π
+ cos k

∫ ∞

−∞

dω

2π

J0(ω) cos(ω sin k)

1 + exp(c|ω|) ≡ ρ0(k), (20.90)

σ(Λ) =

∫ ∞

−∞

dω

2π

J0(ω)

2 cosh(c′|ω|) exp(−iωΛ) ≡ σ0(Λ), (20.91)
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Fig. 20.3. Charge gap∆ at half filling versus the coupling strengthc of electrons.

whereJ0 is the Bessel function. The ground state energy per site (20.56) is obtained in the form

e0 = −4

∫ ∞

0

dω

ω

J0(ω)J1(ω)

1 + exp(cω)
. (20.92)

The dressed energies are obtained in a similar way and read

ǫ(k) = −2 cosk − µ− 4

∫ ∞

0

dω

ω

J1(ω) cos(ω sin k)

1 + exp(cω)
, (20.93)

ǫ1(Λ) = −2

∫ ∞

0

dω

ω

J1(ω) cos(Λω)

cosh(c′ω)
. (20.94)

The boundary condition between Phases IV and Vǫ(±π) = 0 determines

µ−(c, 0) = 2− 4

∫ ∞

0

dω

ω

J1(ω)

1 + exp(cω)
. (20.95)

Inserting this solution into (20.83), the gap for the repulsive Hubbard model at half filling is
given by

gap = −4 + 2c+ 8

∫ ∞

0

dω

ω

J1(ω)

1 + exp(cω)
. (20.96)

The dependence of the charge gap on the couplingc is pictured in Fig.20.3. It is seen that the
Mott transition from conductor to insulator occurs at the trivial critical valuecc = 0.

As the values of the integration limitsq = π andQ → ∞ are on the border of their phys-
ical values, low-lying excitations are only of hole type, see Eqs. (20.64) and (20.66). Charge
(spinless) hole excitations, called holons or antiholons,are gaped. Spin (charge neutral) hole
excitations, called spinons, are gapless.
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20.3.4 Expansions around special points

• Zero field, almost half filled band: When the magnetic fieldh = 0 and the electron density
n is slightly below 1, the integral equations for the root density ρ(k) and the dressed energyǫ(k)
can be solved by using an iterative procedure [6]; in what follows, we shall study onlyρ(k). For
h = 0, Eq. (20.86) implies thatρ(k) exhibits, besides the reflection symmetryρ(k) = ρ(−k),
also the following symmetry

ρ(π − k) = −ρ(k) +
1

π
. (20.97)

Forq slightly smaller thanπ, the integral in (20.86) can be re-expressed as follows
∫ q

−q

dk′R(sink − sink′)ρ(k′) =

∫ q

0

dk′ R(k, k′)ρ(k′) =

∫ π

0

dk′ R(k, k′)ρ(k′)

−
∫ π−q

0

dk′ R(k, k′)ρ(π − k′), (20.98)

whereR(k, k′) = R(sin k − sin k′) + R(sin k + sin k′). The symmetry (20.97) implies that
∫ π

0
dk′ R(k, k′)ρ(k′) =

∫ π

0
dk′ R(k, k′)/(2π). Thus we rewrite Eq. (20.86) as

ρ(k) = ρ0(k)− cos k

∫ π−q

0

dk′ R(k, k′)ρ(π − k′), (20.99)

whereρ0(k) is the root density at half filling, see Eq. (20.90). This equation can be treated
iteratively and the functions under consideration can be expanded in powers of small difference
π− q. However we prefer to use as the smallness parameter the deviation of the electron density
from one

δ ≡ 1− n = 1−
∫ q

−q

dk ρ(k) = 2

∫ π−q

0

dk ρ(π − k). (20.100)

Considering the expansions

π − q =
∞∑

n=1

anδ
n, ρ(k) =

∞∑

n=0

ρn(k)δn (20.101)

in Eq. (20.99) and taking in the integration Taylor expansions aroundk′ = 0, we obtain the first
few terms in the form

a1 = [2ρ0(π)]−1, ρ1(k) = − cos kR(sink),
a2 = −2R(0)a2

1, ρ2(k) = 0,
a3 = 4a3

1R
2(0)− a4

1ρ
′′
0(π)/3, ρ3(k) = −a2

1 cos kR′′(sin k)/6.
(20.102)

The ground state energy per site is then given by

e0(n) = −2

∫ q

−q

dk cos k = e0(1)− µ−(c, 0)δ +
a2
1α1

3
δ3 +O(δ4), (20.103)
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whereµ−(c, 0) is theh = 0 chemical potential at the transition to half-filling given by (20.95)
and

α1 = 1− 2

∫ ∞

0

dω
ωJ1(ω)

1 + exp(cω)
. (20.104)

The chemical potential as a function of the density is given by

µ =
∂e0(n)

∂n
= µ−(c, 0)− a2

1α1δ
2 +O(δ3). (20.105)

The inversion of this relation implies

n(µ) ∼ 1− 1

a1
√
α1

√

µ−(c, 0)− µ. (20.106)

• Zero field, low density: For small densitiesn ≪ 1, or equivalently smallq ≪ π, the integral
equation forρ(k) (20.86) becomes

ρ(k) =
1

2π
+ cos k

∫ q

0

dk′ R(k, k′)ρ(k′). (20.107)

This equation can be treated iteratively in close analogy with Eq. (20.99). Using the expansions

q =
∞∑

j=1

ãjn
j , ρ(k) =

1

2π
+

∞∑

j=1

ρ̃j(k)n
j , (20.108)

we have

ã1 = π, ρ̃1(k) = cos kR(sin k),
ã2 = −2π2R(0), ρ̃2(k) = 0,
ã3 = 4π3R2(0), ρ̃3(k) = π2 cos kR′′(sin k)/6.

(20.109)

Note that these coefficients can be obtained from the ones in (20.102) by settingρ0(k) = 1/(2π)
and then assuming thatρ̃j(k) = ρj(π − k). The ground state energy per site is given by

e0(n) = −2

∫ q

−q

dk cos k = −2n+
π2

3
n3 +O(n4). (20.110)

The dependence of the chemical potential on the density follows from

µ =
∂e0(n)

∂n
= −2 + π2n2 +O(n3). (20.111)

Inverting this relation we arrive at

n(µ) ∼ 1

π

√

2 + µ. (20.112)

• Half filled band, non-zero field: Now we consider the half filled casen = 1 (q = π) in the
coupled integral equations (20.54) and (20.55). Using that

∫ π

−π dk a2
1(Λ − sin k) cos k = 0, the

equation forσ(Λ) reads

σ(Λ) +

∫ Q

−Q

dΛ′ a2(Λ− Λ′)σ(Λ′) =

∫ π

−π

dk

2π
a1(Λ− sin k). (20.113)
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The ground-state energy per site (20.56) is written as follows

e0 = −h+

∫ Q

−Q

dΛ σ(Λ)

[

2h− 2

∫ π

−π

dk a1(Λ− sin k) cos2 k

]

. (20.114)

To establish the relationship between the magnetic fieldh and the integration limitQ of Λ’s,
we change infinitesimallyQ→ Q+ ∆Q. The energy change is given by

∆e0 = 2∆Qσ(Q)

[

2h− 2

∫ π

−π

dk a1(Q− sin k) cos2 k

]

+

∫ Q

−Q

dΛ ∆σ(Λ)

[

2h− 2

∫ π

−π

dk a1(Λ− sin k) cos2 k

]

. (20.115)

Here, the distribution change∆σ(Λ) satisfies the differential equation

∆σ(Λ)+

∫ Q

−Q

dΛ′ a2(Λ−Λ′)∆σ(Λ′) = −∆Qσ(Q) [a2(Λ−Q) + a2(Λ +Q)] .(20.116)

Proceeding analogously as in Sect. 14.2, we find that

∆e0
4σ(Q)∆Q

= −2πP (Q) + hL(Q), (20.117)

where the functionsL(Λ) andP (Λ) satisfy the integral equations

L(Λ) +

∫ Q

−Q

dΛ′ a2(Λ− Λ′)L(Λ′) = 1, (20.118)

P (Λ) +

∫ Q

−Q

dΛ′ a2(Λ− Λ′)P (Λ′) =

∫ π

−π

dk

2π
a1(Λ− sin k) cos2 k. (20.119)

The extremal conditions for the energy minimum∆e0/∆Q = 0 implies that for a givenQ the
magnetic field is

h =
2πP (Q)

L(Q)
. (20.120)

The magnetization per site is given by

lim
L→∞

1

L
〈Sz

tot〉 ≡
s

2
, s = n↑ − n↓ = 1− 2

∫ Q

−Q

dΛ σ(Λ). (20.121)

Integrating Eq. (20.113) overΛ ∈ [−∞,∞] and using that̂a1(0) = â2(0) = 1, we obtain the
exact relation

∫ ∞

−∞
dΛ σ(Λ) +

∫ Q

−Q

dΛ σ(Λ) = 1. (20.122)

Consequently, another representation ofs, alternative to (20.121), reads

s =

∫ −Q

−∞
dΛ σ(Λ) +

∫ ∞

Q

dΛ σ(Λ) = 2

∫ ∞

Q

dΛ σ(Λ). (20.123)
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ForQ = 0, we haves = 1 andhc = 2
√

1 + (c′)2 − c. As follows from (20.79), the band is
spin polarized above this critical magnetic field (Phase III).

At Q → ∞, we haves = 0 andh = 0. Let us introduce the resolvent operatorJ to the
kernela2, (I + J)(I + a2) = (I + a2)(I + J) = I. The functionL0(Λ), determined by Eq.
(20.118) in the limitQ→∞, is constant:

L0(Λ) = L0 =
1

1 + â2(0)
= 1 + Ĵ(0) =

1

2
. (20.124)

Eqs. (20.113) and (20.119) are solvable by using the Fourier method,

σ̂0(ω) =
1

2 cosh(c′ω)
J0(ω), P̂0(ω) =

1

2 cosh(c′ω)

J1(ω)

ω
. (20.125)

In the second formula, we used the equality for Bessel functions[J0(ω)+J2(ω)]/2 = J1(ω)/ω.
The factor1/ cosh(c′ω) is a meromorphic function ofω with simple poles at the points

ωn = i
π

c
(2n+ 1), n ∈ Z. (20.126)

The large-Λ asymptotic ofσ0(Λ) andP0(Λ) is determined by the pole atω0. Using the residuum
theorem, we obtain

σ0(Λ) ∼
Λ→∞

1

c
I0

(π

c

)

exp
(

−π
c
Λ
)

, P0(Λ) ∼
Λ→∞

1

π
I1

(π

c

)

exp
(

−π
c
Λ
)

, (20.127)

where we used thatJn(iz) = inIn(z).
Let Q be large, but not infinite, which corresponds to a small magnetic field h > 0. The

fundamental equations can be solved to the leading order in the deviation ofQ from infinity by
applying the Wiener-Hopf method [7, 8], in close analogy with Sect. 14. With regard to the
large-Λ asymptotic (20.127), we assume that the unknown functionsσ andP scale like

σ(Q+ x) ∼ 1

c
I0

(π

c

)

e−πQ/c T (x), P (Q+ x) ∼ 1

π
I1

(π

c

)

e−πQ/c T (x), (20.128)

whereT (x) satisfies the Wiener-Hopf integral equation

T (x) +

∫ ∞

0

dx′ J(x− x′)T (x′) = e−πx/c, x ≥ 0. (20.129)

The asymptotic form ofL(Λ) is given by

L(Q+ x) ∼ 1

2
U(x), U(x) +

∫ ∞

0

dx′ J(x− x′)U(x′) = 1, x ≥ 0. (20.130)

There exists a unique factorization of

1 + â2(ω) =
1

1 + Ĵ(ω)
= F+(ω)F−(ω) (20.131)

by the functionsF+(ω) andF−(ω) which are analytic and nonvanishing in the half-planesΠ+

andΠ−, respectively. The symmetryJ(x) = J(−x) impliesF+(ω) = F−(−ω). Thex → 0+

limits of T (x) andU(x) are expressible as

lim
x→0+

T (x) = F−(−iπ/c), lim
x→0+

U(x) = F−(0) = F+(0). (20.132)
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Consequently,

h =
2πP (Q)

L(Q)
= 4I1

(π

c

)

e−πQ/cF−(−iπ/c)

F+(0)
. (20.133)

From Eq. (20.123) we have

s =
2

c
I0

(π

c

)

e−πQ/cT̂ (0). (20.134)

Finally, using the relations

T̂ (0) =
c

π
F+(0)F−(−iπ/c), F 2

+(0) = 1 + â2(0) = 2, (20.135)

the relationship betweenh ands is found in the form

h

s
= π

I1(π/c)

I0(π/c)
+O

(
1

Q

)

. (20.136)

20.4 Ground-state properties of the attractive Hubbard model

We now describe the ground state in the attractive regimec < 0, in the sector with fixedN
andM . Each ofM Λ-roots remains on the real axis and form a bound state with twowave
numbersk1 andk2, such that̄k1 = k2. In the thermodynamic limitL → ∞, the corresponding
k-rapiditiesλ = sin k belong to the 2-string

λ1 = Λ− ic′ = sink1, λ2 = Λ + ic′ = sin k2. (20.137)

Since the momentumk is only defined modulo2π, we can restrict ourselves toℜe(k) ranging
between−π/2 and3π/2. Let us take the branch ofarcsin as−π/2 < ℜe(arcsinx) ≤ π/2. We
have two possibilities:

k1 = arcsin(Λ− ic′)
k2 = arcsin(Λ + ic′)

,
E(Λ) = −4ℜe

(√

1− (Λ− ic′)2
)

K(Λ) = 2ℜe (arcsin(Λ− ic′))
; (20.138)

k1 = π − arcsin(Λ− ic′)
k2 = π − arcsin(Λ + ic′)

,
E(Λ) = 4ℜe

(√

1− (Λ− ic′)2
)

K(Λ) = 2π − 2ℜe (arcsin(Λ− ic′))
. (20.139)

Here, the energyE and the total momentumK were evaluated by using the formulasE =
−2(cosk1 + cos k2) andK = k1 + k2. The bound state dispersion relations are

E(K) = ±4
√

(c′)2 + cos2(K/2). (20.140)

The true bound state (20.138) has negative energy. The anti-bound state (20.139), which is an
excitation with respect to the bound state, has positive energy.

The remainingN − 2M k’s are real. According to the Bethe equations (20.51), they satisfy

knL = 2πIn −
M∑

α=1

θ (2(sin kn − Λα)) , n = 1, . . . , N − 2M. (20.141)
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Equations forΛα (α = 1, 2, . . . ,M), in which the complex conjugate pairs of wave numbers
kα,1 andkα,2 are eliminated, can be derived in analogy with spin-1

2 δ-function fermions (Sect.
10.3.2). The final result is

K(Λα)L = 2πJα −
M∑

β=1

θ(Λα − Λβ)−
N−2M∑

n=1

θ (2(Λα − sin kn)) , (20.142)

where the total momentum of the string pairK(Λ) is defined in (20.138).
In the sector with the fixed (even)N = nL and zero magnetic field(M = N/2), no unbound

particles are present in the ground state. The distributionof particleΛ-roots,σ(Λ), is restricted
to the interval[−Q,Q]. In the half filled casen = 1, which corresponds to the absolute ground
state,Q→∞. The integral equation forσ(Λ) then follows from (20.142):

σ(Λ) =
1

2π
K ′(Λ)−

∫ ∞

−∞
dΛ′ a2(Λ− Λ′)σ(Λ′). (20.143)

This equation can be solved by the Fourier method. Interestingly, the result coincides with the
previous one (20.91). Inserting this solution into the formula for the ground state energy per site

e0 =

∫ ∞

−∞
dΛ σ(Λ)E(Λ), (20.144)

where the energy of the string pairE(Λ) is defined by (20.138), we end up with the previous
result (20.92) with the substitutionc→ |c|.

Low-lying excitations at half-filling are basically of two types. Firstly, particle and hole
excitations can be created in the fluid of bounded pairs. Secondly, unbound particles can scatter
on the ground state fluid of bounded pairs. Dispersion relations for these excitations are derived
in Sect. 11.5 of the monograph [9].

20.5 Thermodynamics with strings

The complete thermodynamics of the 1D Hubbard model was derived by Takahashi [10]; for
a review, see e.g. Ref. [11]. The thermodynamic Bethe-ansatz method resembles the one for
spin-12 fermions withδ-function interactions, defined on the continuous line (seeSect. 11 for the
notation).

There are three types string excitations which contribute to the thermodynamics of the Hub-
bard model.

• Strings of Λ-roots: TheΛ-roots can formn-strings(n = 1, 2, . . .). For a givenn, real
numbersΛn

α (α = 1, . . . ,Mn) denote the string centers. For the givenn-stringα, the
Λ-roots are distributed as follows

Λ(n,r)
α = Λn

α + ic′(n+ 1− 2r), r = 1, . . . , n. (20.145)

The same type of excitations occurs in theδ fermion problem, in both repulsive (11.1) and
attractive (11.74) regimes.
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• Anti-bound Λ′ − k strings: In the attractive regimec < 0, it was shown that the real
Λ-roots can form a bound state with twok-roots. The bound state (20.138) has an anti-
bound excitation (20.139). More generally, in the Hubbard model there exist excitations of
n (n = 1, 2, . . .) Λ′-roots and2n wave numbersk. For a givenn, Λ′n

α (α = 1, . . . ,M ′
n)

denote the real string centers. For the givenn-stringα, theΛ′-roots are distributed as in
(20.145):

Λ′(n,r)
α = Λ′n

α + ic′(n+ 1− 2r), r = 1, . . . , n. (20.146)

The corresponding2n k-roots take values

kn,1
α = π − arcsin(Λ′n

α − inc′), kn,2
α = arcsin[Λ′n

α − i(n− 2)c′],
kn,3

α = π − kn,2
α , kn,4

α = arcsin[Λ′n
α − i(n− 4)c′],

kn,5
α = π − kn,4

α , . . . ,
. . . , kn,2n−2

α = arcsin[Λ′n
α + i(n− 2)c′],

kn,2n−1
α = π − kn,2n−2

α , kn,2n
α = π − arcsin(Λ′n

α + inc′).

(20.147)

The energy of this excitation is

E = 4ℜe
(√

1− (Λ′n
α − inc′)

)

. (20.148)

The anti-bound state (20.139) corresponds to the specialn = 1 case. This case resembles
the pairs of fermions (11.73) in the attractiveδ fermion problem. The excitations with
n > 1 have no counterparts in that problem. The numbers ofΛ andΛ′ roots are constrained
by
∑

n nMn +
∑

n nM
′
n = M .

• Real independentk-roots: The remainingN − 2M ′ (M ′ =
∑

n nM
′
n) independent

k-roots, which are not bounded withΛ′-roots, are by analogy withδ fermions real. The
energy of rootk isE = −2 cosk.

This classification of excited states is consistent with thenumber4L of eigenstates for the Hub-
bard Hamiltonian [12].

In close analogy with Sect. 11, the Bethe equations (20.48) and (20.49) can be rewritten as
equations containing only real quantities, namelyN − 2M ′ of rootskj ,M ′ of string centersΛ′n

α

andM −M ′ of string centersΛn
α:

exp(ikjL) =
∏

(n,α)

en(sin kj − Λn
α)
∏

(n,α)

en(sin kj − Λ′n
α), (20.149)

exp(i

2n∑

s=1

kn,s
α L) = exp

(
−L

[
arcsin(Λ′n

α − inc′) + arcsin(Λ′n
α + inc′)

])

= −
N−2M ′
∏

j=1

en(Λ′n
α − sin kj)

∏

(m,β)

Enm(Λ′n
α − Λ′m

β ), (20.150)
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N−2M ′
∏

j=1

en(Λn
α − sin kj) = −

∏

(m,β)

Enm(Λn
α − Λm

β ). (20.151)

Taking the logarithm of these equations results in

kjL = 2πIj −
∑

(n,α)

θn(sin kj − Λn
α)−

∑

(n,α)

θn(sin kj − Λ′n
α), (20.152)

L
[
arcsin(Λ′n

α − inc′) + arcsin(Λ′n
α + inc′)

]
= 2πJ ′n

α

+

N−2M ′
∑

j=1

θn(Λ′n
α − sin kj) +

∑

(m,β)

Θnm(Λ′n
α − Λ′m

β ), (20.153)

N−2M ′
∑

j=1

θn(Λn
α − sin kj) = 2πJn

α +
∑

(m,β)

Θnm(Λn
α − Λm

β ). (20.154)

Here,Ij , Jn
α andJ ′n

α are integers or half-odd integers, constrained by

|Jn
α | < 1

2 (N − 2M ′ −∑∞
m=1 tnmM

′
m) ,

|J ′n
α| < 1

2 (L−N + 2M ′ −∑∞
m=1 tnmM

′
m) .

(20.155)

In the thermodynamic limit, letρ(k), σn(Λ) andσ′
n(Λ) be the particle distribution functions ofk-

roots,n-stringΛ andΛ′ centers, respectively. The corresponding hole distribution functions will
be denoted as̃ρ(k), σ̃n(Λ) andσ̃′

n(Λ). Eqs. (20.152)–(20.154) imply the following constraints
among the particle and hole distribution functions:

1

2π
= ρ(k) + ρ̃(k)− cos k

∞∑

n=1

∫ ∞

−∞
dΛ an(sin k − Λ) [σn(Λ) + σ′

n(Λ)] , (20.156)

∫ π

−π

dk an(Λ− sin k)ρ(k) = σ̃n(Λ) +

∞∑

m=1

Anm ∗ σm(Λ), (20.157)

1

π
ℜe
(

1
√

1− (Λ− inc′)2

)

−
∫ π

−π

dk an(Λ− sin k)ρ(k)

= σ̃′
n(Λ) +

∞∑

m=1

Anm ∗ σ′
m(Λ). (20.158)

The Gibbs free energy per site is given by

g = − 1

β

S

L
+
E

L
− µN

L
, (20.159)
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where

E

L
= −2

∫ π

−π

dk cos kρ(k)− h
(
N

L
− 2

M

L

)

+4
∞∑

n=1

∫

dΛℜe
(√

1− (Λ− inc′)2
)

σ′
n(Λ), (20.160)

N

L
=

∫ π

−π

dk ρ(k) +

∞∑

n=1

2n

∫

dΛ σ′
n(Λ), (20.161)

M

L
=

∞∑

n=1

n

∫

dΛ [σn(Λ) + σ′
n(Λ)] , (20.162)

S

L
=

∫ π

−π

dk [(ρ+ ρ̃) ln(ρ+ ρ̃)− ρ ln ρ− ρ̃ ln ρ̃]

+
∞∑

n=1

∫

dΛ [(σn + σ̃n) ln(σn + σ̃n)− σn lnσn − σ̃n ln σ̃n]

+

∞∑

n=1

∫

dΛ [(σ′
n + σ̃′

n) ln(σ′
n + σ̃′

n)− σ′
n lnσ′

n − σ̃′
n ln σ̃′

n] . (20.163)

The variational conditionδg = 0, under the constraints (20.156)–(20.158), implies an infinite set
of coupled equations for the ratios̃ρ/ρ ≡ exp(βǫ), σ̃n/σn ≡ ηn andσ̃′

n/σ
′
n ≡ η′n:

βǫ(k) = −β(2 cosk + µ+ h)

+

∞∑

n=1

∫ ∞

−∞
dΛ an(sin k − Λ) ln

(

1 + η′−1
n (Λ)

1 + η−1
n (Λ)

)

, (20.164)

ln[1 + ηn(Λ)] = 2nβh−
∫ π

−π

dk an(Λ− sin k) ln[1 + e−βǫ(k)] cos k

+

∞∑

m=1

Anm ∗ ln[1 + η−1
m (Λ)], (20.165)

ln[1 + η′n(Λ)] = β
[

4ℜe
(√

1− (Λ− inc′)2
)

− 2nµ
]

−
∫ π

−π

dk an(Λ− sin k) ln[1 + e−βǫ(k)] cos k

+

∞∑

m=1

Anm ∗ ln[1 + η′
−1
m (Λ)]. (20.166)

For the pressureP = −g we have the expression

βP =

∫ π

−π

dk

2π
ln
[

1 + e−βǫ(k)
]

+
∞∑

n=1

∫ ∞

−∞

dΛ

π
ℜe
(

1
√

1− (Λ− inc′)2

)

ln
[

1 + η′
−1
n (Λ)

]

. (20.167)
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Using matrix Eqs. (11.29)–(11.33) and (11.47), the infinitechain of coupled equations (20.164)–
(20.166) is transformed to

βǫ(k) = βκ(k) +

∫ ∞

−∞
dΛ s(sink − Λ) ln

(
1 + η′1(Λ)

1 + η1(Λ)

)

, (20.168)

ln η1(Λ) = s ∗ ln[1 + η2(Λ)]

−
∫ π

−π

dk s(Λ− sin k) ln[1 + e−βǫ(k)] cos k, (20.169)

ln η′1(Λ) = s ∗ ln[1 + η′2(Λ)]

−
∫ π

−π

dk s(Λ− sin k) ln[1 + eβǫ(k)] cos k, (20.170)

ln ηn(Λ) = s ∗ ln {[1 + ηn−1(Λ)][1 + ηn+1(Λ)]} , n ≥ 2, (20.171)

ln η′n(Λ) = s ∗ ln
{
[1 + η′n−1(Λ)][1 + η′n+1(Λ)]

}
, n ≥ 2, (20.172)

lim
n→∞

ln ηn(Λ)

n
= 2βh, (20.173)

lim
n→∞

ln η′n(Λ)

n
= 2β(c− µ), (20.174)

whereκ(k) is defined by

κ(k) ≡ −2 cosk − 4

∫ ∞

−∞
dΛ s(sink − Λ)ℜe

(√

1− (Λ− ic′)2
)

. (20.175)

These TBA equations can be solved numerically, or analytically in special limits.

• The limit T → 0: The last terms in Eqs. (20.169) and (20.170) can be re-expressed as

−
∫ π/2

−π/2

dk s(Λ− sin k) ln

[
1 + e−βǫ(k)

1 + e−βǫ(π−k)

]

cos k (20.176)

and

−
∫ π/2

−π/2

dk s(Λ− sin k) ln

[
1 + eβǫ(k)

1 + eβǫ(π−k)

]

cos k, (20.177)

respectively. The functionκ(k) (20.175) satisfies the relationκ(k)−κ(π−k) = −4 cosk. Thus
for |k| < π/2 we haveǫ(k) < ǫ(π − k). Consequently, the last term in (20.169) is negative and
the last one in (20.170) is positive. Defining

βǫn(Λ) = ln ηn(Λ), βǫ′n(Λ) = ln η′n(Λ), n = 1, 2, . . . , (20.178)

we find thatǫ2, ǫ3, . . . andǫ′1, ǫ
′
2, . . . are always positive, while the signs ofǫ(k) andǫ1(Λ) can

be either positive or negative. This fact is important in thelimit of zero temperature. Let us
denote byk = ±q andΛ = ±Q the points at whichǫ(k) andǫ1(Λ) change sign, respectively.
Knowing thatǫ(k) < 0 for |k| < q andǫ1(Λ) < 0 for |Λ| < Q, using (20.164) and (20.165)
taken atn = 1, we end up with the ground-state integral equations for dressed energies (20.57)
and (20.58).
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• The limit c→ 0+: In this limit, we define

ǫ−(Λ) ≡ ǫ(k = arcsinΛ), ǫ+(Λ) ≡ ǫ(k = π − arcsinΛ), (20.179)

where|Λ| ≤ 1 (we recall that| arcsinΛ| ≤ π/2). The functions(x) (11.33) can be replaced by
δ(x)/2 in the limit c→ 0+. The set of integral equations (20.168)–(20.174), considered with the
representations (20.176) and (20.177) of integrals overk, then becomes

βǫ± = (−2± 2)β
√

1− Λ2 +
1

2
ln

(
1 + η′1
1 + η1

)

, (20.180)

ln η1 =
1

2
ln(1 + η2) +

1

2
ln

(
1 + e−βǫ+

1 + e−βǫ−

)

, (20.181)

ln η′1 =
1

2
ln(1 + η′2) +

1

2
ln

(
1 + eβǫ+

1 + eβǫ−

)

, (20.182)

ln ηn =
1

2
ln [(1 + ηn−1)(1 + ηn+1)] , n ≥ 2, (20.183)

ln η′n =
1

2
ln
[
(1 + η′n−1)(1 + η′n+1)

]
, n ≥ 2, (20.184)

lim
n→∞

ln ηn

n
= 2βh, (20.185)

lim
n→∞

ln η′n
n

= −2βµ. (20.186)

Eqs. (20.183)–(20.186) are difference equations, their general solution reads

ηn = f2(n)− 1, f(n) =
awn − a−1w−n

w − w−1
, w = e−βh;

η′n = g2(n)− 1, g(n) =
bzn − b−1z−n

z − z−1
, z = eβµ, (20.187)

wherea andb are free parameters. Substituting the general solution into (20.180)–(20.182) leads
to

eβǫ+ =
g(1)

f(1)
, eβǫ− =

1

x2

g(1)

f(1)
, x ≡ exp

(

2β
√

1− Λ2
)

;

f2(0) =
1 + e−βǫ+

1 + e−βǫ−
, g2(0) =

1 + eβǫ+

1 + eβǫ−
. (20.188)

The solution of these relations with respect toa andb reads

a =

√

(1 + x−1wz)(1 + x−1wz−1)

(1 + x−1w−1z)(1 + x−1w−1z−1)
,

b =

√

(1 + xwz)(1 + xw−1z)

(1 + xwz−1)(1 + xw−1z−1)
. (20.189)

It is easy to derive from (20.167) taken withc′ = 0 that

βP =

∫ π

−π

dk

2π
ln
[(

1 + eβ(2 cos k+µ−h)
)(

1 + eβ(2 cos k+µ+h)
)]

. (20.190)
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This is the result for the pressure of free electrons on the discrete chain.

• The limit c → ∞: In this limit η′n = ∞ for all n = 1, 2, . . .. The functions(x) becomes
infinitely wide. Similarly as for fermions withδ-function interactions on the continuous line,
ηn becomeΛ-independent and the TBA equations simplify to (11.58) withthe solution (11.59).
Thus,

ǫ(k) = −2 cosk − µ− 1

2β
ln(1 + η1) = −2 cosk − µ− ln[2 cosh(βh)]. (20.191)

The pressure (20.167) is given by

βP =

∫ π

−π

dk

2π
ln
[

1 + 2 cosh(βh)eβ(µ+2 cos k)
]

. (20.192)
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21 Kondo effect

Dilute magnetic alloys are composed of a small amount of magnetic impurities dissolved in
a non-magnetic metal. The impurities are represented by localized spins which interact with
the conduction-band electrons via a spin exchange. At low temperatures, where the standard
perturbation theory is not applicable, an anomalous scattering of conduction electrons on the
impurities leads to many interesting phenomena known as theKondo effect [13]. There are
many microscopic models of dilute magnetic alloys, which are completely integrable; see e.g.
reviews [14, 15]. These include thes − d exchange model and the degenerate exchange model
of a single impurity, introduced by Vousovskii [16] and Zener [17], the Anderson model and the
degenerate Anderson model [18,19].

Here, we shall concentrate on thes − d exchange (Kondo) model in an external magnetic
field H . At a given temperatureT , this model was solved by using the Bethe ansatz method
by Andrei [20] and Wiegmann [21]. The TBA equations are analyzed in the ultraviolet regime
(largeH or highT ) and in the infrared regime (smallH or low T ). In the ultraviolet limit, the
impurity behaves like an almost free spin, its properties are described by an effective weakly
coupled theory. In the infrared limit, the impurity is completely (s = 1

2 ) or partially (s > 1
2 )

screened, its properties are described by another effective (strongly coupled) Fermi liquid theory.
The crossover from one regime to another, driven by the temperature of magnetic field, is known
as the Kondo effect.

21.1 Hamiltonian

Thes − d exchange model describes the interaction of the conductionband of a 3D metal with
one impurity of arbitrary spinS = (Sx, Sy, Sz) (the eigenvalues ofSz will be denoted by
s = −s,−s+ 1, . . . , s) localized at the originr = 0. In the second quantization, the conduction
band is described by the Hamiltonian

H0 =
∑

k,σ

ǫkc
†
kσckσ, (21.1)

whereckσ (c†
kσ) is the annihilation (creation) operator of an electron with Fourier momentumk,

energyǫk and spin-12 componentσ ∈ {− 1
2 ,

1
2}. The conduction band is coupled to the spin-s

impurity via the exchange interaction

HI =
J

2

∑

σ,σ′

Ψ†
σ(r = 0)σσσ′Ψσ′(r = 0) · S =

J

2

∑

k,k′

σ,σ′

c†
kσσσσ′ck′σ′ · S, (21.2)

whereσ = (σx, σy, σz) denotes the Pauli matrices. Since the system is rotationally invariant, it
is useful to expand the electron annihilation and creation operators in the basis of the spherical
functions:

ckσ =
∞∑

l=0

l∑

m=−l

Ylm(k/k)cklm,σ , c†
kσ =

∞∑

l=0

l∑

m=−l

Y ∗
lm(k/k)c†klm,σ . (21.3)
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We assume that from the angular modes only thes-wave modes withl = m = 0 have nonzero
coupling to the impurity; the consideration of higher orbital modes would lead to the so-called
Multi-Channel Kondo model.

Let us further restrict ourselves to momentak close to the Fermi surface,k = kF + p with a
cut-off of the order ofkF for new momentap, and consider the linear dispersion law

ǫk ∼ εF + vF p. (21.4)

The linearization is adequate only when all energy scales (like temperature, magnetic field, ex-
citation energies, etc.) are small compared to the cut-off.Consequently, only “universal quanti-
ties”, which characterize low-energy properties of the system and are independent of the cut-off,
will be studied. We shift the energy byεF, setvF = 1 and leave in the free-electronH0 only the
relevant electrons withl = m = 0. Using the notationckF +p,00,σ ≡ cpσ andc†kF +p,00,σ ≡ c†pσ,
the total HamiltonianH = H0 +HI reads

H =
∑

p,σ

pc†pσcpσ +
J

2

∑

p,p′

σ,σ′

c†pσσσσ′cp′σ′ · S. (21.5)

This Hamiltonian is effectively one-dimensional. In the coordinate representationcσ(x) =
∫

dp exp(ipx)cpσ , it takes the form

H =

∫

dx



−i
∑

σ

c†σ(x)
∂

∂x
cσ(x) +

J

2
δ(x)

∑

σ,σ′

c†σ(x)σσσ′cσ′(x) · S



 . (21.6)

In the first quantization, the Schrödinger equation forN electrons(σ1, x1), . . . , (σN , xN ) and
one impurity atx0 = 0 with s ∈ {−s,−s+ 1, . . . , s} reads



−i

N∑

j=1

∂

∂xj
− E



ψσ1...σN ;s(x1, . . . , xN ) +
J

2

N∑

j=1

δ(xj)

×
∑

σ′
j,s′

(

σσjσ′
j
· Sss

′

)

ψσ1...σ′
j ...σN ;s′(x1, . . . , xN ) = 0. (21.7)

21.2 Electron-impurity and electron-electron scatteringmatrices

Let us first solve the Schrödinger Eq. (21.7) for a single electron interacting with the impurity at
x0 = 0:

(

−i
d

dx
− E

)

ψσ;s(x) +
J

2
δ(x)

∑

σ′,s′

(σσσ′ · Sss
′)ψσ′ ;s′(x) = 0. (21.8)

Theδ-potential in this equation can be replaced by a smooth potential Vε(x) such that

lim
ε→0

Vε(x) =
J

2
δ(x). (21.9)
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The wavefunction is searched in the formψσ;s(x) = exp(ikx)Aσ;s(x). SettingE = k, Eq.
(21.8) reduces to the ordinary differential equation

i
d

dx
Aσ;s(x) = Vε(x)

∑

σ′,s′

(σσσ′ · Sss
′)Aσ′;s′(x), (21.10)

whose explicit solution for theA-matrix reads

Aσ;s(x) =
∑

σ′,s′

{

exp

[

−iσ · S
∫ x

y

dx′ Vε(x
′)

]}σs

σ′
s
′

Aσ′;s′(y). (21.11)

Taking the limitε→ 0 we find

Aσ;s(x > 0) =
∑

σ′,s′

(S10)
σs

σ′
s
′ Aσ′;s′(x < 0), S10 = exp

(

−i
J

2
σ1 · S0

)

, (21.12)

where the subscripts 1 and 0 correspond to the electron and the impurity, respectively. The
scattering matrixS10 can be written in a more convenient form by using the expansion

S10 = exp

(

−i
J

2
σ1 · S0

)

= w′
0 + 2w′

σ1 · S0, (21.13)

wherew′
0 andw′ are some functions ofJ . To find these functions we take advantage of the fact

that the total spinσ/2 + S can acquire the valuess+ 1
2 ands− 1

2 . In the former case, since

(
σ

2
+ S

)

·
(

σ

2
+ S

)

ψ ≡
(

σ
2

4
+ σ · S + S2

)

ψ

=

(

s+
1

2

)(

s+
3

2

)

ψ (21.14)

andσ
2ψ = 3ψ, S2ψ = s(s + 1)ψ, we haveσ · Sψ = sψ. Similarly, if the total spin equals to

s− 1
2 , we findσ · Sψ = −(s+ 1)ψ. Thusw′

0 andw′ are given by

exp

(

−i
Js

2

)

= w′
0 + 2sw′, exp

(

i
J(s+ 1)

2

)

= w′
0 − 2(s+ 1)w′. (21.15)

Now we consider two electron in presence of the impurity fixedat x0 = 0. The scattering
of electronj = 1, 2 on the impurity0 is again described by the matrixSj0 defined forj = 1 in
(21.13). Due to absence of interaction terms between electrons, a problem of uniqueness arises in
the scattering of two electrons. Let the electrons be far away from the impurity, sayx1, x2 < 0,
with the “kinetic” HamiltonianH = −i(∂1 + ∂2). We are allowed to consider a basis of free
antisymmetric eigenstates (the impurity states is fixed)

ψσ1σ2(x1, x2) = ei(k1x1+k2x2) [Aσ1σ2θ(x1 − x2) + (S12A)σ1σ2θ(x2 − x1)]

− ei(k2x1+k1x2) [Aσ2σ1θ(x2 − x1) + (S12A)σ2σ1θ(x1 − x2)] . (21.16)

SinceHθ(x1 − x2) = 0, this function is the solution of the Schrödinger equationwith the
eigenvalueE = k1 + k2 for any choice of the scattering matrixS12. This freedom is related to



Kondo effect 163

the degeneracy ofE in wave numbersk1 → k1 + p andk2 → k2 − p for anyp, which allows us
to sum freely the basis overp to generate (21.16). Our motivation for the choice ofS12 comes
from the scattering of the two electrons by the impurity. There exist two different ways how to
go from the initial statex1 ≤ x2 ≤ 0 to the final state0 ≤ x2 ≤ x1. The first path

x1 ≤ x2 ≤ 0→ x1 ≤ 0 ≤ x2 → 0 ≤ x1 ≤ x2 → 0 ≤ x2 ≤ x1

transformsA to S12S10S20A. The second path

x1 ≤ x2 ≤ 0→ x2 ≤ x1 ≤ 0→ x2 ≤ 0 ≤ x1 → 0 ≤ x2 ≤ x1

transformsA toS20S10S12A. Because the result must be the same in both cases, we end up with
the spectral-independent YBE of type

S12S10S20 = S20S10S12. (21.17)

This equation is fulfilled if we identifyS12 with the permutation operator,

S12 = P12 =
1

2
(1 + σ1 · σ2) . (21.18)

Note that the scattering matrices do not depend on the wave numbersk1 andk2.
The extension of the formalism toN particles is straightforward. The scattering of the parti-

clej = 1, . . . , N on the impurity0 is described by the matrixSj0 which is the obvious extension
of (21.13). The two-electron scattering matrices are againSjk = Pjk. The scattering matrices
satisfy two kinds of three-particle YBE:

SjkSj0Sk0 = Sk0Sj0Sjk j, k = 1, . . . , N, (21.19)

SjkSjlSkl = SklSjlSjk j, k, l = 1, . . . , N. (21.20)

The energy is the sum of electron momenta,E =
∑N

j=1 kj .
In order to apply QISM, we need YBE containing spectral parameters. Our strategy is to

assume that YBE (21.19) and (21.20) correspond to some special cases of the spectral-dependent
YBE

Sjk(λ)Sj0(λ+ µ)Sk0(µ) = Sk0(µ)Sj0(λ+ µ)Sjk(λ) j, k = 1, . . . , N, (21.21)

Sjk(λ)Sjl(λ + µ)Skl(µ) = Skl(µ)Sjl(λ+ µ)Sjk(λ) j, k, l = 1, . . . , N. (21.22)

Eq. (21.19) is identified from (21.21) if we setλ = 0 and sayµ = 1, Eq. (21.20) is identified
from (21.22) if we setλ = µ = 0. Thus,

Sj0 ≡ Sj0(λj − λ0) = Sj0(1),
Sjk ≡ Sjk(λj − λk) = Sjk(0),

j, k = 1, . . . , N. (21.23)

A simple choice of spectral parameters for the impurity and electrons is

λ0 = −1, λj = 0 j = 1, . . . , N. (21.24)

Being motivated by the specialλ = 1 case (21.13), theλ-dependent electron-impurity scat-
tering matrix is assumed to be in the form

[Sj0(λ)]
σj s

σ′
j s

′ = w′
0(λ)δ(σj , σ

′
j)δ(s, s

′) + 2w′(λ)σσjσ′
j
· Sss

′ (21.25)
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(j = 1, . . . , N ). Taking into account the relations (21.15), theλ = 1 case implies the “boundary”
conditions

w′
0(1) =

1

2s+ 1

[

(s+ 1)e−iJs/2 + seiJ(s+1)/2
]

,

w′(1) =
1

2(2s+ 1)

[

e−iJs/2 − eiJ(s+1)/2
]

. (21.26)

Similarly, with regard to the specialλ = 0 case (21.18), theλ-dependent electron-electron scat-
tering matrix is searched in the form

[Sjk(λ)]
σjσk

σ′
jσ′

k
= w0(λ)δ(σj , σ

′
j)δ(σk, σ

′
k) + w(λ)σσj σ′

j
· σσkσ′

k
(21.27)

(j, k = 1, . . . , N ). The caseλ = 0 implies the boundary conditions

w0(0) =
1

2
, w(0) =

1

2
. (21.28)

It is convenient to introduce

a(λ) = w0(λ) + w(λ), b(λ) = w0(λ)− w(λ), c(λ) = 2w(λ),
a′(λ) = w′

0(λ) + w′(λ), b′(λ) = w′
0(λ) − w′(λ), c′(λ) = 2w′(λ).

(21.29)

We shall need the following boundary conditions

a(0) = 1, a′(1) =
1

2s+ 1

[(

s+
3

2

)

e−iJs/2 +

(

s− 1

2

)

eiJ(s+1)/2

]

. (21.30)

Substituting the scattering matrices (21.25) and (21.27) into YBE (21.21) and (21.22), we obtain
the following equalities

h(λ) ≡ b(λ)

c(λ)
=
b′(λ)

c′(λ)
, h(λ) + h(µ) = h(λ+ µ). (21.31)

The general solution of these equations ish(λ) = λ/(−ig), whereg is a parameter. Taking
λ = 1, we find that

g =
2

2s+ 1
tan

[
J

4
(2s+ 1)

]

. (21.32)

Simultaneously, we have

b(λ) =
λ

λ− ig
a(λ), c(λ) =

−ig

λ− ig
a(λ)

b′(λ) =
λ

λ− ig
a′(λ), c′(λ) =

−ig

λ− ig
a′(λ). (21.33)
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21.3 Inhomogeneous QISM

Let the system ofN electrons and one impurity be placed on the line of lengthL. Imposing
periodic boundary conditions for the wavefunction leads toN eigenvalue equations for electron
momenta (see Sect. 9)

exp(−ikjL)A = TjA j = 1, . . . , N. (21.34)

The operatorTj is defined by

Tj = T (λ = λj ;λ0, . . . , λN ), (21.35)

where the transfer matrixT is the trace of the monodromy matrixTξ in the auxiliary spin-12
ξ-space,

T (λ;λ0, . . . , λN ) = Trξ Tξ(λ;λ0, . . . , λN ), (21.36)

and the monodromy matrix is the product of local Lax operators, one with index0 for the impu-
rity andN with indicesj = 1, . . . , N for electrons:

Tξ(λ;λ0, . . . , λN ) = LξN (λ− λN ) · · ·Lξ1(λ− λ1)Lξ0(λ− λ0). (21.37)

As the generating vector of the(2s+ 1)2N -dimensional Hilbert space, we choose the tensor
product of local “up” vectors

Ω = es
︸︷︷︸

0

⊗ e+
︸︷︷︸

1

⊗ · · · ⊗ e+
︸︷︷︸

N

, e+ =

(
1

0

)

, es =







1
0
...
0







1
2
...
2s+ 1

. (21.38)

The Lax operatorLξn is the identity operator at each site, except thenth site. In the case of
electrons, we have

Ln(λ− λn)e+n =

(
a(λ− λn) [· · ·]

0 b(λ− λn)

)

e+n , n = 1, . . . , N. (21.39)

The Lax operator of the impurity can be represented in theξ-space as

L0(λ− λ0) =

(
α0(λ− λ0) β0(λ − λ0)
γ0(λ− λ0) δ0(λ − λ0)

)

, (21.40)

where

α0(λ− λ0) = w′
0(λ− λ0)I0 + 2w′(λ− λ0)S

3
0,

β0(λ− λ0) = 2w′(λ− λ0)S
−
0 ,

γ0(λ− λ0) = 2w′(λ− λ0)S
+
0 ,

δ0(λ− λ0) = w′
0(λ − λ0)I0 − 2w′(λ− λ0)S

3
0.

(21.41)

The relevant operatorsα0, γ0 andδ0 act on the highest eigenvector of spinS3
0 as follows

α0(λ− λ0)e
s
0 =

[(
s+ 1

2

)
a′(λ− λ0)−

(
s− 1

2

)
b′(λ− λ0)

]
es
0,

γ0(λ− λ0)e
s
0 = 0,

δ0(λ− λ0)e
s
0 =

[
−
(
s− 1

2

)
a′(λ− λ0) +

(
s+ 1

2

)
b′(λ− λ0)

]
es
0.

(21.42)
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Representing the monodromy matrix in theξ-space as

T (λ;λ0, . . . , λN ) =

(
A(λ;λ0, . . . , λN ) B(λ;λ0, . . . , λN )
C(λ;λ0, . . . , λN ) D(λ;λ0, . . . , λN )

)

, (21.43)

the triangle form of Lax operators impliesCΩ = 0,AΩ = tAΩ where

tA(λ;λ0, . . . , λN ) =

[(

s+
1

2

)

a′(λ− λ0)−
(

s− 1

2

)

b′(λ− λ0)

]

×
N∏

n=1

a(λ− λn) (21.44)

andDΩ = tDΩ where

tD(λ;λ0, . . . , λN ) =

[

−
(

s− 1

2

)

a′(λ− λ0) +

(

s+
1

2

)

b′(λ− λ0)

]

×
N∏

n=1

b(λ− λn). (21.45)

IntroducingRξη(λ) = PSξη(λ) for the electron-electron scattering matrix (21.27) in the
tensor product of auxiliary spin-1

2 ξ andη spaces, the YBE for the monodromy matrix reads

R(λ− µ) [T (λ;λ0, . . . , λN )⊗ T (µ;λ0, . . . , λN )]

= [T (µ;λ0, . . . , λN )⊗ T (λ;λ0, . . . , λN )]R(λ− µ). (21.46)

This equation implies the “homogeneous” commutation rules(8.34)-(8.36) for the operatorsA,
B, C andD. In the spirit of the QISM, we search the eigenvectors of the transfer matrixT =
A + D, in the subspace withN −M electrons with spin up andM electrons with spin down
(M ≤ N/2), in the ansatz form

ψ(λ0, . . . , λN ; Λ1, . . . ,ΛM ) =

M∏

α=1

B(Λα;λ0, . . . , λN )Ω, (21.47)

where theΛ-parameters are as-yet free. Commuting the operatorsA andD with all B’s in the
eigenvalue equationTψ = tψ lead to the eigenvalues

t(λ;λ0, . . . , λN ; Λ1, . . . ,ΛM ) = tA(λ;λ0, . . . , λN )

M∏

α=1

a(Λα − λ)
b(Λα − λ)

+tD(λ;λ0, . . . , λN )

M∏

α=1

a(λ− Λα)

b(λ− Λα)
. (21.48)

“Unwanted” terms, generated during the commutation procedure, are removed ifΛ’s satisfy the
system ofM coupled equations

tA(Λα;λ0, . . . , λN )

M∏

β=1
(β 6=α)

a(Λβ − Λα)

b(Λβ − Λα)
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= tD(Λα;λ0, . . . , λN )

M∏

β=1
(β 6=α)

a(Λα − Λβ)

b(Λα − Λβ)
, α = 1, . . . ,M. (21.49)

Using the relations (21.33), this system is equivalent to

Λα − λ0 − ig
(
s+ 1

2

)

Λα − λ0 + ig
(
s− 1

2

)

N∏

n=1

(
Λα − λn − ig

Λα − λn

)

=

M∏

β=1
(β 6=α)

(
Λα − Λβ − ig

Λα − Λβ + ig

)

. (21.50)

Substituting here the values of spectral parameters for theimpurity and electrons (21.24) and
using the substitutionΛα → gΛα + ig/2, we end up with the Bethe equations for the rapidities
{Λα} of the spin density waves:

(
Λα + i/2

Λα − i/2

)N
Λα + 1/g + is

Λα + 1/g − is
= −

M∏

β=1

(
Λα − Λβ + i

Λα − Λβ − i

)

α = 1, . . . ,M. (21.51)

The system ofN eigenvalue equations (21.34) for the momenta{kj} of the charge density waves
implies

exp(ikjL) = exp(iJs/2)

M∏

α=1

Λα + i/2

Λα − i/2
, j = 1, . . . , N. (21.52)

Note that the charge and spin sectors in the model decouple completely. The energy is given by

E =

N∑

j=1

kj . (21.53)

As the generating vectorΩ hasSz
Ω = N/2 + s and each ofM B-operators decreaseSz

Ω by one,
the totalz-spin projection is

Sz = N/2−M + s. (21.54)

Eqs. (21.51)-(21.54) for the impurity spins = 1
2 were obtained in Refs. [20, 21], for arbitrary

spins in Refs. [22,23].
Taking the logarithm of Eqs. (21.51) and (21.52) results in

kjL = 2πNj −
M∑

α=1

[θ(2Λα) + π]− δch(kj), (21.55)

Nθ(2Λα) = 2πJα +

M∑

β=1

θ(Λα − Λβ)− δsp(Λα), (21.56)

whereθ(Λ) = 2 arctanΛ is the two-particle scattering phase of the spin density waves,Nj

(integer for evenN ) andJα (integer ifM is odd and half odd integer ifM is even) are quantum
numbers of the system and

δch(k) = −1

2
Js, δsp(Λ) = θ

(
(Λ + g−1)/s

)
(21.57)
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are respectively the one-electron charge and spin phases ofthe scattering by the impurity. With
respect to the Bethe Eqs. (21.55) and (21.56), the energy (21.53) can be expressed as

E = Ech
h + Esp, Esp = Esp

h +
1

L
Ei, (21.58)

where

Ech
h =

2π

L

N∑

j=1

Nj, Esp
h = −2π

L

M∑

α=1

Jα −
πNM

L
(21.59)

are the charge and spin parts of the host metal energy in the absence of the impurity and

Ei = −
N∑

j=1

δch(kj) +

M∑

α=1

δsp(Λα) =
1

2
JsN +

M∑

α=1

δsp(Λα) (21.60)

is the energy contribution of the impurity. Note that the energy contribution due to the impurity
depends only on the spin subsystem.

21.4 Ground state

For fixed large values ofN andM , first we have to determine the configuration ofdistinct
quantum numbers{Nj} and{Jα} which correspond to the ground state. In view of the above
energy analysis, in the thermodynamic limit this configuration is determined exclusively by the
host system of free fermions, and not by the impurity state.

• Since the integers{Nj} in the charge energy of particlesEch
h (21.59) can take arbitrarily

large negative values, the charge energy spectrum is unbounded from below. This un-
boundedness of the spectrum does not affect the impurity. Following the idea of the Fermi
cut-off of momenta, we assume that each of charge energies2πNj/L does not exceed the
Fermi energyεF = πN/L, i.e. |Nj | ≤ N/2. ThusNj are successiveN integers ranging
from−N/2 toN/2 and we haveEch

h = 0 in the ground state.

• It can be shown from Eq. (21.56) that the numbers{Jα} are bounded by−(N −M)/2 ≤
Jα ≤ (N − M)/2; the boundaries±(N − M)/2 correspond toΛ → ±∞. The host
spin energyEsp

h (21.59) attains its minimum if theJα-sequence starts from the maximum
Jmax = (N −M)/2 and goes down by unit step:

Jα =
N −M

2
− (α− 1), α = 1, . . . ,M. (21.61)

The corresponding host spin part of the ground-state energyis

Esp
h = −2π

L

[
M∑

α=1

(
N −M

2
− (α − 1)

)

+
MN

2

]

= −2π

L

(

MN −M2 +
1

2
M

)

∼ −πN
2

2L
+

2π(Sz)2

L
. (21.62)
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TheΛα solutions of Eq. (21.56) are real monotonous functions ofJα numbers. ThusΛ’s
are distributed between the maximalΛ = ∞ and minimalΛ = −Q values. The minimal
value corresponds to the lowestJM = (N − 3M)/2. The absolute ground state with
M = N/2 (Sz = 0) is identified withJM = −N/4, i.e.Q =∞.

In the thermodynamic limit of the ground state,Λ’s are distributed continuously between−Q
and∞, with the densityσ(Λ); σ(Λ) = 0 for Λ < −Q. The state densityf(Λ) = J(Λ)/N is
related toσ(Λ) via f ′(Λ) = σ(Λ). The continualization of the Bethe equations (21.56) results in

θ(2Λ) = 2πf(Λ) +

∫ ∞

−Q

dΛ′ θ(Λ− Λ′)σ(Λ′)− 1

N
δsp(Λ). (21.63)

The differentiation of this equation with respect toΛ leads to

σ(Λ) = a1(Λ) +
1

N
a2s(Λ + 1/g)−

∫ ∞

−Q

dΛ′ a2(Λ− Λ′)σ(Λ′), Λ > −Q, (21.64)

where

an(Λ) =
1

2π

n

Λ2 + (n2/4)
. (21.65)

The solution of the linear Eq. (21.64) is the sum of the host metal and impurity contributions:

σ(Λ) = σh(Λ) +
1

N
σi(Λ); (21.66)

the host metal and impurity ground-state densities satisfythe integral equations

σh(Λ) = a1(Λ)−
∫ ∞

−Q

dΛ′ a2(Λ− Λ′)σh(Λ′), Λ > −Q; (21.67)

σi(Λ) = a2s(Λ + 1/g)−
∫ ∞

−Q

dΛ′ a2(Λ− Λ′)σi(Λ
′), Λ > −Q. (21.68)

The spin per particle

1

N
Sz =

1

2
−
∫ ∞

−Q

dΛ σ(Λ) +
s

N
(21.69)

can also be decomposed onto the host metal and impurity parts:

1

N
Sz

h =
1

2
−
∫ ∞

−Q

dΛ σh(Λ), Mi = s−
∫ ∞

−Q

dΛ σi(Λ). (21.70)

Instead of considering the (local) ground state in the sector with the fixed magnetization of
electrons, we prefer to apply the magnetic fieldH to the whole system and look for the absolute
ground state in the presence of this field.
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21.4.1 Zero magnetic field

If the external fieldH = 0, we have the ground state withM = N/2 andQ = ∞. The
integral Eqs. (21.67) and (21.68) can be solved explicitly by the Fourier method. Using that
ân(ω) = e−n|ω|/2 we obtain the following Fourier transforms of the host and impurity densities

σ̂h(ω) =
e−|ω|/2

1 + e−|ω| , σ̂i(ω) =
e−s|ω|

1 + e−|ω| e
−iω/g. (21.71)

Inserting these results into (21.70) with Q =∞ leads to

1

N
Sz

h = 0, Mi = s− 1

2
. (21.72)

The fact that the magnetization per electronSz
h/N = 0 was expected. The2s-fold degenerate

ground state of the impurity means that the conduction electrons do not quench the impurity spin
s completely, they are only able to decrease the impurity spinby 1/2. The only exception is the
cases = 1

2 when the impurity spin is fully compensated and the impurityground state is a singlet
state.

21.4.2 Arbitrary magnetic field

In the leading order with respect to1/N , the magnetism of non-interacting electrons is de-
termined by the minimization of the ground state energy (21.62) plus the magnetic field term
−HSz, giving

1

N
Sz

h =
H

4εF
,

1

N
Esp

h ∼ −
εF
2
− H2

8εF
. (21.73)

To obtain the explicit dependence of the impurity magnetizationMi onH , we introduce the
hole ground-state densitỹσ(Λ). It is defined by an extension of the differential Eq. (21.64) for
the particle densityσ(Λ) to the “forbidden” regionΛ < −Q:

σ̃(Λ) = a1(Λ) +
1

N
a2s(Λ + 1/g)−

∫ ∞

−Q

dΛ′ a2(Λ− Λ′)σ(Λ′), Λ < −Q; (21.74)

σ̃(Λ) = 0 for Λ > −Q. To have the Fermi point−Q as the zero reference, we shift the particle
and hole densities as follows

r(Λ) ≡ σ(Λ−Q), r̃(Λ) ≡ σ̃(Λ−Q), (21.75)

so thatr(Λ) = 0 for Λ < 0 andr̃(Λ) = 0 for Λ > 0. Let

ρ+(ω) =

∫ ∞

0

dΛ exp(iωΛ)r(Λ), ρ−(ω) =

∫ 0

−∞
dΛ exp(iωΛ)r̃(Λ). (21.76)

Performing the Fourier transformation of the sum ofΛ-shifted Eqs. (21.64) and (21.74), we find

ρ−(ω) +
(

1 + e−|ω|
)

ρ+(ω) = eiωQ

(

e−|ω|/2 +
1

N
e−s|ω|−iω/g

)

(21.77)
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We divide this equation by[1 + exp(−|ω|)] and return to the originalΛ space, to obtain, in the
purely hole format, integral equations for the host metal and impurity hole densities

r̃h(Λ) +

∫ 0

−∞
dΛ′ J(Λ− Λ′)r̃h(Λ′) =

1

2 coshπ(Λ−Q)
, Λ < 0, (21.78)

r̃i(Λ) +

∫ 0

−∞
dΛ′ J(Λ− Λ′)r̃i(Λ

′) = S2s(Λ−Q+ 1/g), Λ < 0, (21.79)

where

J(Λ) = −
∫ ∞

−∞

dω

2π

1

1 + exp(|ω|)e−iωΛ,

S2s(Λ) =

∫ ∞

−∞

dω

2π

exp(−s|ω|)
1 + exp(−|ω|)e

−iωΛ. (21.80)

Analogously, taking into account the relation (21.73), the spin per particle

1

N
Sz =

1

2
− ρ+(0) +

s

N
(21.81)

can be decomposed in the hole format onto the following host metal and impurity parts

H

2εF
=

∫ 0

−∞
dΛ r̃h(Λ), Mi = s− 1

2
+

1

2

∫ 0

−∞
dΛ r̃i(Λ). (21.82)

For the impurity with the spins = 1
2 , we can derive the the impurity magnetic susceptibility

atH = 0 without knowing the explicit forms ofΛ-densities. In the limitH → 0 (Q→ ∞), we
should consider only the leading terms

1

2 coshπ(Λ−Q)
∼ e−πQ+πΛ, S1(Λ−Q+ 1/g) ∼ e−πQ+πΛ+π/g (21.83)

on the rhs of the integral Eqs. (21.78) and (21.79). The host metal and impurity hole distributions
r̃h(Λ) andr̃i(Λ) thus differ from one another only by the factorexp(π/g) and we have

Mi =
H

4εF
exp

(
π

g

)

. (21.84)

Defining the Kondo temperature

TK =
2εF
π

exp

(

−π
g

)

, (21.85)

which is assumed to be finite, the magnetic susceptibility ofthe spin-12 impurity at zero temper-
ature is given by

χi =
∂Mi

∂H

∣
∣
∣
H=0

=
1

2πTK
. (21.86)

For the impurity with an arbitrary spins, we study the regime in which the magnetic field is
small comparing the Fermi energy scale,H ≪ εF. This condition means thatSz/N ≪ 1 and
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Q ≫ 1. It is therefore sufficient to solve Eq. (21.78) in the leading order ofexp(−πQ), i.e.
r̃h(Λ) = exp(−πQ)r̃(0)(Λ) wherer̃(0)(Λ) is the solution of the Wiener-Hopf equation

r̃(0)(Λ) +

∫ 0

−∞
dΛ′ J(Λ− Λ′)r̃(0)(Λ′) = exp(πΛ), Λ < 0. (21.87)

The relationship betweenH andQ is yielded by the first relation in Eq. (21.82):

H(Q)

2εF
= exp(−πQ)

∫ 0

−∞
dΛ r̃(0)(Λ). (21.88)

Eq. (21.87) can be solved by using the Wiener-Hopf method explained in Sect. 14; a slight
modification is due to the fact thatΛ′s are negative. There exists a unique factorization of

1

1 + Ĵ(ω)
≡ 1 + exp(−|ω|) = F+(ω)F−(ω), (21.89)

whereF+(ω) andF−(ω) are analytic and nonvanishing functions in the half-planesΠ+ andΠ−,
respectively. They are related byF+(ω) = F−(−ω) (ω ∈ Π+). The explicit forms ofF±(ω)
read

F±(ω) = exp



∓
∫

dω′

2πi

ln
(

1 + e−|ω′|
)

ω − ω′ ± i0



 =

√
2π

Γ
(

1
2 ∓ i ω

2π

)f±
( ω

2π

)

, (21.90)

where

f±(ω) =

(∓iω + 0

e

)∓iω

. (21.91)

Due to the equalityΓ(1
2 + ix)Γ(1

2 − ix) = π/ cosh(πx) [67], f±(ω) factorize the function

exp(−π|ω|) = f+(ω)f−(ω). (21.92)

f+(ω)(f−(ω)) is analytic in the upper (lower) half-planes and has a cut along the lower (upper)
imaginary half-axis. The discontinuities of integer powers off -functions on the imaginary half-
axes are given by

Disc fn
±(ω) = ∓2i exp

(

−n|ω| ln
∣
∣
∣
ω

e

∣
∣
∣

)

sin (πn|ω|) . (21.93)

The Fourier transform of the function

g(Λ) =

{
eπΛ for Λ < 0,
0 for Λ > 0

(21.94)

is ĝ(ω) = 1/(iω + π). The pole of̂g(ω) atω = iπ ∈ Π+ is removed by subtracting the residue
in the combination

F+(ω)ĝ(ω) =
1

iω + π
[F+(ω)− F+(iπ)] +

F+(iπ)

iω + π
. (21.95)
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Thus we have

ˆ̃r
(0)

(ω) =
F+(iπ)F−(ω)

iω + π
. (21.96)

The relation betweenH andQ (21.88) becomes

H

2εF
= exp(−πQ)

(
2

πe

)1/2

. (21.97)

This formula motivates us to introduce the scale

Q− 1

g
=

1

π
ln

(
TH

H

)

, TH =

(
2π

e

)1/2

TK. (21.98)

Now we solve formally Eq. (21.79) for the impurity hole distributioñri(Λ) by using the
Wiener-Hopf technique outlined above. Substituting the new scale (21.98) into the rhs of Eq.
(21.79) and using the relations obeyed by the functionsF±(ω) andf±(ω), we have

S2s(Λ−Q+ 1/g) =

∫ ∞

−∞

dω

2π
e−i(ω+i0)Λϕ(ω),

ϕ(ω) =
f2s
+

(
ω
2π

)
f2s
−
(

ω
2π

)

F+(ω)F−(ω)
exp

(

−i
ω

π
ln

H

TH

)

. (21.99)

The Fourier transform of the function under consideration

g(Λ) =

{
S2s(Λ−Q+ 1/g) for Λ < 0,

0 for Λ > 0
(21.100)

is

ĝ(ω) =

∫ 0

−∞
dΛ eiωΛ

∫ ∞

−∞

dω′

2π
e−i(ω′+i0)Λϕ(ω′),

=

∫ ∞

−∞

dω′

2π
ϕ(ω′)

1

i(ω − ω′ − i0)
. (21.101)

The poles of̂g(ω) atω = ω′ + i0 ∈ Π+ are removed by subtracting the residues in the combina-
tionF+(ω)ĝ(ω). Consequently,

ˆ̃ri(ω) =

∫ ∞

−∞

dω′

2π
ϕ(ω′)

F+(ω′ + i0)F−(ω)

i(ω − ω′ − i0)
. (21.102)

From the integral representation of the impurity magnetizationMi at T = 0 (21.82) we finally
obtain

Mi = s− 1

2
+

1

2
ˆ̃ri(0)

= s− 1

2
+

i

4π3/2

∫ ∞

−∞
dω

Γ
(

1
2 + iω

)

ω + i0
f2s
+ (ω)f2s−1

− (ω)e−2iω ln(H/TH ). (21.103)
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We see that the impurity magnetization is the universal function ofH/TH . In dependence on the
value of the ratioH/TH , it has two different series representations.

If H > TH , the contour of integration envelops the lower half-planeΠ−. There is one pole
atω = −i0 and the branch cut off+(ω) across the negative part of the imaginary axis, so that

Mi(H > TH) = s− 1

2π3/2

∫ ∞

0

dω
Γ
(

1
2 + ω

)

ω
sin(2πsω)

×
(ω

e

)−ω

e−2ω ln(H/TH). (21.104)

We introduce the “invariant charge”z(H/TH) > 0 which satisfies the Gell-Mann-Low equation
[25,26]

1

z
− 1

2
ln z = ln

(
H

TH

)

, z =
1

ln(H/TH)
+

1

2 ln2(H/TH)
ln [ln(H/TH)]+· · · .(21.105)

Thus the formula (21.104) can be rewritten as

Mi(H > TH) = s− 1

2π3/2

∫ ∞

0

dt
Γ
(

1
2 + zt

)

t
sin(2πszt)

(
t

e

)−zt

e−2t. (21.106)

The consequent expansion in powers ofz results in

Mi(H > TH) = s

(

1 +

∞∑

n=1

αn(s)zn

)

. (21.107)

This expansion is asymptotic.
If H < TH , the integration contour envelops the upper half-planeΠ+. The contour can

be deformed to encircle the positive part of the imaginary axis where only singularities of the
integrand are situated. The analysis of the integral in (21.103) then depends on whether the
impurity spins = 1

2 or s > 1
2 .

In thes = 1
2 case, the only singularities are the simple poles of theΓ function at the points

ω = i(n+ 1/2) (n = 0, 1, . . .) and we have

M
(1/2)
i (H < TH) =

1

2
√
π

∞∑

n=0

(−1)n

n!(n+ 1/2)

(
n+ 1/2

e

)n+1/2(
H

TH

)2n+1

. (21.108)

This expansion is absolutely convergent.
In thes > 1

2 case, the cut off−(ω) across the positive part of the imaginary axis is relevant
and the poles of theΓ function give only exponentially small corrections. In terms of the invariant
chargez(H/TH) < 0, now defined by

1

z
− 1

2
ln |z| = ln

(
H

TH

)

, (21.109)

we obtain

M
(s)
i (H < TH) =

(

s− 1

2

)(

1 +
∞∑

n=1

αn(s− 1/2)zn

)

+O

(

exp(−1/|z|)
√

|z|

)

, (21.110)
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where the coefficients{αn} are the same functions of their arguments like in the high magnetic-
field series (21.107). This duality of the low and high magnetic-field series has acounterpart also
for T > 0: We shall show later that the temperature dependence of the thermodynamic quantities
for the impurity is dual in the casesT > TK andT < TK.

21.5 Thermodynamics with strings

ForT 6= 0, we have to consider all possible solutions for spin rapidities in the Bethe ansatz Eqs.
(21.51). These equations resemble those derived for the isotropicXXX Heisenberg ring; without
saying it, we shall often adopt techniques and the notation from Sect. 16.

For a large system, spin rapidity solutions formMn strings of lengthsn = 1, 2, . . ., con-
strained by

∑∞
n=1 nMn = M . Strings of ordern are characterized byMn different real centers

Λn
α (α = 1, . . . ,Mn). The string corresponds to the set of spin rapidities with equidistant imag-

inary parts,

Λ(n,r)
α = Λn

α + i

(
n+ 1

2
− r
)

, r = 1, . . . , n. (21.111)

The Bethe Eqs. (21.51) can be transformed to the ones containing only the real string centers:

[en(Λn
α)]N en,2s(Λ

n
α + 1/g) = (−1)n

∞∏

m=1

Mm∏

β=1

Enm(Λn
α − Λm

β ), (21.112)

where

en,2s(Λ) =

n∏

r=1

Λ + i
(

n+1
2 − r + s

)

Λ + i
(

n+1
2 − r − s

) . (21.113)

In the format of string centers, the Bethe equations for electron momenta (21.52) take the form

exp(ikjL) = exp(iJs/2)
∞∏

n=1

Mn∏

α=1

en(Λn
α). (21.114)

Taking the logarithm of this and previous equations, we obtain

kjL = 2πNj −
∞∑

n=1

Mn∑

α=1

[θn(Λn
α) + π]− δch(k) (21.115)

and

Nθn(Λn
α) = 2πJn

α +
∞∑

m=1

Mn∑

β=1

Θnm(Λn
α − Λm

β )− δn,2s(Λ
n
α + 1/g), (21.116)

where the one-electron charge and string phases of the scattering by the impurity are given by

δch(k) = −Js
2
, δn,2s(Λ) =

min(n,2s)
∑

r=1

θn+2s+1−2r(Λ). (21.117)
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The quantum (integer or half odd integer) numbersJn
α are constrained by the inequality|Jn

α | ≤
[N +Mn + min(n, 2s)− 1]/2 + n−∑∞

m=1 min(n,m)Mm.
In the thermodynamic limitN → ∞, one may introduce density distributions ofn-string

particle and hole centersσn(Λ) and σ̃n(Λ), respectively. From Eq. (21.116) we obtain the
counting function

hn(Λ) =
1

2π



θn(Λ) +
1

N
δn,2s(Λ + 1/g)− 1

N

∞∑

m=1

Mm∑

β=1

Θnm(Λ− Λm
β )



 . (21.118)

It determines the constraint between then-string particle and hole densities via

σn(Λ) + σ̃n(Λ) =
dhn

dΛ
. (21.119)

This set of constraints can be expressed in the matrix form as

σ̃n(Λ) +

∞∑

m=1

Anm ∗ σm(Λ) = an(Λ) +
1

N
an,2s(Λ + 1/g), (21.120)

where

an,2s(Λ) =

min(n,2s)
∑

r=1

an+2s+1−2r(Λ) = An,2s ∗ s(Λ). (21.121)

The spin per particle is

1

N
Sz =

1

2
−

∞∑

n=1

n

∫

dΛ σn(Λ). (21.122)

According to Eq. (21.115), the energy of the system in the presence of the magnetic field E =
∑N

j=1 kj −HSz is given byE = Ech
h + Esp −HSz, where

Ech
h =

2π

L

N∑

j=1

Nj,
1

N
Esp = −N

L

∞∑

n=1

∫

dΛ σn(Λ) [θn(Λ) + π] . (21.123)

The free energy at temperatureT , F = E − TS with S being the entropy defined by
(16.33), is the functional ofn-string particle densities{σn(Λ)} and hole densities{σ̃n(Λ)}.
The equilibrium state is determined by the variational condition δF = 0, under the constraints
δσ̃n = −∑∞

m=1Anm ∗ δσm implied by Eq. (21.120). For excitation energies ofn-strings at a
givenT , defined by

ǫn(Λ) = T ln
σ̃eq

n (Λ)

σeq
n (Λ)

n = 1, 2, . . . , (21.124)

we obtain an infinite TBA chain of coupled non-linear integral equations:

T ln[1 + exp(ǫn/T )] = T

∞∑

m=1

Anm ∗ ln[1 + exp(−ǫm/T )]

+Hn− εF
π

(θn + π). (21.125)
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Applying the inverse matrixA−1, we obtain another form of these equations

ǫn(Λ) = Ts ∗ ln[1 + exp(ǫn−1(Λ)/T )] ln[1 + exp(ǫn+1(Λ)/T )]

−2εF
π

arctan [exp(πΛ)] δn1, lim
n→∞

ǫn
n

= H. (21.126)

The spin part of the free energy reads

1

N
F sp =

∞∑

n=1

∫

dΛ

{

σn

[

Hn− εF
π

(θn + π)− T ln[1 + exp(ǫn/T )]
]

+σ̃nT ln[1 + exp(−ǫn/T )]

}

−H
(

1

2
+

s

N

)

. (21.127)

Eliminating σ̃n by using Eq. (21.120), the coefficient ofσn vanishes by virtue of the TBA
equations (21.125) and we find

1

N
F sp = −T

∞∑

n=1

∫

dΛ

[

an(Λ) +
1

N
an,2s(Λ + 1/g)

]

× ln (1 + exp[−ǫn(Λ)/T ])−H
(

1

2
+

s

N

)

. (21.128)

This formula can be further simplified. Let us consider then = 1 case of Eq. (21.125)

T ln[1 + exp(ǫ1/T )] = T

∞∑

m=1

(am−1 + am+1) ∗ ln[1 + exp(−ǫm/T )]

+H − εF
π

(θ1 + π). (21.129)

Applying on this equation
∫∞
−∞ dΛ s(Λ) and using the relation̂s(ω)[ân−1(ω) + ân+1(ω)] =

ân(ω), we obtain

T

∞∑

n=1

∫

dΛ an(Λ) ln (1 + exp[−ǫn(Λ)/T ]) +
H

2

= T

∫

dΛ s(Λ) ln (1 + exp[ǫ1(Λ)/T ]) +
εF
2
. (21.130)

Similarly, considering then = 2s case of Eq. (21.125), applying on this equation the operation
∫∞
−∞ dΛ s(Λ + 1/g) and using the equality (21.121), we arrive at

T

∞∑

n=1

∫

dΛ an,2s(Λ + 1/g) ln (1 + exp[−ǫn(Λ)/T ]) +Hs

= T

∫

dΛ s(Λ + 1/g) ln (1 + exp[ǫ2s(Λ)/T ]) + const. (21.131)
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Up to an irrelevant constant, the spin part of the free energytakes the form

1

N
F sp = −T

∫

dΛ s(Λ) ln (1 + exp[ǫ1(Λ)/T ])

− T
N

∫

dΛ s(Λ + 1/g) ln (1 + exp[ǫ2s(Λ)/T ]) . (21.132)

The spectrum of the charge subsystem is bounded from below byNj ≥ −N/2. The thermo-
dynamics ofN non-interacting spinless fermions with linear kinetic energy is described by the
partition function

Zch ∝
∑

{Nj}
exp



− 1

T

N∑

j=1

2π

L
Nj



 =

∞∏

n=−N/2

[

1 + exp

(

− 2π

TL
n

)]

. (21.133)

For largeεF = πN/L, the corresponding charge part of the free energy per electron

1

N
F ch

h = − T

2εF

∫ ∞

−εF

dk ln [1 + exp(−k/T )] +
εF
4
∼ −π

2

12

T 2

εF
(21.134)

is half the free energy of a non-interacting electron gas atH = 0.

21.6 TBA for non-interacting electron gas

The split of the electron system onto the charge and spin subsystems and the appearance of string
excitations in the spectrum are very special features of ourformalism, due to the presence of the
impurity. To discuss the thermodynamics of the impurity, first we have to understand how the
system of free spin-12 electrons is described by the present TBA equations.

In the absence of the impurity, the constraints among the particle and hole densities (21.120)
take the form

σ̃n(Λ) +

∞∑

m=1

Anm ∗ σm(Λ) = an(Λ). (21.135)

Let TBA equations (21.125), taken at the rapidityΛ, be differentiated with respect toΛ. Com-
paring with Eq. (21.135) and recalling thatan(Λ) = θ′(Λ)/(2π), we get

σn(Λ) = − 1

2εF

∂ǫn(Λ)

∂Λ
n (ǫn(Λ)) , σ̃n(Λ) = − 1

2εF

∂ǫn(Λ)

∂Λ
[1− n (ǫn(Λ))] , (21.136)

wheren(ǫ) = [1 + exp(ǫ/T )]−1 is the Fermi distribution function. Since the densitiesσn and
σ̃n must be positive, the energiesǫn(Λ) are decreasing functions ofΛ. The average number of
n-strings at temperatureT is given by

〈Mn〉
N

=

∫ ∞

−∞
dΛ σn(Λ) =

T

2εF
ln

(
1 + exp [−ǫn(+∞)/T ]

1 + exp [−ǫn(−∞)/T ]

)

. (21.137)

Let us now consider the spin part of the free energy in the absence of the impurity. From Eq.
(21.128) we have

1

N
F sp

h = T
∞∑

n=1

∫

dΛ an(Λ) ln [1− n (ǫn(Λ))]− H

2
. (21.138)
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Considering the equalityAnm(Λ) = δ(Λ)δnm + Θ′
nm(Λ)/(2π) in Eq. (21.125) and afterwards

differentiating this equation with respect toΛ, we obtain

an(Λ) = − 1

2εF

∂ǫn(Λ)

∂Λ
+

T

4πǫF

∞∑

m=1

Θ′′
nm ∗ ln (1 + exp [−ǫn(Λ)/T ]) . (21.139)

Substituting this relation into (21.138), the second term withΘ′′ gives zero contribution because
Θ is an odd continuous function and we arrive at

1

N
F sp

h =
T

2εF

∞∑

n=1

∫ max ǫn

min ǫn

dǫ ln [1− n(ǫ)]− H

2
. (21.140)

Since everyǫn(Λ) is a decreasing function ofΛ, it holds that̄ǫn ≡ max ǫn(Λ) = ǫ(−∞) and
ǫ̃n ≡ min ǫn(Λ) = ǫ(∞). The most convenient way to establish the two limits is to useTBA
equations (21.126). For themax limit, settingΛ→ −∞ we have the coupled set of equations

ǭn = −T
2

ln [n(ǭn+1)n(ǭn−1)] ; ǭ0 = −∞, lim
n→∞

ǭn
n

= H. (21.141)

The general solution of these second-order difference equations is

ǭn = T ln
(
Φ2

n − 1
)
, Φn =

azn − (azn)−1

z − z−1
. (21.142)

The parametersa andz are determined by then = 0 andn→∞ boundary conditions as follows
a = z = exp(H/2T ), hence

Φn =
sinh[(H/2T )(n+ 1)]

sinh(H/2T )
. (21.143)

For themin limit, settingΛ→∞ in (21.126) we haveǫ1 → −εF ≪ −T . Takingn(ǫ1) = 1, we
get the chain of equations forǫ̃n:

ǫ̃n = −T
2

ln [n(ǫ̃n+1)n(ǫ̃n−1)] ; n = 2, 3, . . . , lim
n→∞

ǫ̃n
n

= H. (21.144)

The solution of this chain is̃ǫn = ǭn−1 = T ln(Φ2
n−1 − 1) (n = 2, 3, . . .), i.e. the minimum

ǫ limit for n strings coincides with the maximumǫ limit for n − 1 strings. ForH = 0, the
expression (21.140) thus becomes

1

N
F sp

h = − T

2εF

∫ ∞

−εF

dǫ ln [1 + exp(−ǫ/T )] ∼ −εF
4
− π2

12

T 2

εF
. (21.145)

ForH 6= 0, with regard to Eq. (21.73) we have

1

N
F sp

h ∼ −
εF
4
− π2

12

T 2

εF
− H2

8εF
. (21.146)

The total (charge plus spin) host free energy per electron reads

1

N
Fh ∼ −

εF
4
− π2

6

T 2

εF
− H2

8εF
. (21.147)
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We see that while the magnetic susceptibilities of the host spin subsystem and the electron gas
coincide,χsp

h = χh = 1/(4εF), the heat capacities differ from one another by the factor two,
Csp

h = Ch/2 = π2T/(6εF). Thus the following important equalities hold:

Csp
h

Tχsp
h

=
1

2

Ch

Tχh
=

2π2

3
. (21.148)

Such relations are typical for Fermi liquids.

21.7 Thermodynamics of the impurity

The free energy (21.132) splits into the spin part of the host free energyF sp
h and the impurity

free energyFi defined as follows

F sp
h = −T

∫ ∞

−∞
dΛ s(Λ) ln (1 + exp [ǫ1(Λ)/T ]) ,

Fi = −T
∫ ∞

−∞
dΛ s(Λ + 1/g) ln (1 + exp [ǫ2s(Λ)/T ]) . (21.149)

Our task is to derive the thermodynamics of the impurity in the scaling regimeεF →∞, keeping
the temperature, and in particular the Kondo temperature (21.85), finite.

Let us shift everywhere the spectral parameterΛ→ Λ + (1/π) ln(πT/2εF) and define

ǫ′n(Λ) ≡ 1

T
ǫn

(

Λ +
1

π
ln
πT

2εF

)

. (21.150)

Then the TBA equations (21.126) can be replaced by

ǫ′n(Λ) = s ∗ ln[1 + exp(ǫ′n−1(Λ))][1 + exp(ǫ′n+1(Λ))]

−2εF
πT

arctan

[
πT

2εF
exp(πΛ)

]

δn1, lim
n→∞

ǫ′n
n

=
H

T
. (21.151)

and the free energies (21.149) are written as

F sp
h = −T

∫ ∞

−∞
dΛ s

(

Λ +
1

π
ln
πT

2εF

)

ln (1 + exp [ǫ′1(Λ)]) ,

Fi = −T
∫ ∞

−∞
dΛ s

(

Λ +
1

π
ln

T

TK

)

ln (1 + exp [ǫ′2s(Λ)]) . (21.152)

SinceT ≪ εF, the main contribution to the integral comes from the region

|Λ| ∼
∣
∣
∣
∣

1

π
ln

T

TK

∣
∣
∣
∣
≪ 1

π
ln
εF
T
.

Within this region, the inhomogeneousn = 1 term (2εF/πT ) arctan[(πT/2εF) exp(πΛ)] in
the TBA chain (21.151) may be substituted byexp(πΛ). We introduce the dimensionless func-
tionsϕn(Λ) ≡ ǫ′n(Λ)|εF→∞ which depend onH/T . They satisfy the universal set of coupled
equations

ϕn(Λ) = s ∗ ln[1 + exp(ϕn−1(Λ))][1 + exp(ϕn+1(Λ))]− exp(πΛ)δn1 (21.153)
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with the boundary conditions

ϕ0(Λ) = −∞, lim
n→∞

ϕn(Λ)

n
=
H

T
. (21.154)

It is convenient to introduce the new functions

Cn(Λ) = ln (1 + exp[ϕn(Λ)]) (21.155)

for which the chain of coupled equations reads

Cn(Λ) = ln
{
1 + exp

[
−δn1e

πΛ + s ∗ (Cn−1(Λ) + Cn+1(Λ))
]}
, C0 = 0. (21.156)

ThenFi, being a universal function ofH/T andT/TK, is expressible as

Fi = − T

2π

∫ ∞

−∞
dω exp

(

− iω

π
ln

T

TK

)
Ĉ2s(ω,H/T )

2 cosh(ω/2)
, (21.157)

whereĈn(ω,H/T ) is the standard Fourier transform ofCn(Λ, H/T ).
It is instructive to deriveFi in the limits of high (T/TK → ∞) and low (T/TK → 0)

temperatures. With regard to the definition of the Kondo temperature (21.85), these limits cor-
respond to the weak-couplingg → 0 and strong-couplingg → ∞ regimes, respectively. When
T/TK →∞, the integral representation (21.152) implies that

Fi(T ≫ TK)→ −T
2

ln [1 + exp(ǭ2s/T )] = −T ln

[
sinh(H/2T )(2s+ 1)

sinhH/2T

]

. (21.158)

This is the result for an isolated impurity with spins which indicates that, at high temperatures,
the impurity decouples from conduction electrons. In the opposite limitT/TK → 0, we find

Fi(T ≪ TK)→ −T
2

ln [1 + exp(ǫ̃2s/T )] = −T ln

[
sinhHs/T

sinhH/2T

]

. (21.159)

This result is in full agreement with theT = 0 finding (21.72) that in the ground state the
conduction electrons decrease the impurity spins by 1/2.

If s = 1
2 andH/T ≪ 1, the impurity part of the free energy can be expanded in powers of

T/TK [27]. It follows from Eqs. (21.153) thatϕ1(Λ) → − exp(πΛ) asΛ → ∞. This means
that the Fourier integral

Ĉ1(ω,H/T ) =

∫ ∞

−∞
dΛ exp(−iωΛ) ln (1 + exp [ϕ1(Λ)]) (21.160)

is finite (analytic) in the upper half-planeω ∈ Π+. ForT ≪ TK, the contour of integration in
(21.157) envelopesΠ+ and the integral can be evaluated via an infinite sequence of residues of
1/ cosh(ω/2). The result is an expansion in powers ofT/TK:

F
1/2
i = −T

∞∑

n=0

(−1)nĈ1(iπ(n+ 1/2), H/T )

(
T

TK

)2n+1

. (21.161)

To estimateĈ1(iπ(n+1/2), H/T ) for largen, we substitute theΛ→∞ asymptotic ofϕ1(Λ) ∼
− exp(πΛ) into (21.160) and obtainĈ1(iπ(n+ 1/2), H/T ) ∼ n! for largen, i.e. the expansion
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(21.161) is the asymptotic one. To determine the expansion coefficientsĈ1(iπ(n+ 1/2), H/T ),
we have to know the functionϕ1(Λ) in the whole range ofΛ. The only exception is the leading
T → 0 coefficientĈ1(iπ/2, H/T ) which can be found indirectly by the following reasonings.
We see from Eq. (21.152) that the expressions for the free energy of the spin subsystem and the
s = 1

2 impurity are similar and they coincide in the strong coupling limit g →∞. Consequently,

Ci

Csp
h

=
2εF
πTK

. (21.162)

In the ground state Eq. (21.86) we found that the magnetic susceptibilityχi = 1/(2πTK), hence

Ci

Tχi
=

Csp
h

Tχsp
h

=
1

2

Ch

Tχh
=

2π2

3
(21.163)

and we arrive at

Ĉ1(iπ/2, H/T ) =
π

6
+

1

4π

(
H

T

)2

. (21.164)

The relation (21.163) is known as the Wilson-Nozières formula for a Fermi liquid.
To derive the thermodynamics of the impurity with spins > 1

2 , first we have to analyze

the analytic properties of the Fourier transform̂Cn(ω,H/T ) with n = 2s > 1. In the limits
Λ→ ±∞, it holds thatϕn(Λ) = ǫ′n(Λ) = ǫn(Λ)/T . The asymptotic analysis ofǫn(Λ→ ±∞)
between Eqs. (21.138)-(21.141) tells us that

Cn(Λ) =

{
2 lnΦn for Λ→ −∞,

2 ln Φn−1 for Λ→∞.
(21.165)

Hence, in the neigbourhood ofω = 0 the Fourier transform ofCn(Λ, H/T ) can be expressed as

Ĉn(ω) = 2i
ln Φn

ω + i0
− 2i

ln Φn−1

ω − i0
+ D̂n(ω), (21.166)

whereD̂n(ω) is finite atω = 0. D̂n(ω) (n > 1) is expected to possess the following properties:

• D̂n(ω) has cuts along the imaginary axis, starting fromω = 0, in both lower and upper
half-planes.

• The discontinuities at the upper and lower cuts are dual in the sense that

Disc D̂n+1(i|ω|) = Disc D̂n(−i|ω|). (21.167)

• Disc D̂n(−i|ω|) = B̂n(|ω|, T/H)

( |ω|
2π

)−|ω|/2π

, (21.168)

whereB̂n(ω, T/H) is analytic in the whole plane except at the cuts and has zerosat
ω = −iπ(2k + 1) (k = 0, 1, . . .).
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These properties of̂Cn(ω), which will be checked in special cases, allow us to perform ageneral
analysis of the free energy of the spin-s impurity by using the relation (21.157).

If T > TK, closing the integration contour in the lower half-plane, the cut along the imaginary
axis leads to

Fi(T > TK) = −T ln

[
sinh(H/2T )(2s+ 1)

sinhH/2T

]

+T

∫ ∞

0

dt
B2s(2πt, T/H)

cosπt
t−t exp(−2t lnT/TK). (21.169)

Here, the poles of1/ cos(πt) are compensated by the zeros ofB2s(2πt). The invariant charge
z(T/TK) > 0 is now defined by the Gell-Mann-Low equation

1

z
− 1

2
ln z = ln

(
T

TK

)

, z =
1

ln(T/TK)
+

1

2 ln2(T/TK)
ln [ln(T/TK)] + · · · .(21.170)

The integral term in (21.169) can be expressed by usingz as follows

Tz

∫ ∞

0

dt
B2s(2πzt, T/H)

cosπzt
exp(−2t− zt ln t) =

∞∑

n=1

βn(T/H, s)zn. (21.171)

If T < TK, the integration contour in (21.157) is closed in the upper half-plane. The main
contribution comes from the cut along the imaginary axis, while the contributions from the poles
of 1/ cosh(ω/2) are exponentially small. Introducing the invariant chargez(T/TK) < 0 via the
equation

1

z
− 1

2
ln |z| = ln

(
T

TK

)

, (21.172)

we have

Fi(T < TK) = −T ln

[
sinh(sH/T )

sinhH/2T

]

+

∞∑

n=1

βn(T/H, s− 1/2)zn. (21.173)

It is seen that, in analogy with the ground state, the high- and low-temperature logarithmic ex-
pansions are dual [28].

The above analysis is general. In what follows, we shall derive the leading orders of the
high-temperature and low-temperature expansions in detail.

21.7.1 High-temperature expansion

For high temperatures, the zeroth orders ofCn(Λ) are theirΛ→ ±∞ asymptotics (21.165), i.e.

C(0)
n (Λ) =

{
2 lnΦn for Λ < 0,

2 ln Φn−1 for Λ > 0 andn > 1.
(21.174)

SinceΦ2
n = 1 + Φn−1Φn+1, theseCn’s satisfy the chain of equations (21.156). The way in

which the functionC1(Λ) vanishes asΛ→∞ follows from then = 1 version of Eq. (21.156):

C
(0)
1 (Λ) = ln

[
1 + Φ1 exp

(
−eπΛ

)]
for Λ > 0. (21.175)
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In the next order, we set

Cn(Λ) = C(0)
n (Λ) + dn(Λ) (21.176)

with a small perturbationdn(Λ). We linearize Eqs. (21.156) in dn and go to the± Fourier space

d̂+
n (ω) =

∫ ∞

0

dΛ exp(−iωΛ)dn(Λ), d̂−n (ω) =

∫ 0

−∞
dΛ exp(−iωΛ)dn(Λ). (21.177)

Thus we obtain

Φ2
n

Φn−1Φn+1
d−n +

Φ2
n−1

Φn−2Φn
d+

n = s ∗ (dn−1 + dn+1), n ≥ 3, (21.178)

Φ2
2

Φ1Φ3
d−2 +

Φ2
1

Φ2
d+
2 = s ∗ (d3 + d−1 ) + Y−, (21.179)

Φ2
1

Φ2
d−1 = s ∗ d−2 + Y+, (21.180)

where

Ŷ−(ω) =

∫ ∞

0

dΛ e−iωΛ
[

es∗C
(0)
1 (Λ) − 1

]

≃ i

ω − i0
,

Ŷ+(ω) =

∫ 0

−∞
dΛ e−iωΛ

(

e−eπΛ − 1
)

≃ −i

ω + i0
(21.181)

nearω = 0. By construction, the function of interest̂Dn(ω) in (21.166) is related todn =
d+

n + d−n via

D̂n(ω) = d̂n(ω) +O(ω3). (21.182)

Let us neglect the mutual influence of the regionsΛ < 0 and Λ > 0 and leave in Eqs.
(21.178)-(21.180) only terms with eitherd+

n or d−n . In this way we get

Φ2
n

Φn−1Φn+1
d−n = s ∗ (d−n−1 + d−n+1),

Φ2
1

Φ2
d−1 = s ∗ d−2 + Y+, (21.183)

and

Φ2
n−1

Φn−2Φn
d+

n = s ∗ (d+
n−1 + d+

n+1),

Φ2
1

Φ2
d+
2 = s ∗ d+

3 + Y−. (21.184)

We see that̂dn+1(ω) = d̂n(−ω) in the actual perturbation order, so the duality (21.167) takes
place.
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The recurrence equations (21.183) and (21.184) are identical to those obtained in the high-
temperature treatment of the XXX Heisenberg chain in Sect. 16.2. Their solution is

d̂−n (ω) =
2 cosh(ω/2)

Φ1Φn

i

ω − i0

[

Φn+1e
−n|ω|/2 − Φn−1e

−(n+2)|ω|/2
]

. (21.185)

The discontinuity ofd̂n(ω), and thereforêDn(ω), when passing through the pointω = 0 can be
evaluated with the aid of Eqs. (21.92) and (21.93). Forn = 2s, in the limitH/T → 0 the final
result is

Disc D̂2s(−i|ω|, H/T → 0) =
2

3
s(s+ 1)

[(
H

T

)2

− ω2

]
(

1− ω

2π
ln |ω|

)

. (21.186)

This formula determines the function of interestB̂2s(ω, T/H) via (21.168). The impurity part
of the free energy reads

Fi(T ) =

{

−T ln(2s+ 1)− T s(s+1)
3 f(T/TK) for T ≫ TK,

−T ln 2s− T s2−1/4
3 f(T/TK) for T ≪ TK,

(21.187)

where

f(x) =
H2

2T 2

(

1− 1

lnx

)

− π2

ln3 x
. (21.188)

21.7.2 Low-temperature expansion

The analysis of the chain of TBA equations (21.126) for the Kondo model resembles that of TBA
equations for the antiferromagnetic XXX Heisenberg chain in Sect. 16.3.2. From the structure of
TBA equations we deduce that allǫn(Λ) with n ≥ 2 are positive. Introducingǫ+1 = (ǫ1+|ǫ1|)/2,
in the small-T limit we have

T ln
(

1 + eǫ1/T
)

∼ ǫ+1 , T ln
(

1 + eǫn/T
)

∼ ǫn for n ≥ 2. (21.189)

• T = 0: We first consider the leadingT → 0 order,ǫn = ǫ
(0)
n . ǫ(0)1 (Λ) is positive forΛ < −Q,

vanishes atΛ = −Q and is negative forΛ > −Q. Using the small-T expressions (21.189), the
TBA equations (21.126) take the form

ǫ
(0)
1 (Λ) = −2εF

π
arctan

(
eπΛ
)

+ s ∗ ǫ(0)2 (Λ),

ǫ
(0)
2 (Λ) = s ∗ ǫ(0)+1 (Λ) + s ∗ ǫ(0)3 (Λ), (21.190)

ǫ(0)n (Λ) = s ∗ ǫ(0)n−1(Λ) + s ∗ ǫ(0)n+1(Λ), n ≥ 3.

The explicit solution of this infinite chain reads

ǫ(0)n (Λ) = H(n− 1) + an−1 ∗ ǫ(0)+1 (Λ) n ≥ 2 (21.191)

ǫ
(0)
1 (Λ) = −2εF

π
arctan

(
eπΛ
)

+
H

2
+ (s ∗ a1) ∗ ǫ(0)+1 (Λ). (21.192)
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Taking into account that̂s(ω)â1(ω) = −Ĵ(ω), with J defined in Eq. (21.80), ǫ(0)1 (Λ) satisfies
the integral equation

ǫ
(0)
1 (Λ) +

∫ −Q

−∞
dΛ′ J(Λ− Λ′)ǫ(0)1 (Λ′) = −2εF

π
arctan

(
eπΛ
)

+
H

2
. (21.193)

We want to have as a reference the Fermi point−Q, defined by (21.97). In the scaling limit
εF →∞, the integral equation (21.193) becomes

ǫ
(0)
1 (Λ−Q)+

∫ 0

−∞
dΛ′ J(Λ−Λ′)ǫ(0)1 (Λ′−Q) = −H

√
e

2π
eπΛ+

H

2
, Λ < 0.(21.194)

To solve this equation we apply the Wiener-Hopf analysis which follows Eq. (21.87). Now the
Fourier transform of the rhs function

g(Λ) =

{
−H

√
e
2π eπΛ + H

2 , for Λ < 0,
0 for Λ > 0

(21.195)

is

ĝ(ω) = −H
√

e

2π

1

iω + π
+
H

2

1

iω + 0
.

The poles of̂g(ω) atω = i0 andω = iπ are removed by subtracting residues in the combination

F+(ω)ĝ(ω)→ −H
√

e

2π

F+(iπ)

iω + π
+
H

2

F+(0)

iω + 0
= −H π√

2

1

(ω − i0)(ω − iπ)
. (21.196)

Thus, using (21.191), we obtain

ǫ(0)n (Λ−Q) = − H

23/2

∫ ∞

−∞
dω

F−(ω)

(ω − i0)(ω − iπ)
e−iωΛ−(n−1)|ω|/2 + (n− 1)H (21.197)

for all n = 1, 2, . . ..

• Small T : In the next order of TBA equations (21.126), the contribution of the exponentials
exp(−ǫ(0)n /T ) with n ≥ 2 is negligible. We have to substituteǫ(0)+1 → T ln(1 + eǫ1/T ) in Eqs.
(21.191) and (21.192), to obtain

ǫn(Λ) = H(n− 1) + an−1 ∗ T ln
[

1 + eǫ1(Λ)/T
]

, n ≥ 2 (21.198)

and

ǫ1(Λ) + T

∫ ∞

−∞
dΛ′ J(Λ− Λ′) ln

[

1 + eǫ1(Λ
′)/T

]

= −2εF
π

arctan
(
eπΛ
)

+
H

2
. (21.199)

We use the trick formula

T ln
[

1 + eǫ1(Λ)/T
]

= T ln
[

1 + e−|ǫ1(Λ)|/T
]

+ ǫ+1 (Λ). (21.200)
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The zero point ofǫ1, temperature-dependentQT , can be substituted in the consideredT -order
by its T = 0 valueQ. Writing ǫ1 = ǫ

(0)
1 + ǫ

(1)
1 in (21.199) and subtracting the linearized Eq.

(21.193), the first correctionǫ(1)1 satisfies the integral equation

ǫ
(1)
1 (Λ) +

∫ −Q

−∞
dΛ′ J(Λ− Λ′)ǫ(1)1 (Λ′) = I(Λ), (21.201)

where the inhomogeneous termI(Λ) is given by

I(Λ) = −T
∫ ∞

−∞
dΛ′ J(Λ− Λ′) ln

[

1 + e−|ǫ1(Λ′)|/T
]

. (21.202)

The dominant contribution toI(Λ) comes from the neighborhood of zero ofǫ1. Expandingǫ1(Λ)

aroundΛ = −Q, ǫ1(Λ) ∼ ǫ(0)
′

1 (−Q)(Λ +Q), the leadingT -dependence ofI(Λ) reads

I(Λ) = − π2T 2

6|ǫ(0)′1 (−Q)|
J(Λ +Q). (21.203)

Hence

ǫ
(1)
1 (Λ) =

π2T 2

6|ǫ(0)′1 (−Q)|
C(Λ), (21.204)

whereC(Λ) satisfies the integral equation

C(Λ) +

∫ −Q

−∞
dΛ′ J(Λ− Λ′)C(Λ′) = −J(Λ +Q). (21.205)

The free energy of the impurity (21.149) is expressed as

Fi(T,H) = −
∫ ∞

−∞
dΛ s(Λ + 1/g)ǫ2s(Λ), (21.206)

whereǫ2s(Λ) is given by (21.198). Using the formula (21.200) and the relation̂a2s−1(ω)ŝ(ω) =
Ŝ2s(ω) [see definition (21.80)], we find

Fi(T,H)− Fi(0, H) = −T
∫ ∞

−∞
dΛS2s(Λ + 1/g) ln

[

1 + e−|ǫ(0)1 (Λ)|/T
]

+

∫ −Q

−∞
dΛS2s(Λ + 1/g)ǫ

(1)
1 (Λ). (21.207)

The rhs of this equation is expressible as

− π2T 2

6|ǫ(0)′1 (−Q)|

[

S2s(−Q+ 1/g) +

∫ −Q

−∞
dΛS2s(Λ + 1/g)C(Λ)

]

.

Introducing the functionV (Λ) as the solution of the integral equation

V (Λ) +

∫ −Q

−∞
dΛ′ J(Λ− Λ′)V (Λ′) = S2s(Λ + 1/g), (21.208)
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the expression in the square bracket is nothing butV (−Q). We conclude that in the leading
T -order

Fi(T,H)− Fi(0, H) = − π2T 2

6|ǫ(0)′1 (−Q)|
V (−Q). (21.209)

Comparing the integral equation (21.208) with (21.79) we see thatV (Λ) = r̃i(Λ + Q), i.e.
V (−Q) = r̃i(0). Using the analogy of (14.34) (the contour in now closed inΠ−), Eqs. (21.102)
and (21.103) imply

r̃i(0) = lim
|ω|→∞

iωˆ̃ri(ω) =

∫ ∞

−∞

dω′

2π
ϕ(ω′)F+(ω′ + i0) =

√
2Hπχi(H/TH), (21.210)

whereχi = ∂Mi/∂H is the susceptibility. To obtainǫ(0)
′

1 (−Q), we differentiate Eq. (21.194)

with respect toΛ and then perform integration by parts in the integral overΛ′ [ǫ(0)1 (−Q) = 0],
with the result

ǫ
(0)′

1 (Λ−Q) +

∫ 0

−∞
dΛ′ J(Λ− Λ′)ǫ(0)

′

1 (Λ′ −Q) = −H
√
πe

2
eπΛ. (21.211)

Comparing this integral equation with (21.87) we find thatǫ(0)
′

1 (Λ−Q) = −H
√

πe/2r̃(0)(Λ),

i.e. ǫ(0)
′

1 (−Q) = −H
√

πe/2r̃(0)(0). From (21.96) we get

r̃(0)(0) = lim
|ω|→∞

iωˆ̃r
(0)

(ω) = F+(iπ) =

√
π

e
. (21.212)

Consequently,

Fi(T,H)− Fi(0, H) = −π
2T 2

3
χi(H/TH) (21.213)

and we arrive at the Wilson-Nozières formula for Fermi liquids

1

T
Ci(H/TK) =

2π2

3
χi(H/TK) (21.214)

valid for an arbitrary magnetic field.
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QUANTUM FIELD THEORY: SINE-GORDON MODEL

22 Classical sine-Gordon theory

In this section, the classical sine-Gordon theory is reviewed. It is introduced as a continuum
(infinite dimensional) limit of a finite dimensional mechanical system. Then some related con-
tinuum field theories are discussed: the Klein-Gordon theory as the non-interacting limit, the
sinh-Gordon theory as its analytical continuation and the corresponding Euclidean counterparts.
Then we turn to the construction of the finite energy solutions of the sine-Gordon theory [35].
We start with the static solutions: The soliton and the anti-soliton. By boosting them up we can
interpret these solutions as moving particles. States withmore particles can be generated by the
Bäcklund transformation. We construct two-particle solutions and introduce the concept of time
shifts. Finally, general finite energy solutions are reviewed and the integrability of the model is
shown.

22.1 Continuum limit of a mechanical system

Consider a mechanical system composed ofN coupled pendula in a vertical gravitational field
of strengthg:
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1 2

i i+1

N

φ
i

φ
i+1

Let us denote the angular coordinate of theith pendulum byφi, its length byl and mass byµ.
Neighbouring pendula, placed at distancea, are coupled via a harmonic potential of tensionk.
The Lagrangian of this finite-dimensional system is given by3

L = Ekin − Epot =
N∑

i=1

[
1

2
µl2φ̇2

i −
1

2
k(φi − φi+1)

2

]

−
N∑

i=1

µgl(1− cosφi). (22.1)

We are interested in the continuum limita → 0 andN → ∞, keeping the length of the system
L = Na fixed. For this purpose we introduce the continuum variable

ϕ ((i− 1)a) =
φi

b
;

m2

b2
=
µgl

a
(22.2)

3We have to specify also the boundary conditions: we can take periodic, free, or the fixed one.
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and, in the continuum limit, set the scaleµl2β2/a = kβ2a = 1. As the result, we obtain the
Lagrangian of the sine-Gordon theory

L =

∫ L

0

dxL =

∫ L

0

dx

[
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − m2

b2
(1− cos bϕ)

]

, (22.3)

where∂tϕ ≡ ∂ϕ/∂t, ∂xϕ ≡ ∂ϕ/∂x = lima→0[ϕ(x + a) − ϕ(x)]/a and the speed of light is
normalized to 1. The minimality of the action

δS = 0; S[ϕ] =

∫

dt

∫

dxL(ϕ, ∂tϕ, ∂xϕ) (22.4)

determines the equation of motion

∂t
∂L

∂(∂tϕ)
+ ∂x

∂L
∂(∂xϕ)

− ∂L
∂ϕ

= (∂2
t − ∂2

x)ϕ+ V ′(ϕ) = 0. (22.5)

If we normalize the action to be dimensionless (~ = 1), then the scalar fieldϕ and the parameter
b are also dimensionless andm determines the energy scale.

Let us emphasize that, firstly, the finite-dimensional system has more parameters than the
continuum one and, secondly, the field theory is obtained as asingular limitk →∞,N →∞ of
a well-defined finite system. This singular limit would lead to singularities when we would like
to quantize the system.

22.2 Related models

Here we list some models which are related to the sine-Gordontheory.

22.2.1 Sinh-Gordon theory

If we analytically continue the parameterb → ib, we obtain the Lagrangian of the sinh-Gordon
theory

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − m2

b2
(cosh bϕ− 1). (22.6)

In contrast to the sine-Gordon theory, where the fieldϕ lives on a compact space (the circle), the
sinh-Gordon field lives on the non-compact full line. The space where the fields take values is
usually called the target space. Thus the target space of thesine-Gordon theory isS1 while the
target space of the sinh-Gordon theory isR. These topologically different spaces will lead to
drastic differences between the models, both at the classical and quantum levels.

22.2.2 Klein-Gordon equation

The parameterb in the sinh- or sine-Gordon theory can be interpreted as a coupling constant.
Indeed, taking theb→ 0 limit in (22.6) we obtain a weakly coupled theory

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − m2

2
ϕ2 − m2b2

4!
ϕ4 − · · · . (22.7)
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For b = 0 the theory is actually free and we obtain the Klein-Gordon model. The method of the
least action gives the relativistic wave equation

(∂2
t − ∂2

x +m2)ϕ ≡ �xϕ = 0 (22.8)

as the equation of motion. It was discovered by Schrödingerin order to describe the spectrum
of the Hydrogen atom (and rejected by himself as it wrongly reproduced the fine-structure4).
The Klein-Gordon model is relativistically invariant which means that the equation of motion is
covariant under Lorentz transformation:

�x = �x′ ; x′ = (x − vt)γ, t′ = (t− vx)γ, γ−1 =
√

1− v2 (22.9)

(|v| < 1) and is invariant under spacex′ = x+x0 and timet′ = t+ t0 translations. The Lorentz
transformation takes a particularly simple form in the rapidity parameterization

v = tanh Λ; x′ = x coshΛ− t sinh Λ, t′ = t coshΛ− x sinh Λ, (22.10)

which is nothing but a hyperbolic rotation. Light-cone coordinates diagonalize this transforma-
tion,

x± =
1

2
(t± x); x′± = e±Λx±. (22.11)

22.2.3 Euclidean version

The Euclidean version of a relativistic field theory defined by the Lagrangian

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − V (ϕ) (22.12)

means an analytical continuation in the time coordinatet → y = it. The resulting Euclidean
actionSE is positive definite, if the potentialV is bounded from below:

S =

∫

dt

∫

dxL → −SE = −
∫

dy

∫

dx

{
1

2

[
(∂xϕ)2 + (∂yϕ)2

]
+ V (ϕ)

}

. (22.13)

The Lorentz invariance translates in the continued theory to the rotational invariance in the Eu-
clidean(x, y) plane.

22.3 Finite energy solutions

The sine-Gordon model with the potential

V (ϕ) =
m2

β2
(1− cosβϕ) (22.14)

is also relativistically invariant. From its invariance under time translations the conservation of
energy follows5

E[ϕ] =

∫ L

0

dx

[
1

2
(∂tϕ)2 +

1

2
(∂xϕ)2 + V (ϕ)

]

. (22.15)

4For more details see http://en.wikipedia.org/wiki/Klein-Gordon equation.
5Periodic BC is understood.
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ϕ
0

−V(   )ϕ

Fig. 22.1. Static solutions can be interpreted as the motionof a particle in theU = −V potential. Finite
energy configurations in the infinite volume limit interpolate between neighbouring minima ofV .

This conserved energy of the field theory is a functional of the field configurations. The invari-
ance under space translations leads to the conserved momentum functional:

P [ϕ] =

∫ L

0

dx [∂xϕ∂tϕ] . (22.16)

We are interested in configurations which have finite energy and momentum.

22.3.1 One-particle solutions

Symmetries are useful in two respects: first, they give rise to conserved charges (which generate
the symmetries themselves), second, they map solutions of the equation of motion to other so-
lutions. By exploiting the relativistic invariance we can generate time-dependent solutions from
the static ones.

The static equation reads as

(∂2
t − ∂2

x)ϕ+ V ′(ϕ) = 0 −→ −∂2
xϕ+ V ′(ϕ) = 0. (22.17)

It is analogous to the Newton’s equation of motion for a particle in one-dimensional potential
U(r) = −(m2/b2)(1− cos br):

d2r

dτ2
= −U ′(r) ←→ d2ϕ

dx2
= V ′(ϕ). (22.18)

The coordinate of the one-dimensional motion is denoted byr while its time variable byτ . The
correspondence reads asr ↔ ϕ, τ ↔ x, U ↔ −V . We can exploit the conservation of the
energy of the point particleǫ = (1/2)(dr/dτ)2 +U(r) to integrate the static equation of motion

τ =

∫
dr

±
√

2[ǫ− U(r)]
+ τ0 ←→ x =

∫
dϕ

±
√

2[ǫ+ V (ϕ)]
+ x0. (22.19)

For the sine-Gordon potential (22.14), we obtain the representation by elliptic integrals.
The infinite volume limit, however, simplifies considerably:
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x

ϕ

0

2π

x0

b

Fig. 22.2. The static soliton solutionϕs interpolates between0 and2π/b.

x

ϕ

0

2π

x0

b

Fig. 22.3. The static anti-soliton solutionϕs̄ interpolates between2π/b and0.

The finiteness of the energy of the field configuration,E[ϕ] < ∞, requires that∂xϕ → 0,
V (ϕ) → 0 asx → ±∞. Taking a look at the movement of the analogue particle in theU
potential, Fig.22.1, we can see that at negative and positive infinite times the particle has to be
on the top of the potential. That is the point where particle’s energy has to vanish,ǫ = 0, giving
rise to

x− x0 = ±
∫

dϕ
√

2V (ϕ)
= ±

∫
d(bϕ/2)

m sin(bϕ/2)
= ± 1

m
ln

(

tan

(
bϕ

4

))

. (22.20)

The two± solutions

ϕs(x) =
4

b
arctan

(

em(x−x0)
)

, ϕs̄(x) =
4

b
arctan

(

e−m(x−x0)
)

(22.21)

are called the soliton and the anti-soliton, respectively.The soliton interpolates between0 and
2π/b asx moves from−∞ to∞, the anti-soliton interpolates oppositely. They are shownin
Figs.22.2and22.3. Clearly the sinh-Gordon potential has only one minimum, sothis theory
does not allow for nontrivial static solutions.

We can use the energy functional of the sine-Gordon theory (22.15) to calculate the energy
of the solutions. Both solutions have the energy

E[ϕs] = E[ϕs̄] =
8m

b2
≡M0 (22.22)
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which, from now on, we denote byM0. For static solutions the momentum (22.16) vanishes,
P = 0. Notice that the two static solutions are nonperturbative in the sense that they become
infinitely heavy in the weakly coupled limitb→ 0.

Since the equation of motion is relativistically invariant, static solutions can be viewed by
a moving observer. For the moving observer these static solutions acquire a very specific time-
dependence:

ϕ(x, t) = ϕs ((x− vt)γ) =
4

b
arctan

(

emγ(x−vt−x0)
)

, (22.23)

where we redefinedx0 and, as before,γ−1 =
√

1− v2. This provides a time dependent solution
of the equation of motion. The conserved energy (22.15) and momentum (22.16) of the moving
soliton configuration (22.23) read

E[ϕs((x− vt)γ)] ≡ E(v) =
M0√
1− v2

, P [ϕs((x− vt)γ)] ≡ P (v) =
M0v√
1− v2

.(22.24)

Clearly, these quantities are related to one another like the relativistic energy and momentum of
a moving particle whose velocity isv. For any relativistic particle the mass-shell condition is
satisfied

E(v)2 − P (v)2 = M2
0 , (22.25)

whereM0 is the mass of the particle. As a consequence, momentum and energy are not indepen-
dent and we can parameterize a moving relativistic particleby its rapidityθ as

E(θ) = M0 cosh θ, P (θ) = M0 sinh θ, v = tanh θ. (22.26)

The rapidity is a convenient parameter as the Lorentz transformation (22.10) merely shifts its
valueθ′ = θ + Λ.

The moving soliton and anti-soliton solutions behave like solitary waves, i.e. waves that
travel alone keeping their shapes forever. That is why they are called soliton and anti-soliton.
The soliton and the anti-soliton have localized energy density and, due to the non-linearity of the
sine-Gordon equation, they are dispersionless solutions.

The energy densities of the soliton and of the anti-soliton are the same, the only difference
consists in their topological charge:

Qtop =
2π

b

∫ ∞

−∞
∂xϕ(x, t)dx =

2π

b
[ϕ(∞)− ϕ(−∞)] . (22.27)

As time evolution is a continuous deformation of the field configurations, the topological charge
is a conserved quantity in any one-dimensional field theory.Within our normalization, it takes
±1 for the soliton/anti-soliton solutions, respectively. Solitons and anti-solitons are localized
objects which we treat as particles. This is also suggested by their dispersion relation. Now we
analyze the interaction of these particles.

22.4 Scattering solutions, time shifts

In order to analyze the interaction of the soliton and anti-soliton “particles”, we need some exact
solutions which contain more than just one particle. Because the sine-Gordon equation (22.5) is
nonlinear, we cannot just simply add two solitons. But the very remarkable so-called Bäcklund
transformation will exactly do this job [36].
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22.4.1 B̈acklund transformation

The Bäcklund transformation in its most “naive” form tellsus how to reconstruct the imaginary
partv of a holomorphic functionf from its real partu. Indeed, ifu is harmonic, i.e.(∂2

x+∂2
y)u =

0, andu andv satisfy the Cauchy-Riemann equations∂xu = ∂yv and∂yu = −∂xv, thenv is
harmonic too,(∂2

x + ∂2
y)v = 0. This situation appears for the Euclidean version of the sine-

Gordon theory whenm = 0. The specialty about the sine-Gordon theory is that this construction
can be extended to non-vanishingm. The extension of this Bäcklund transformation allows us to
generate a new solutionϕ2 of the sine-Gordon equation (22.5) provided that an initial solution
ϕ1 is already known. We claim that ifϕ1 solves the sine-Gordon equation of motion

− ∂+∂−ϕ1 =
m2

b
sin bϕ1, ∂± = ∂t ± ∂x (22.28)

and additionallyϕ2 satisfies

∂+ϕ2 = ∂+ϕ1 +
2mσ

b
sin

(
b

2
(ϕ1 + ϕ2)

)

,

∂−ϕ2 = −∂−ϕ1 +
2m

bσ
sin

(
b

2
(ϕ1 − ϕ2)

)

, (22.29)

thenϕ2 also solves the sine-Gordon equation, whereσ is a free parameter. These equations are
of first order only and so they much easier to be solved than thesine-Gordon equation itself. The
existence of the Bäcklund transformation, which is highlynontrivial, is related to the magical
integrability property of the model.

22.4.2 Two-particle solutions

If we plug into the Bäcklund transformation the one-particle solution (22.21), we obtain two-
particle solutions. Especially for two solitons, we get

ϕss(x, t) =
4

b
arctan

(
v sinh(mxγ)

cosh(mvtγ)

)

. (22.30)

Similarly, the soliton–anti-soliton solution reads

ϕss̄(x, t) =
4

b
arctan

(
sinh(mvtγ)

v cosh(mxγ)

)

. (22.31)

Let us analyze this soliton–anti-soliton solution. For asymptotically large times, one of the ex-
ponential terms in

ϕss̄(x, t) =
4

b
arctan

(
emvtγ−ln v − e−mvtγ−ln v

emxγ + e−mxγ

)

(22.32)

survives and the solution becomes the sum of two well-separated one-particle solutions. Say, for
asymptotically large negative times (t → −∞, remote past) we can keep thee−mvtγ−ln v term
alone. Then we can focus on the domains where the argument changes nontrivially. They are
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Fig. 22.4. Schematic space-time diagram of the energy density of the soliton–anti-solitonϕss̄ solution. In
the scattering process the particles acquire speed-dependent time advance∆t = −2 ln v/(mvγ) showing
that their interaction is attractive.

located either for large negativex or for large positivex, where we can keep one exponential in
the denominator, too, and obtain:

ϕss̄(x, t) ≈ ϕs

([

x+ v

(

t− ∆t

2

)]

γ

)

+ ϕs̄

([

x− v
(

t− ∆t

2

)]

γ

)

,

∆t = −2
ln v

mvγ
> 0. (22.33)

Thus we have a soliton and an anti-soliton approaching each other with velocity−v andv. For
asymptotically large positive times (t→∞, remote future), we have

ϕss̄(x, t) ≈ ϕs

([

x+ v

(

t+
∆t

2

)]

γ

)

+ ϕs̄

([

x− v
(

t+
∆t

2

)]

γ

)

. (22.34)

The velocities of the particles are not changed and we can interpret∆t > 0 as the time advance
experienced by the soliton in the potential of the anti-soliton, see Fig.22.4.

Since for asymptotic times the two-particle solution is thesum of well-separated one-particle
solutions, the energy of the state is simply the sum of the one-particle energies:

E[ϕss̄(x, t)] = E[ϕs((x+ vt)γ) + E[ϕs̄(x− vt)γ)] =
2M0√
1− v2

= 2M0 cosh θ. (22.35)

The time advance indicates that the soliton–anti-soliton interaction is attractive and therefore
we can expect the formation of boundstates. Indeed, continuing analytically the velocityv → iu
in ϕss̄ we obtain the so-called breather solution

ϕb(x, t) =
4

b
arctan

(
sin(mutγ)

u cosh(mxγ)

)

, (22.36)
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which is periodic in time and possesses one continuous parameteru. The energy (mass) of this
standing breather can be obtained from the energy functional

E[ϕb] = mb =
2M0√
1 + u2

= 2M0 cosϑ, (22.37)

whereϑ is the imaginary rapidityθ → iϑ at which the boundstate is formed.

22.4.3 Multiparticle solutions

The generic multiparticle solution can be obtained, in principle, by applying iteratively the
Bäcklund transformation and generating from anN particle solution anN + 1 particle solu-
tion. We present the final result in the Hirota form [37]:

ϕ =
4

b
arctan

ℑm(τ)

ℜe(τ) , (22.38)

where

τ =
∑

{µj=0,1}
exp



−
N∑

j=1

µj

[

xm cosh θj + tm sinh θj − xj −
iπ

2
ǫj

]

+2
∑

i<j

µiµj ln

(
tanh(θi − θj)

2

)


 . (22.39)

For states containingk solitons andN − k anti-solitons we have to putǫ1 = . . . = ǫk = 1
andǫk+1 = . . . = ǫN = −1. The sum runs over all possible values of{µi|i = 1, . . .N}. The
parameterθj is the rapidity of thejth particle, whilexj denotes its location. The energy and
momentum of such state are given by

E[ϕ] =

N∑

j=1

M0 cosh θj , P [ϕ] =

N∑

j=1

M0 sinh θj . (22.40)

States of breather type are constructed as moving soliton–anti-soliton boundstates(θs = θ +
iϑ, θs̄ = θ − iϑ).

Let us take a look at the structure of the generic solution. Inthe remote pastt → −∞, the
solution is composed of well-separated non-interacting particles of types soliton, anti-soliton and
breather, which have different velocities. This initial state can be formally described by

A(θ1)A(θ2) · · ·A(θN ), θ1 > θ2 > · · · > θN . (22.41)

Here,A denotes the type of the particle:A = s for the soliton,A = s̄ for the anti-soliton and
A = Bϑ for the breather.{θi} represents the ordered set of rapidities. In the initial configuration,
we ordered one-particle symbols according to their rapidity: The fastest is on the left. In the
remote futuret → ∞, the particle content is the same even with the same rapidities, except that
their ordering is just opposite:

A(θN )A(θN−1) · · ·A(θ1), θ1 > · · · > θN−1 > θN . (22.42)
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The only difference compared to the free motion consists in the acquired time shift (advance or
delay). The time shift of any particle is the sum of time shifts they would acquire if they had
scattered only with one particular constituent. That is if the particle of typei acquires a time
shift ∆tij on passing through particlej, which can be extracted from the two-particle solution
ϕij(x, t) by analyzing its asymptotic, then the total time shift is

∆ti =
∑

j:j 6=i

∆tij . (22.43)

This manifestation of the model integrability is called thefactorizability of the scattering process.

22.5 Integrability, conserved charges

The dispersionless nature of the solutions and the factorizability of the scatterings are conse-
quences of integrability of the model [29, 30]. Integrability means the existence of an infinite
number of commuting conserved charges. In the sequel, we analyze necessary requirements for
the existence of conserved “higher-spin” charges.

22.5.1 Conservation laws

Conserved charges originate from conservation laws of the form

∂µK
µ ≡ ηµν∂µKν = ∂tKt − ∂xKx = 0, η = diag(1,−1). (22.44)

Indeed, integrating the time component of the conserved currentKt over a space-like surface,
the resulting charge

Q =

∫ ∞

−∞
Kt(t, x)dx (22.45)

is conserved, i.e.

d

dt
Q =

d

dt

∫ ∞

−∞
Kt(t, x)dx =

∫ ∞

−∞
∂tKt dx =

∫ ∞

−∞
∂xKx dx = 0, (22.46)

where we used that the currents vanish at space-like infinities. Clearly, not all conserved currents
lead to conserved charges: For a total derivativeKt = ∂xK̃ the integral vanishes by itself.
Sometimes it is better to work in light-cone coordinates. The conservation laws for the current
light-cone components read as

∂+K− + ∂−K+ = 0, K± =
1

2
(Kt ±Kx). (22.47)

22.5.2 Conserved charges in the free theory

Let us come back to the original problem and try to find conserved charges for the sine-Gordon
theory. We start with the free theory

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 = ∂+ϕ∂−ϕ −→ ∂+∂−ϕ = 0. (22.48)
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From the equation of motion it follows thatK− = ∂−ϕ ≡ J− andK+ = 0 ≡ J+ will be
conserved:

∂+J− + ∂−J+ = ∂+J− = ∂+∂−ϕ = 0. (22.49)

In an analogous way, we can introduce the two-component current J̄ = (J̄−, J̄+) = (0, ∂+ϕ)
such that the following conservation law holds:

∂−J̄+ = 0. (22.50)

According to our previous remark, these currents are not appropriate in the sense that they are
total derivatives. The conservation law∂+J− = 0 is still useful as it shows thatJ− depends on
x− only. Thus any differential polynomial ofJ− will be conserved, too,

∂+

[
(∂n1

− J−)(∂n2
− J−) · · · (∂nk

− J−)
]

= 0. (22.51)

Clearly, any statements made aboutJ can be directly generalized tōJ by exchanging+ ↔ −,
so from now on we shall focus onJ only. As concerns currents which correspond to nontrivial
conserved charges, there exist infinitely many of them, the first few are

(J−)2, (J−)4, (∂−J−)2, · · · . (22.52)

We do not analyze them further, just note that there is an infinite set of the charges which are in
involution for the canonical Poisson bracket.

22.5.3 Conserved charges in the interacting theory

Now we want to extend the conserved charges to the interacting case defined by:

L =
1

2
(∂tϕ)2− 1

2
(∂xϕ)2−V (ϕ) = ∂+ϕ∂−ϕ−V (ϕ) −→ ∂+∂−ϕ = V ′(ϕ).(22.53)

The relevant change is thatJ− = ∂−ϕ no longer depends onx− only:

∂+J− = ∂+∂−ϕ = V ′(ϕ) 6= 0. (22.54)

Our strategy is the following. We start with a nonzero conserved current component of the free
theory, sayT2 = (J−)2/2, and try to extend it to a two-component current(T2,Θ0) which
satisfies the conservation law

∂+T2 + ∂−Θ0 = 0. (22.55)

This is actually not a hard job since

∂+T2 = J−∂+J− = J−V
′(ϕ) = ∂−V (ϕ) −→ Θ0 = −V (ϕ). (22.56)

After a similar calculation for̄J we can see that the resulting conserved charges are nothing but
the light-cone components of the energy and momentum

Q±1[ϕ] = E[ϕ]± P [ϕ] =

∫ {
1

2
(∂±ϕ)2 + V (ϕ)

}

dx. (22.57)
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From their transformation rules under Lorentz transformation (22.10), Q±1 → e±ΛQ±1, we
conclude that they have spins±1.

At the level of spin 3, we need to combine the two quantities(J−)4 and (∂−J−)2 which
cannot be conserved separately. Our tactic is the same as before. We are looking for conserved
charges of the form

(

T4 =
1

4
(J−)4 + α(∂−J−)2,Θ2

)

−→ ∂+T4 + ∂−Θ2 = 0. (22.58)

Elementary calculation shows

∂+T4 = (J−)3V ′ + 2αJ−(∂−J−)V ′′ = ∂−
[
(J−)2V

]
+ 2J−(∂−J−)(αV ′′ −V ).(22.59)

So a spin 3 conserved charge can exist provided that the potential satisfies the condition

V ′′ − 1

α
V = 0 → V = aeϕ/

√
α + be−ϕ/

√
α. (22.60)

The corresponding integrable models are the sine-Gordon, sinh-Gordon and Liouville(b = 0)
theories. The currentΘ2 = −(J−)2V .

For the sine-Gordon theory, we obtain the following charges

Q±3[ϕ] =

∫

dx

{
1

2b2
(∂2

±ϕ)2 − 1

8
(∂±ϕ)4 +

m2

b2
(∂±ϕ)2(1− cos bϕ)

}

. (22.61)

The existence of higher spin charges is very important. We will show in the quantum theory
that higher spin charges will force the scattering matrix tofactorize. By extending the present
methodology one can construct higher spin charges in the sine-Gordon theory for each odd inte-
ger. Instead of following this route, we close the section byshowing the existence of an infinite
number of charges in an abstract way.

22.5.4 Integrability of the sine-Gordon theory

We start by introducing su(2) valued gauge potentials

Ax(λ) = i

(
λ b

2∂+ϕ
− b

2∂−ϕ −λ

)

, At(λ) =
1

4iλ

(
cos bϕ −i sin bϕ
i sin bϕ − cos bϕ

)

, (22.62)

where, for simplicity, we use dimensionless coordinates:x→ mx, t→ mt. These matrices are
non-abelian gauge potentialsAµ(x, t, λ) which define an su(2) valued field strengthFµν . The
field strength vanishes,

Fxt = ∂xAt − ∂tAx + [Ax, At] = 0, (22.63)

provided thatϕ satisfies the sine-Gordon equation of motion.
We define the quantityT as the solution of differential equations

∂µT (x, t, λ) = Aµ(x, t, λ)T (x, t, λ), µ = x, t. (22.64)
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Fig. 22.5. Space-time cylinder with nontrivial integration contours for theT (λ, t) matrices.

A representation is possible in terms of the path ordered exponential

T (x, t, λ) = P exp

{
∫ (x,t)

(x0,t0)

Aµ(x, t)dxµ

}

(22.65)

for a curve from the point (x0, t0) to (x, t). The usual choice of the curve is

T (x, t, λ) = T exp

{
∫ (x0,t)

(x0,t0)

At(x0, t
′)dt′

}

X exp

{
∫ (x,t)

(x0,t)

Ax(x′, t)dx′
}

, (22.66)

where we introduced time and space orderings. Due to the vanishing of the field strength,
T (x, t, λ) does not depend on the path connecting the two points. Nevertheless it depends on
the starting point. To avoid this deficiency, we consider thesine-Gordon theory with periodic
boundary condition, when by surrounding the space circle with a loop at fixed timet the matrix
T will depend only ont. One can show that the same quantity evaluated at timet′ can be written

asT (λ, t′) = GT (t, λ)G−1, whereG = T exp
{∫ (x0,t′)

(x0,t) At(x0, t
′′)dt′′

}

, see Fig.22.5. As a

consequence TrT (λ, t) will be time independent, thus expanding this quantity inλ will generate
an infinite number of conserved charges.



202 Introduction to Integrable Many-Body Systems III

23 Conformal quantization

There are certain ambiguities in how to quantize an infinitely dimensional interacting system.
Different approaches lead to different quantization schemes. Typically we split the system into a
free part and a perturbation, which is supposed to be small. In the case of the sine-Gordon theory,
there exist two choices for the free part. We can choose the free massless boson

L = L0 − V (ϕ) =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − V (ϕ), V (ϕ) = 2µ(1− cos bϕ), (23.1)

whereµ = m2/(2b2). In this case the perturbation is organized in powers ofµ. Alternatively,
instead of the mass we can send the coupling constant to zero:b → 0. This decomposes the
Lagrangian into the Klein-Gordon theory

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − m2

2
ϕ2 − b2U(ϕ), U(ϕ) =

m2

b4

∞∑

n=2

(−1)nb2n

(2n)!
ϕ2n (23.2)

and the perturbationU(ϕ) has a power expansion inb. As the first step, the free theory is quan-
tized and solved exactly and afterwards, the perturbation is taken into account. The perturbing
operator is made to be well-defined by its normal ordering, what will change its parameters.
As the solved free theories are different by the normal orderings, the parameters of the quan-
tum theories will be different (scheme-dependent), too. Nevertheless, the physically measurable
quantities have to coincide.

We present both approaches here since each has its own advantages. The first one is called
the conformal quantization scheme. It proves to be useful inshowing the quantum integrability
of the model and that the perturbative expansion of its partition function can be mapped to that
of the two-dimensional Coulomb gas. The second quantization scheme is the topic of Sect. 24.
It is relevant in defining the scattering matrix and derivingits fundamental properties.

The conformal quantization scheme is established in this section. We first solve the free
model which is the scale invariant/conformal theory [38, 39]. We analyze the theory on the
space-time cylinder first, afterwards we map the system ontothe conformal plane. Then we turn
to the analysis of the perturbation. The perturbing operator will be a well-defined scaling field in
the conformal field theory.

23.1 Massless free boson on the cylinder

We consider the free massless boson on both the cylinder and the full plane [39]. As the two
cases have different canonical normalizations, we redefinethe action on the cylinder as follows

S =
g

2

∫ ∞

−∞
dt

∫ L

0

dx∂µΦ∂µΦ, η = (+,−), (23.3)

where we introduced a normalization parameterg and denoted the so-normalized field byΦ.
(Thus forg = 1 we haveΦ = ϕ). As we intend to describe the sine-Gordon theory, the target
space of the field is a circle of compactification radiusr = 1/b. The periodic BC thus read

Φ(L, t) = Φ(0, t) + 2πrm, m ∈ Z, (23.4)
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where the winding numberm counts how many times the field winds around the space-time
cylinder. It is a topological quantum number (soliton number in the perturbed theory) which is
not changed by the continuous time evolution and labels different sectors of the quantum theory.
In each sector, we expand the quantum field in Fourier components as

Φ(x, t) = Φ0(t) +
2π

L
rmx+

∑

n6=0

Φn(t)ei2πxn/L. (23.5)

Not all components are independent. Since the fieldΦ is real, we haveΦ+
0 = Φ0 andΦ+

n = Φ−n.

The orthogonality of the basis,
∫ L

0
dx ei2πxn/Le−i2πxm/L = Lδn,m, can be used to write the

Lagrangian in the form

L[{Φn, Φ̇n}] =
Lg

2

∑

n

(

Φ̇nΦ̇−n −
4π2n2

L2
ΦnΦ−n

)

− Lg

2

[
4π2(rm)2

L2

]

. (23.6)

The canonical momenta are defined in the standard way:πn = ∂L/∂Φ̇n = LgΦ̇−n. The reality
condition reads asπ+

n = π−n. The HamiltonianH =
∑
πnΦ̇n − L takes the form

H =
1

2Lg

∑

n

(
πnπ−n + 4π2n2g2ΦnΦ−n

)
+
Lg

2

[
4π2(rm)2

L2

]

, (23.7)

where the canonical commutation relations are[Φn, πm] = iδn,m. This shows that the Hamil-
tonian consists of independent harmonic oscillators with frequenciesωn = 2πg|n|. Then = 0
frequency vanishes and needs a special care (see below).

To diagonalize the Hamiltonian, we introduce the creation and annihilation operators

bn =
1√
2ωn

(ωnΦn + iπ−n), [bn, b
+
m] = δn,m. (23.8)

This would lead to the complete solution of the spectral problem. The massless boson is, how-
ever, very special. The eigenfunction of the wave equation can always be separated into a left
and a right moving component. To respect this we introduce

an =

{
−i
√
nbn for n > 0

i
√
−nb+−n for n < 0

, ān =

{
−i
√
nb−n for n > 0

i
√
−nb+n for n < 0

, (23.9)

where the inherited commutation relations take the factorized form

[an, am] = nδn+m, [ān, ām] = nδn+m, [ān, am] = 0. (23.10)

The normal-ordered Hamiltonian6

H =
2π

L

∑

n>0

(

a−nan + ā−nān −
c

12

)

+
1

2Lg
π2

0 +
Lg

2

[
4π2(rm)2

L2

]

(23.11)

governs the time evolution of the various operators:

Φ̇0 = i[H,Φ0] =
π0

Lg
−→ Φ0(t) = Φ0 +

π0

gL
t, (23.12)

6Here,c stands for a constant coming from the normal ordering, whichwill be later fixed toc = 1.
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ȧn = i[H, an] = −i
2πn

L
an −→ an(t) = ane−i2πnt/L. (23.13)

The Hilbert space can be built up from the vacuum|0〉, defined by

an|0〉 = 0, ān|0〉 = 0, n > 0, (23.14)

by the successive application of the creation operatorsa−n andā−n̄ as

ak1
−n1
· · · akN

−nN
āk̄1
−n̄1
· · · āk̄N̄

−n̄N̄
|0〉. (23.15)

The vacuum has vanishing windingm = 0 and momentumπ0|0〉 = 0.
The movement of the zero modeΦ0 is a free motion on the circle of radiusr. Consequently

the eigenvalues ofπ0 can ben/r for anyn ∈ Z not only for0. Thus the full Hilbert space of the
model contains states built over the ground-state of any sector

ak1
−n1
· · · akN

−nN
āk̄1
−n̄1
· · · āk̄N̄

−n̄N̄
|n,m〉, (23.16)

where the winding in this sector ism and the momentum of the zero mode isπ0|n,m〉 =
(n/r)|n,m〉. Clearly ei n

r Φ0 generates|n,m〉 from the ground-state of the winding sectorm.
We can also introduce formally an operatorM whose eigenvalue ism: M |n,m〉 = m|n,m〉.
In analogy withΦ0, we also introduce its conjugate variableΨ such that[Ψ,M ] = i and
eimΨ|n, 0〉 = |n,m〉. With these operators the energy eigenvalues can be calculated from

H =
2π

L

∑

n>0

(

a−nan + ā−nān −
1

12

)

+
2π

L

[

1

4πg
π2

0 + 4πg

(
rM

2

)2
]

. (23.17)

Putting back these expressions intoΦ(x, t) yields the complete time evolution of the system:

Φ(x, t) = Φ0 +
π0

gL
t+

2π

L
rMx

+
i√
4πg

∑

n6=0

1

n

(

anei 2π
L n(x−t) + āne−i 2π

L n(x+t)
)

(23.18)

and solves the theory on the space-time cylinder. Notice that the formulas are simplified signif-
icantly for the choiceg = 1/(4π). There are further simplifications when we analyze the free
theory on the complex plane.

23.2 Massless free boson on the complex plane

The complete solution of a quantum theory in general means the calculation of all correlation
functions. It turns out that instead of working on the cylinder of circumferenceL it is advanta-
geous to map the system onto the scaleless plane, where all formulas will simplify. To do so,
we consider the Euclidean version of the theory by analytically continuing in the time variable
y = it and map the system via the exponential mapping to the plane,x+ iy = ξ → z = e−i 2π

L ξ,
as shown in Fig.23.1. We also havex − iy = ξ̄ → z̄ = ei 2π

L ξ̄. As a consequence, the light-
cone coordinates become the holomorphic and anti-holomorphic coordinates and we can use
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z

ξ 2π ξ

t=const.

x=const.

t=const.
x=const.

Lz = e−i

Fig. 23.1. Exponential mapping of the Euclidean space-timecylinder to the conformal plane. Equal time
slices on the cylinder become concentric circles on the plane.

the powerful complex analysis. The left and right mover parts of the fieldΦ(z, z̄) give rise to
holomorphicφ(z) and anti-holomorphic̄φ(z̄) fields,Φ(z, z̄) = φ(z) + φ̄(z̄), where

φ(z) =
1√
4πg




φ0 − ia0 ln z + i

∑

n∈Z

n 6=0

an
z−n

n




 ,

φ̄(z̄) =
1√
4πg




φ̄0 − iā0 ln z̄ + i

∑

n∈Z

n 6=0

ān
z̄−n

n




 . (23.19)

To have a compact notation we introduced the zero modes

a0 =
π0√
4πg
−
√

4πg
rM

2
, ā0 =

π0√
4πg

+
√

4πg
rM

2
,

φ0 =
√

4πg
Φ0

2
− Ψ

r
√

4πg
, φ̄0 =

√

4πg
Φ0

2
+

Ψ

r
√

4πg
, (23.20)

such that the non-vanishing commutators are[a0, φ0] = [ā0, φ̄0] = −i. Considering these com-
mutation relations, together with those in (23.10), we can calculate all correlation functions.

23.2.1 Operator Product Expansion

Products of operators are not well-defined in the quantum field theory. In order to define them
properly, we need to introduce specific orderings. One of usual orderings is the time ordering,
which on the plane leads to the radial ordering (see Fig.23.1):

R(φ(z1)φ(z2)) =

{
φ(z1)φ(z2) if |z1| > |z2|,
φ(z2)φ(z1) if |z2| > |z1|. (23.21)
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Assuming that|z1| > |z2| we can calculate the two-point function:

〈0|R(φ(z1)φ(z2))|0〉

=
1

4πg
〈0|
(

−ia0 ln z1 + i
∑

n>0

an
z−n
1

n

)(

φ0 + i
∑

n<0

an
z−n
2

n

)

|0〉

=
1

4πg

[

− ln z1 +

∞∑

n=1

1

n

(
z2
z1

)n
]

=
−1

4πg
ln(z1 − z2). (23.22)

In the first step of the calculation, we omitted those operators which annihilate the vacuum. In
the second step, in order to give meaning to the infinite sum, we took into account the radial or-
dering|z2|/|z1| < 1. Since we shall consider only well-defined products of operators, the radial
ordering will not be written out explicitly; it will always be understood if no other indication is
given. Combining the two chiralφ andφ̄ parts, we obtain the full correlation function:

〈0|Φ(z1, z̄1)Φ(z2, z̄2)|0〉 = −
1

2πg
ln(|z1 − z2|). (23.23)

We expect singular behavior whenever the operators are localized at the same space-time point
z1 − z2 = 0. We face an infraredz1 − z2 → ∞ singularity as well. This shows thatΦ itself is
not a well defined field. Indeed, in the Lagrangian of the sine-Gordon theory we have either the
derivative ofΦ or its exponential function.

Let us analyze the derivatives, the chiral currents

J(z) = i
√

4πg∂zφ(z) =
∑

n

anz
−n−1,

J̄(z̄) = i
√

4πg∂z̄φ̄(z̄) =
∑

n

ānz̄
−n−1, (23.24)

which are conserved at the quantum level, too,

∂̄J(z) ≡ ∂z̄J(z) = 0, ∂J̄(z̄) ≡ ∂zJ̄(z̄) = 0. (23.25)

Their correlation function is easy to calculate. We either differentiate the expression (23.22) or
directly use the definition

〈0|J(z)J(w)|0〉 =
∑

n>0,m<0

z−n−1w−m−1〈0|anam|0〉 = z−2
∞∑

n=1

n
(w

z

)n−1

. (23.26)

It stands to reason that the radial ordering makes the seriesconvergent for|z| > |w|. This
function then can be analytically continued to a single valued correlator

〈0|J(z)J(w)|0〉 =
1

(z − w)2
. (23.27)

We can introduce another well-defined product of operators,namely the normal ordered product

: J(z)J(w) :, : anam :=

{
anam if m > 0,
aman otherwise,

(23.28)
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where the normal ordering means that the annihilation operators{am,m > 0} are put on the
right of the creation operators. We can decompose the field into positive and non-negative modes,
so thatJ(z) = J>(z) + J≤(z). In this notation, the normal ordering is simply: J(z)J(w) :=
J≤(z)J(w)+J(w)J>(z). Its advantage consists in the fact that it is nonsingular atz = w, where
it defines a well-behaving operator. Using that[J>(z), J(w)] = 1/(z − w)2 we can express the
radially ordered product in terms of the normal ordered product and the vacuum expectation
value:

J(z)J(w) =
1

(z − w)2
+ : J(z)J(w) : . (23.29)

This is the Wick theorem.
There is an important notion in quantum field theory, the so-called operator product expan-

sion (OPE). It expresses the fact that there is a basis of well-defined local operators and every
product of local operators can be expressed in terms of this basis. In particular, in the previous
case we can write

J(z)J(w) =
1

(z − w)2
+ : J(w)J(w) : +(z − w) : J(w)∂wJ(w) : + · · ·

+(z − w)k 1

k!
: J(w)∂k

wJ(w) : + · · · . (23.30)

The general case has the following structure

Oi(z)Oj(w) =
∑

k

Ck
ij(z − w)kOk(w), (23.31)

where only a finite number of negative exponents are present.In this expansion all fields have a
definite scaling dimension.

23.2.2 Conformal transformations

The free massless boson is conformally invariant. This can be seen by calculating its energy
momentum tensor

Tµν = g∂µΦ∂νΦ− g

2
ηµν∂µΦ∂µΦ (23.32)

and observing that it is traceless:T µ
µ ≡ T00 − T11 = 0. Indeed, according to Noether’s theorem,

the coordinate transformationxµ → xµ + δxµ is a symmetry if and only if the currentjµ =
Tµνδx

ν is conserved,∂µjµ = 0. Thus the scale transformationδxµ = ǫxµ is a continuous
symmetry. Since the stress tensor is also symmetric,T10 = T01, it has a factorizing form in
light-cone coordinates:T+− = T−+ = 0 andT±± = T00 ± (T01 + T10) + T11.

Expressing the energy momentum tensor on the Euclidean plane in holomorphic and anti-
holomorphic coordinates, the two nontrivial elements areTzz ≡ T (z) andTz̄z̄ ≡ T̄ (z̄). They
can be expressed in terms of the conserved chiral current as follows

T (z) =
1

2
: J(z)J(z) :=

∑

n

Lnz
−n−2,

T̄ (z̄) =
1

2
: J̄(z̄)J̄(z̄) :=

∑

n

L̄nz̄
−n−2. (23.33)
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The modes read asLn = 1
2

∑

m : aman−m :, L0 =
∑

n>0 a−nan + 1
2a

2
0. Together withL̄n,

they form the symmetry algebra of the model, which is two commuting copies of the algebra

[Ln, Lm] = (n−m)Ln+m +
c

12
n(n2 − 1)δn+m (23.34)

with c = 1. This algebra is called the Virasoro algebra andc is called its central charge. This is
the quantum version of the conformal symmetry algebra.

The conformal transformation on the plane can be written as two independentz → f(z) and
z̄ → f̄(z̄) conformal transformations, and conservation of the energymomentum tensor follows
from this symmetry:∂z̄T (z) = ∂zT̄ (z̄) = 0. Due to Noether’s theorem, the infinitesimal version
of the conformal transformationz → z + ǫ(z) is generated by the conserved charge

Q =

∮
dz

2πi
T (z)ǫ(z) (23.35)

itself; the integral is over the circle|z| = const. which is the image of the equal-time slice under
the exponential map. This charge implements the coordinatetransformationz → z + ǫ(z) on
the fields by the equal-time commutator. Since the order of the operators can be encoded into the
relative absolute value of their arguments, we can write

δǫO(w) = [Q,O(w)] =
1

2πi

(
∮

|z|>|w|
−
∮

|z|<|w|

)

dz ǫ(z)T (z)O(w)

=
1

2πi

∮

w

dz ǫ(z)T (z)O(w), (23.36)

where the radial ordering is understood everywhere. In the last equation, we deformed the con-
tour to enclosew as the operator product is singular only forz → w. Note that the integration
picks up only the singular terms of the OPE by residue theorem(23.31). We spell out the meaning
of these formulas. We can calculate the singular parts ofT (z) andJ(w) by using

T (z)J(w) =
J(w)

(z − w)2
+
∂wJ(w)

(z − w)
+O(1), (23.37)

where we used that2T (z) = [J>(z) + J≤(z)]J>(z) + J≤(z)[J>(z) + J≤(z)] and rewrote
the radially ordered expression in terms of contractions (commutators) and nonsingular normal
ordered expression. Plugging back this expression into (23.36) and performing the integration,
we obtain the transformation of the fieldJ(w) under an infinitesimal conformal transformation
z → z + ǫ(z):

δǫJ(z) = [∂zǫ(z)]J(z) + ǫ(z)∂zJ(z). (23.38)

This is equivalent to (23.24) and the transformation of the scalar fieldδǫφ(z) ≡ φ(z + ǫ(z)) −
φ(z) = ǫ(z)∂zφ(z). By iterating the infinitesimal transformation, the fieldJ(z) changes under
the conformal transformationz → w(z) as follows

J(z) =

(
∂w

∂z

)h

J(w(z)), h = 1. (23.39)
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Fields which transform themselves in this way for generich are called primary fields of weight
h. ThusJ(w) is a primary field of weight1. There are other primary fields in the theory which
are investigated in the next part.

Finally we note that not all fields are primary fields. Consider the energy momentum tensor
T (z) as an example. One can easily check that

T (z)T (w) =
c

2(z − w)4
+

2T (w)

(z − w)2
+
∂wT (w)

(z − w)
+O(1). (23.40)

This means that for “large” conformal transformationsz → w(z) we have

T (z)→ (∂zw)2T (w) +
c

12

∂zw∂
3
zw − 3(∂2

zw)2/2

(∂zw)2
. (23.41)

In particular, this means that if we normalize the vacuum energy to zero on the plane,〈T (z)〉 =
0, then on the cylinderz = exp(i2πξ/L) we have〈T (ξ)〉 = −c/24. Repeating the same
calculations forT̄ (z̄) and taking into account the normalization of the energy, we obtain the
normal-ordering contribution−c/12 in (23.11), as was promised.

23.2.3 Primary fields

Recall that the scalar field itself is not a well-defined operator as its pair correlation functions
contain logarithms. In the action of the sine-Gordon theory, we have either its derivatives or
exponentials. We have already analyzed the derivatives of the scalar field. Now intend to analyze
the operators

V(n,m)(z, z̄) = : ei n
r Φ(z,z̄)+i mr

2 4πgΦ̃(z,z̄) := : eiqφ(z)+iq̄φ̄(z̄) : . (23.42)

Here, we apply the parameterization(n,m) and(q, q̄) in parallel, the connection between them
follows from the definitions

Φ(z, z̄) = φ(z) + φ̄(z̄), Φ̃(z, z̄) = φ(z)− φ̄(z̄), (23.43)

so thatq + q̄ = 2n/r andq − q̄ = 4πgmr. The singular part of the OPE can be calculated by
commuting the positive modes to the right:

J(z)V(n,m)(w, w̄) = [J>(z), V(n,m)(w, w̄)] =
q

4πg

V(n,m)(w, w̄)

z − w + · · · , (23.44)

T (z)V(n,m)(w, w̄) =
q2

8πg

V(n,m)(w, w̄)

(z − w)2
+
∂wV(n,m)(w, w̄)

(z − w)
+ · · · . (23.45)

Similar formulas hold for the anti-holomorphic quantities. We see thatV(n,m)(z, z̄) is a primary
field of conformal weightsh(n,m) = q2/(8πg) and h̄(n,m) = q̄2/(8πg) with respect to the
conformal energy momentum tensor. This field is transformedfor thez → z+ ǫ(z) infinitesimal
conformal transformation as

δǫV(n,m)(z, z̄) = hV(n,m)(z, z̄)∂zǫ+ ǫ∂zV(n,m)(z, z̄). (23.46)
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If we exponentiate this transformation to a largez → w(z), z̄ → w̄(z̄) conformal transformation,
the field will change as

V (z, z̄) =

(
∂w

∂z

)h(
∂w̄

∂z̄

)h̄

V (w, w̄), (23.47)

where we assumed that the anti-holomorphic transformations go in parallel with the holomorphic
ones.

There is an interesting phenomenon in conformal theories: The local operators of the theory
are in one-to-one correspondence with the Hilbert space of the model. In the present case, if we
act withV(n,m)(z, z̄) on the vacuum and send the arguments to zero, we find

|n,m〉 = lim
z,z̄→0

V(n,m)(z, z̄)|0〉. (23.48)

The fields which correspond toa−k−1|n,m〉 are proportional to: (∂kJ)V(n,m) :. Applying
iteratively this observation, we can generate all fields forany state. In particularV(0,0) is the
identity operator.

As the fieldΦ involves uncoupled harmonic oscillatorsan, the commutator of a positive
mode with a negative mode is not an operator any more:eanea−n = ea−neane[an,a−n]. This
implies the relation

V(q,q̄)(z, z̄)V(q′,q̄′)(w, w̄) = (z − w)
qq′

4πg (z̄ − w̄)
q̄q̄′

4πg : V(q,q̄)(z, z̄)V(q′,q̄′)(w, w̄) : . (23.49)

Applying successively the same trick we can calculate all correlators of primary fields:

〈0|V(q1,q̄1)(z1, z̄1) · · ·V(qN ,q̄N )(zN , z̄N )|0〉 = δ(
∑

i

qi)δ(
∑

i

q̄i)

×
∏

i<j

(zi − zj)
qiqj
4πg

∏

i<j

(z̄i − z̄j)
q̄i q̄j
4πg , (23.50)

whereδ(
∑

i qi) = 1 if the total charge vanishes,
∑

i qi = 0, and zero otherwise. The charge
conservation comes from the fact that only the identity operator has non-vanishing vacuum ex-
pectation value.

Without making any relation to the already calculated spectrum of statesn,m ∈ Z, we
could leave the spectrum ofq’s unknown and calculate just the correlation functions (23.50).
Demanding these correlation functions to be single valued leaves two choices for the allowed
(n,m) pairs. The first choicen ∈ Z, m ∈ Z is the subject of this work. The other choice
(n ∈ Z,m ∈ 2Z) ∪

(
n ∈ Z + 1

2 ,m ∈ 2Z + 1
)

corresponds to the Thirring model of interacting
fermion fields.

23.3 Perturbation of the massless free boson: sine-Gordon theory

We can define the sine-Gordon theory on the space-time cylinder as a perturbation of the already
solved massless free boson (conformal field) theory, say with g = 1:

L = L0 − µ : cos bϕ :=
1

2

[
(∂tΦ)2 − (∂xΦ)2

]
− µ

[
V(1,0) + V(−1,0)

]
, (23.51)
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where we used the already well-defined operatorsV(±1,0) =: e±i 1r Φ(x,t) :. The Hamiltonian of
the sine-Gordon model can be expressed as

H = H0 + µ

∫ L

0

dx
[
V(1,0)(x, t) + V(−1,0)(x, t)

]
, (23.52)

where the unperturbed, conformal Hamiltonian is

H0 =
2π

L

[

L0 + L̄0 −
1

12

]

. (23.53)

To be able to calculate its matrix elements, we map the perturbation operators by the conformal
transformation, shown in Fig.23.1, onto the plane. As the perturbation is a primary field, we
have

V (x, t) = V (ξ, ξ̄) = V (z, z̄)

(
dz

dξ

)h(
dz̄

dξ̄

)h̄

= V (z, z̄)

(

−2πi

L
z

)h(
2πi

L
z̄

)h̄

. (23.54)

In polar(r, θ)-coordinates,z = reiθ andz̄ = re−iθ, the Hamiltonian takes the form

H =
2π

L

{

L0 + L̄0 −
1

12

+µ

(
2π

L

)2(h−1)

2π

∫ 2π

0

dθ

2π

[
V(1,0)(e

iθ, e−iθ) + V(−1,0)(e
iθ, e−iθ)

]

}

. (23.55)

The perturbation can be classified by its behaviour for largeL. If the perturbation gets
stronger (h < 1) it is “relevant”, if the perturbation gets weaker (h > 1) it is “irrelevant”, while
for h = 1 it is “marginal”. An analogous classification of the perturbations can be formulated in
terms of the dimension of the coupling constant. The dimension of the energy is 1,[H ] = 1, the
dimension of the volume is−1, [L] = −1, so the coupling has dimension[µ] = 2(1− h).

An obvious way to calculate the spectrum of the sine-Gordon theory is to use the Hamiltonian
perturbation theory. The result is an expansion of the energy in powers ofµ, which is related by
dimensional arguments to an expansion inL2(1−h):

En(L) =
2π

L

[

E|n〉 −
1

12
+
∑

k

ck(µ)k

(
2π

L

)2k(h−1)
]

, (23.56)

whereE|n〉 is the conformal energy of the unperturbed state|n〉 and the coefficientsck can be
calculated from the matrix elements of the perturbing operator. Evidently,

c1 = 2π〈n|
∫ 2π

0

dθ

2π

[
V(1,0)(e

iθ, e−iθ) + V(−1,0)(e
iθ, e−iθ)

]
|n〉 = 0. (23.57)

As concerns the ground-state, we can obtain formulas based on the perturbative expansion of the
partition function which are easier to evaluate.

There is another standard way of calculating the spectrum inquantum theory. The idea is to
take the energy levels of the unperturbed theory below certain energy level and use their linear
combination in the variational method. This can be shown to be equivalent to diagonalize the
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E

L

m1

m2
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Fig. 23.2. Schematic numerical spectrum of the sine-Gordontheory in a finite volume.

interacting Hamiltonian on the truncated Hilbert space. This method is called the truncated
conformal space approach (TCSA) [40, 41]. A typical numerical spectrum of the sine-Gordon
theory obtained in this way is show in Figure23.2. All energy levels for large volume behave as

En(L) = En(∞)− e0L+O
(
e−mL

)
, (23.58)

wheree0 is the bulk(L → ∞) ground-state energy density. By analyzing the numerical results
for En(∞), we can read off the masses of the excitations, which have to correspond to the
quantized versions of the soliton, the anti-soliton and, ina certain parameter range, to their
boundstates – the breathers.

23.3.1 Conserved charges

Now we analyze how the classical higher-spin charges can survive the quantization [42,43]. We
follow the same tactic as we did at the classical level: We tryto find such deformations of the
critical conformal (unperturbedµ = 0) theory to an off-critical (µ 6= 0) theory which preserve
conservation laws. In the critical case, any differential polynomials of the currentJ is conserved,

∂̄A(z) = 0, A(z) =: ∂n1J(z) · · · ∂nNJ(z) : (23.59)

and similarly forĀ(z̄). This equation is an operator equation which is understood in a weak
sense: it is valid for the correlator ofA(z) with any operatorO. We are interested in higher-spin
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conserved charges, so we keep only those differential polynomials which are not total derivatives
themselves. Just as in the classical case, the first few read as

: J(z)2 :, : J(z)3 :, : J(z)4 :, : (∂J(z))2 : . (23.60)

Let us study first how the conservations are deformed off-critically, i.e. howA(z) acquires a
z̄-dependence whenµ 6= 0. We analyze a generic correlation function ofA(z) and differentiate
it with respect tōz:

∂̄〈A(z)O〉 = ∂̄

∫
[dΦ]e−S0−µSIA(z)O
∫
[dΦ]e−S0−µSI

= ∂̄

∫
[dΦ]e−S0e−µSIA(z)O
∫
[dΦ]e−S0e−µSI

= ∂̄〈e−µSIA(z)O〉c = ∂̄

∞∑

n=1

µn

n!
〈(−SI)

nA(z)O〉c. (23.61)

Here,〈〉c denotes the connected correlator of the critical theory; disconnected diagrams in the
perturbative evaluation of the numerator are canceled by the corresponding terms from the de-
nominator. Since Eq. (23.61) is valid for any operatorO we can extract the operator equation

∂̄A(z) = ∂̄
∑

n

µn

n!
(−SI)

nA(z), (23.62)

where the rhs is a perturbative expansion in the coupling constant. Let us focus on the first order
term

∂̄A(z) = µ∂̄

∫

dwdw̄ V (w, w̄)A(z) +O(µ2). (23.63)

Thez̄ dependence of the integral comes from the singular behaviorof the OPE

A(z)V (w, w̄) =
OAV

−k

(z − w)k
+ · · ·+ OAV

−1

(z − w)
+ regular terms. (23.64)

To evaluate the integral, we introduce the coordinatesw = z+reiφ, w̄ = z̄+re−iφ and integrate
over

∫∞
ǫ
rdr

∫ 2π

0
dφ. To avoid the singularity of the integrand, we have introduced a regulariza-

tion parameterǫ. This can be implemented by introducing into the integrand the step function
θ(r2 − ǫ2) = θ((z − w)(z̄ − w̄) − ǫ2). This regulator is the only function of̄z in the integrand.
Since

∂̄θ((z − w)(z̄ − w̄)− ǫ2) = (z − w)δ(2)(|z − w|2), (23.65)

the only non-vanishing contribution to the integral comes from theOΛV
−1 term:

∂̄A(z) = µOAV
−1 +O(µ2). (23.66)

The first order perturbative correction is exact in most cases. This can be seen by analyzing the
dimensions of each term in the perturbative expansion

∂̄A(z) = µO1 + µ2O2 + · · ·+ µnOn + · · · . (23.67)
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level of
A

non-derivative
operators

level of
OAV

−1

derivative
operators

non-derivative
operators

l - 0 - V
2 J2 1 ∂V -
3 J3 2 ∂2V J2V
4 J4 ;(∂J)2 3 ∂3V ; ∂(J2V ) J3V

Tab. 23.1. The list of the operators at the first few levels, both the critical conserved currents,A, and its
possible counterpartsOAV

−1 . In representing the operators we used that∂V ∝ JV .

If the dimension ofA is (s, 0) then in thenth-order term we must have

(s, 1) =
(
n(1− h) + hOn , n(1− h) + h̄On

)
. (23.68)

Clearly forn = 1 we have a solution in terms ofO1 ∝ OAV
−1 whose dimension is(h+ s− 1, h).

For a generic irrationalb2 in the sine-Gordon theory, however, we cannot have solutions for other
n > 1.

To summarize, we found that at any order of the perturbation theory the conservation law
gets deformed as

∂̄A(z) = µOAV
−1 . (23.69)

This will lead to an off-critical conserved charge only ifOAV
−1 is a total derivative:OAV

−1 = ∂B.
Our job is to find suchA’s which satisfy this requirement. To show the existence of the conserved
charges, it is sufficient to compare the dimensions of theA andAV spaces ats ands− 1 levels.
This argument is called the counting argument [42, 43]. The explicit form of the operators for
the first fews are shown in Table23.3.1. The operator̄∂ in Eq. (23.69) is a horizontal map. This
means thatJ2 is mapped onto∂V which is a total derivative, thusJ2 as a conserved current has
an off-critical integrable deformation. This is not a surprise as it corresponds to the off-critical
energy momentum tensor. The currentJ3 is mapped also to non-derivativeJ2V , so it is not
conserved. But at level four, since the space of non derivative operators is only one-dimensional,
we can always take such a combination ofJ4 and(∂J)2 that the result is a total derivative. Thus
we can deduce the existence of a conserved current just by comparing the dimensions of the
spaces.

One can show that there is an infinite number of conserved charges, so the sine-Gordon theory
is integrable at the quantum level, too.
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24 Lagrangian quantization

In this section, we quantize (preferentially) the sinh-Gordon theory in the Lagrangian framework.
We consider this theory as the perturbation of the free massive boson (Klein-Gordon model),
which is quantized first. The potential is treated perturbatively, it is supposed to be weak in the
sense that the particle spectrum of the free model is not changed. This assumption is valid for
the sinh-Gordon theory, where the only particle exist already in the Klein-Gordon model. In the
sine-Gordon case, however, additionally to the breather type solution, which is the analogue of
the sinh-Gordon particle, there are non-perturbative particles like the soliton and the anti-soliton.
Nevertheless, our approach is based on general field theoretical investigations and the conceptual
consequences are valid for any theory of quantum particles,even for the quantum counterparts
of the soliton and anti-soliton.

We start the section by introducing the quantum analogue of the classical time shift, the
scattering phase. We show how they are related in the semi-classical limit, which makes a bridge
between the classical and quantum descriptions [44]. Then we turn to the quantization of the
sinh-Gordon theory in the perturbative scheme: The free Klein-Gordon part is quantized first
and then the interaction is taken into account in the interaction picture. We introduce the notion
of asymptotic states and their scattering (S) matrix. Reduction formula links the S-matrix to the
correlation functions. It makes possible to derive the crossing symmetry of the S-matrix and
analyze its analytical structure [45].

24.1 Semi-classical considerations, phase shifts

We recall that the soliton and the anti-soliton are treated as particles. The soliton feels the anti-
soliton as an attractive potential and so experiences a timeshift when passing by it. We express
this time shift in a form which can be linked easily to the quantum description.

Let us consider a classical particle of massm moving in a localized potentialV (x), see
Fig. 24.1. The time shift is defined by comparing the motion in the potential to the free motion,

∆t = (tfinal − tinitial)
∣
∣
∣
V
− (tfinal − tinitial)

∣
∣
∣
free

. (24.1)

The difference between the initial and final times can be computed as

tf − ti =

∫ xf

xi

dx

v(x)
=

∫ xf

xi

∂p(x,E)

∂E
dx, p(x,E) =

√

2m[E − V (x)], (24.2)

wherev(x) is the space-dependent velocity and we used the Hamilton equation of motionv(x) =

V(x)

(x,t)
initial

(x,t)
final

Fig. 24.1. Particle moves in a localized potential.
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V(x)

x
initial x final

e

R e
ipx T eipx

−ipx

Fig. 24.2. Quantum mechanical wave function in a localized potential. In the asymptotic regions we have
plane waves, while in the central region we might have boundstates. All information is contained in the
reflection and transmission coefficients.

∂H
∂p (x). Thus for a given energyE the time shift is

∆t(E) = ∂E

∫ xf

xi

[p(x,E)− p(E)] dx. (24.3)

This is the quantity which we would like to link to the quantummechanical phase shift.

Let us now study the quantum mechanics of the particle in the same potential, see Fig.24.2.
Since at large negative and positivex the potential vanishes, we have plane wave solutions there
and the information on the potential is contained in the reflection and transmission coefficients.
Notice that at the quantum level we may have the reflection as well as a discrete set of bound-
states. The effect of the interaction when the particle passed through the potential is in the
transmission coefficientT = exp(i2δ), or the phase-shiftδ. In order to make a link to the clas-
sical description, we calculate the transmission coefficient in the semi-classical approximation
~→ 0. That is we solve the Schrödinger equation by separating the amplitude and the phase as

Ĥ(p̂, x)Ψ(x) = EΨ(x), Ψ(x, t) = A(x, t)e
i
~

S(x,t), (24.4)

where it is supposed that the wave function oscillates quickly, S(x, t)≫ ~. (We use~ = 1 from
now on). By expanding the Schrödinger equation (24.4) in ~ one can show thatS(x, t) is the
classical action

S(x, t) =

∫ x

xi

p(x′, E)dx′ + const. (24.5)

The phase shift can be obtained fromT by comparing to the free propagation:

2δ(E) =

∫ xf

xi

[p(x,E)− p(E)] dx. (24.6)

Comparing the phase shift (24.6) to the classical time shift (24.3) we conclude that, in the semi-
classical approximation,

∂Eδ(E) =
1

2
∆t(E). (24.7)
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We can integrate this equation from the threshold energy of the scattering solutions:

δ(E) = δ(Eth) +
1

2

∫ E

Eth

∆t(E′)dE′ = nBπ +
1

2

∫ E

Eth

∆t(E′)dE′, (24.8)

wherenB is the number of boundstates in the semi-classical approximation.
We expect that an analogous formula will be valid for the fieldtheory as well [44]. Thus to

make correspondence to time shifts of Section 1, we need to introduce and calculate the scattering
matrix, which is the field theoretical analogue of the transmission factor.

24.2 Quantization based on the Klein-Gordon theory

Referring to our previous discussion, we decompose the sinh-Gordon theory into the free and
interaction parts as follows

L =
1

2
(∂tϕ)2 − 1

2
(∂xϕ)2 − m2

2
ϕ2 − b2U(ϕ), U(ϕ) =

m2

b4

∞∑

n=2

b2n

(2n)!
ϕ2n. (24.9)

The free part can be obtained forb = 0,

L0 =
1

2
(∂tϕ0)

2 − 1

2
(∂xϕ0)

2 − m2

2
ϕ2

0, (24.10)

where the free nature of the field is emphasized by the notation ϕ0. First we quantize the free
part and subsequently define the sinh-Gordon QFT in the interaction picture.

24.2.1 Solving the free part

It is easy to quantize the free massive boson. We proceed in a similar way we solved the massless
free boson in the previous section, but now we work on an infinite line. We define the conjugate
momenta to the fieldϕ0 and require that only equal-time commutation relations arenonzero:

δL0

δ(∂tϕ0)
= π = ∂tϕ0, [π(x, t), ϕ0(x

′, t)] = −iδ(x− x′). (24.11)

The Hamiltonian is obtained via the Legendre transformation by integratingπ(∂tϕ0)− L0,

H0 =

∫ ∞

−∞

[
1

2
(π)2 +

1

2
(∂xϕ0)

2 +
m2

2
ϕ2

0

]

dx. (24.12)

It generates the time evolution of any operatorO via the equation of motion∂tO = i[H0,O].
By expanding the fields in Fourier modes and plugging back to the Hamiltonian, we recognize
uncoupled harmonic oscillators. Thus we can introduce the creation and annihilation operators

a(k, t) = iπ̂(k, t) + ω(k)ϕ̂0(k, t), a†(k, t) = −iπ̂(k, t) + ω(k)ϕ̂0(k, t), (24.13)

whereω(k) =
√
k2 +m2. Their non-vanishing commutation relation reads

[a(k, t), a†(k′, t)] = (2π)2ω(k)δ(k − k′). (24.14)
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As the Hamilton takes the form

H0 =

∫ ∞

−∞

dk

(2π)2ω(k)
ω(k)

1

2

[
a†(k, t)a(k, t) + a(k, t)a†(k, t)

]
, (24.15)

the time dependence of the creation and annihilation operators is determined exactly:a†(k, t) =
a†(k)eiω(k)t anda(k, t) = a(k)e−iω(k)t. The Fock Hilbert space of the model is generated from
the lowest energy vacuum|0〉 as

a†(k1) · · · a†(kn)|0〉 = |k1, · · · , kn〉, a(k)|0〉 = 0. (24.16)

Each state is an eigenstate of the energy and the momentum operators

H0 =

∫ ∞

−∞
:

[
1

2
(∂tϕ0)

2 +
1

2
(∂xϕ0)

2 +
m2

2
ϕ2

0

]

: dx,

P =

∫ ∞

−∞
: ∂xϕ0∂tϕ0 : dx (24.17)

with the eigenvalue

H0|k1, . . . , kn〉 =
∑

i

ω(ki)|k1, · · · , kn〉, P |k1, · · · , kn〉 =
∑

i

ki|k1, · · · , kn〉. (24.18)

Here, we normalized the energy and the momentum of the vacuumto zero. This can be achieved
by introducing the normal ordering: Creation operatorsa†(k) are put on the left of the annihila-
tion operatorsa(k′).

The solution for the free quantum field is given by

ϕ0(x, t) =

∫ ∞

−∞

dk

(2π)2ω(k)

[

a(k)e−iω(k)t+ikx + a†(k)eiω(k)t−ikx
]

. (24.19)

The products of operators are well-defined only if we prescribe a meaningful ordering. The time
ordering is defined by

T (ϕ0(x, t)ϕ0(x
′, t′)) =

{
ϕ0(x, t)ϕ0(x

′, t′) for t ≥ t′,
ϕ0(x

′, t′)ϕ0(x, t) for t′ > t.
(24.20)

The free Feynman propagator (Green’s function) is defined asthe two-point vacuum expectation
value of the time ordered product,

〈0|T (ϕ0(x1, t1)ϕ0(x2, t2)) |0〉 ≡ G(t12, x12) =

∫
dωdk

(2π)2
i e−iωt12+ikx12

ω2 − k2 −m2 + iǫ
, (24.21)

wheretij ≡ ti − tj and similarly forx. The Wick theorem allows us to calculate any correlation
function as

〈0|T (ϕ0(x1, t1) · · ·ϕ0(x2N , t2N )|0〉 =
∑

all pairings







∏

all i, j pairs

G(tij , xij)






. (24.22)

Thus the free model is solved completely and we are ready to define the perturbation.
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24.2.2 Perturbation

The interacting theory is defined by the Lagrangian (24.9). After the Legendre transformation,
we obtain the Hamiltonian7

H = H0 +HI = H0 + b2
∫

dx : UI(ϕ) : (24.23)

which generates time evolution. In order to have a meaningful time evolution operator (with
finite matrix elements) we have to normal order the perturbing operator. This can lead to a change
(renormalization) of its parameters. We also suppose that the perturbation does not change the
Hilbert space of the free model and treatHI perturbatively.

In relativistic quantum field theories, we prefer to describe the time evolution of the system
in the Heisenberg picture. In this picture, the Hamiltoniangenerates time evolution only for
operators and vectors are time independent:

ϕ(x, t) = eiHtϕ(x, 0)e−iHt, |k1, · · · , kn; t〉 = |k1, · · · , kn; 0〉. (24.24)

The fact that state vectors are time independent is a manifestation of Lorentz covariance.
For technical reasons, we can switch also to the interactionpicture. As the time evolution of

the free system has already been solved, it can be separated from the complete Heisenberg time
evolution. We evolve the operators by the free-time evolution (generated byH0) and the vectors
by the so-called evolution operatorU :

ϕ0(x, t) = eiH0tϕ0(x, 0)e−iH0t, |k1, · · · kn; t〉 = U(t, 0)|k1, . . . , kn; 0〉. (24.25)

Demanding the equivalence of all matrix elements in the two descriptions we see thatU(t, 0) =
eiH0te−iHt. The time derivative ofU(t, 0) is given by

∂tU(t, 0) = −iHI(ϕ0(t))U(t, 0), (24.26)

whereϕ0(t) is evolved with the free time evolution generated byH0. AsHI(t) andHI(t
′) do

not commute in general, the solution of this differential equation can be written in terms of the
time-ordered exponential:

U(t, 0) = T exp

{

−i

∫ t

0

HI (ϕ0(t
′)) dt′

}

, (24.27)

where we still have to fix the integration constant from the initial value.
The Heisenberg and interaction pictures coincide at a reference time. It is natural to choose

this reference time at−∞. This choice is motivated by the fact that for asymptotically large
negative time particles (finite energy localized solutionstraveling with different speeds) are well
separated and so their interactions vanish. Taking into account the canonical normalization of
the fields[ϕ(x, t), ∂tϕ(x′, t)] = iδ(x− x′), we cannot suppose the complete equality, but

lim
t→−∞

ϕ(x, t) ≈ lim
t→−∞

Z
1
2ϕin

0 (x, t), (24.28)

where0 < Z < 1 is referred to as the wave function renormalization constant.
7Here we redefinedU to UI to avoid confusion with the time evolution operator.
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In the perturbed theory, we are interested in the correlation functions of time ordered products
of Heisenberg operators. We can again switch from the Heisenberg to the interaction picture by
using the evolution operatorU . As the result, we obtain

〈0|T (ϕ(x1, t1) · · ·ϕ(xn, tn)) |0〉

=
〈0|T

(
ϕ0(x1, t1) · · ·ϕ0(xn, tn) exp

{
−i
∫

dxdtLI (ϕ0(x, t))
})
|0〉

〈0|T
(
exp

{
−i
∫

dxdtLI (ϕ0(x, t))
})
|0〉 , (24.29)

which yields a complete definition of the model. The usual wayto proceed is to expand the
exponential,

exp

{

−i

∫

dxdtLI (ϕ0(x, t))

}

=

∞∑

N=0

(−i)N

N !

[∫

dxdtLI (ϕ0(x, t))

]N

(24.30)

and to calculate any quantity perturbatively in the coupling constant. At each order, we have to
calculate the vacuum expectation value of the time ordered products of free fields, which can
be done with the aid of the Wick theorem(24.22). The results can be represented in terms of
Feynman diagrams. For ann-point correlation function, these rules are formulated inthe simplest
way in the Fourier (momentum) space. They read as follows:

• Draw all topologically distinct diagrams withn outer legs

• associate the propagator i
ω2−k2−m2+iǫ with each line (    ,k)ω

• introduce−im2b2l−2 for each vertex of2l legs

2

...

2l

ω

ω ω

ω

ω2l

1 1
3 3

4 4

2
(    ,k  )

(    ,k  )

(    ,k    ) 

(    ,k  )

(    ,k  )   

and demand the momentum
∑

i ki = 0 and energy
∑

i ω(ki) = 0 conservations

• integrate over inner momenta, not fixed by momentum conservations:
∫

dωdk
(2π)2

• divide by the symmetry factor of the graph

These rules apply only when there are no normal orderings in the Lagrangian. If we normal
order the perturbation operator, we are not allowed to draw such diagrams in which a line starts
and ends at the same vertex. These rules define the model perturbatively, so we can compute all
correlation functions order by order.

It is instructive to compare the two types of rules and to indicate how we can regularize the
theory. In the normal ordered case, one can show by simple counting that there are no divergences
at all and so the theory is already well-defined. In the unrenormalized case, let us analyze the
two-point propagator first. Immediately at one loop we face adivergent integral shown in Fig.
24.3:

∫
dωdk

(2π)2
i

ω2 − k2 −m2 + iǫ
=

∫ Λ

0

dk

2π

1√
k2 +m2

, (24.31)
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ω(   ,k)

Fig. 24.3. One-loop diagram contributing to the propagatoris on the left, while the diagram of its counter-
term is on the right.

which was regularized by introducing a momentum cut-offΛ. But then the propagator will de-
pend on this cut-off. To compensate this we add aΛ-dependent counter-term into the Lagrangian,
namelyδm2ϕ2/2 with

δm2 = −m2b2
∫ Λ

0

dk

2π

1√
k2 +m2

. (24.32)

Calculating other higher-point correlators at one loop we arrive at the same divergence (24.31).
Interestingly, the induced counter-term in the Lagrangianfor (2n − 2)-point correlation func-
tions is δm2b2n−2ϕ2n/(2n)!, i.e. it has exactly the same form as the original one. Thus the
divergences can be absorbed into the renormalization of themass term:

: V (ϕ) :=:
m2

b2
(cosh bϕ− 1) := V (ϕ) − VCT(ϕ) =

m2 − δm2

b2
(cosh bϕ− 1). (24.33)

We can calculate the renormalization of the mass order by order from the two-point propagator
and use the renormalized Lagrangian to evaluate any higher-point correlation functions, which
turn out to be finite. The fact that the form of the Lagrangian is not changed at the quantum level,
merely the coefficients are renormalized, implies that the quantum equations of motion have the
same structure as the classical ones. This shows that the sinh-Gordon theory is integrable at the
quantum level, too.

The mass can be read off from the two-point function as the pole of its Fourier transform.
Now we are going to derive formulas which connect the scattering matrix to the higher-point
correlation functions.

24.3 Scattering matrix, reduction formulas

Classically, the particle-type excitations are well separated and non-interacting at asymptotically
large times. This motivates us to adiabatically switch off the interaction for large times. We
suppose that

lim
t→∓∞

ϕ(x, t) ≈ lim
t→∓∞

Z
1
2ϕ

in/out
0 (x, t), (24.34)

whereZ takes care of the canonical normalization of the fields and the limit is understood in
the week sense, i.e. for the matrix elements of the operators. Asymptotic annihilation/creation
operators can be defined in terms of the asymptotic fields by inverting (24.13),

aas(k) = i

∫

dx eiω(k)t−ikx
↔
∂t ϕ

as
0 (x, t),

aas(k)† = −i

∫

dx e−iω(k)t+ikx
↔
∂t ϕ

as
0 (x, t), (24.35)
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where the upperscript asymptotic “as” can be either “in”(t → −∞) or “out” (t → +∞) and

f
↔
∂tg ≡ f∂tg − g∂tf . These operators create the asymptotic states

|k1, . . . , kn〉as = aas(k1)
† · · · aas(kn)†|0〉. (24.36)

In order to avoid over-counting we order the “in” basis aski > ki+1 and the “out” basis oppo-
sitely ki < ki+1. Asymptotic completeness means that both the initial and final states form a
complete set. Thus, they can be expressed in terms of each other via the scattering matrix

Sfi = 〈final|initial〉. (24.37)

As the time evolution of the states is described by the evolution operatorU , the scattering matrix
is nothing but

S = U(∞,−∞) = T exp

{

−i

∫ ∞

−∞
dt′HI (ϕ0(t

′))

}

= T exp

{

i

∫

dxdtLI(ϕ0)

}

. (24.38)

This form implies that theS-matrix is unitary and commutes with model’s symmetries.
The simplest nontrivial S-matrix element is

out〈k3, k4|k1, k2〉in = S(k1, k2|k3, k4)(2π)22ω(k1)2ω(k2)δ(k1 − k4)δ(k2 − k3). (24.39)

In a Lorentz invariant theory theS-matrix depends only on the relativistically invariant Man-
delstam variabless = (ω1 + ω2)

2 − (k1 + k2)
2, t = (ω1 − ω3)

2 − (k1 − k3)
2 andu =

(ω1 − ω4)
2 − (k1 − k4)

2, whereωi ≡ ω(ki). The last two variablest andu are not independent
of s in (1+1) dimensions.

The scattering matrix can be expressed in terms of the correlation functions via the so called
reduction formulas, which will be derived in what follows. We first express the asymptotic
creation (annihilation) operators in terms of the free asymptotic fields (24.35):

out〈k3, k4|k1, k2〉in = out〈k3, k4|a†in(k1)|k2〉in

= out〈k3, k4|i
∫

dx eiω(k)t−ikx
↔
∂t ϕ

in
0 (x, t)|k2〉in, (24.40)

wherek denotes the momentum we are manipulating, which in this caseis k1. The asymptotic
fields can be expressed att = −∞ in terms of the interacting field (24.34). Using the identity
f(−∞) = f(∞) −

∫∞
−∞ ∂tf(t), the interacting field can further be expressed in terms of the

disconnected,f(∞), and the connected contributions:

out〈k3, k4|k1, k2〉in = out〈k3, k4|a†out(k1)|k2〉in

+out〈k3, k4|iZ− 1
2

∫

dxdt ∂t

{

eiω(k)t−ikx
↔
∂t ϕ(x, t)

}

|k2〉in. (24.41)

In the connected piece from the second time derivative we obtainω(k)2 = k2 + m2 and∂2
tϕ.

In the first term we replacek2 by the second space derivatives, which is subsequently twice
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Fig. 24.4. Four-point correlation function in the leading order Feynman graph.

integrated by parts. Dropping the surface terms (as the fields are vanishing at infinities) we
obtain

out〈k3, k4|k1, k2〉in = disconnected+ iZ− 1
2Dout〈k3, k4|ϕ(x, t)|k2〉in, (24.42)

where

D = −
∫

dxdt e−iω(k)t+ikx
�, −� = −∂2

t + ∂2
x −m2. (24.43)

Repeating the same procedure for each asymptotic creation/annihilation operator we obtain the
final form of the reduction formula

out〈k3, k4|k1, k2〉in = (2π)22ω(k1)2ω(k2)δ(k1 − k4)δ(k2 − k3)

+Z−2D̄4D̄3D2D1〈0|T (ϕ(1)ϕ(2)ϕ(3)ϕ(4)) |0〉, (24.44)

whereϕ(i) stands forϕ(xi, ti), Di = D(x → xi) and similarly for�i. The physical meaning
of the operatorDi is to truncate the correlation function and to put them on-shell. Clearly, in the
momentum space�i picks up the residue of the pole of the propagator, while the inverse Fourier
transformation puts the particle on the mass shell:ω2 + k2 = m2. For initial states we obtain
the operator̄Di = −

∫
dxi dti eiω(ki)ti−ikixi�i. The only difference between the operatorsDi

andD̄i consists in the sign of the energy-momentum vector(ω, k). From this fact we can read
off the crossing symmetry of the scattering matrix,

S(k1, k2|k3, k4) = S(k1, k̄3|k̄2, k4), (24.45)

where the energy-momentum vector of the anti-particle isk̄→ (−ω(k),−k).
We have already developed the technique to calculate the correlation functions. Using the

reduction formula, we can elaborate order by order the scattering matrix of the sinh-Gordon
theory. Let us calculate the four-point correlation function at the leading order. The contribution
of the Feynman graph in Fig.24.4to the momentum space 4-point function is

G4({ωi}, {ki}) = (−im2b2)(2π)2δ(ω1 + ω2 − ω3 − ω4)δ(k1 + k2 − k3 − k4)

×
4∏

i=1

i

ω2
i − k2

i −m2 + iǫ
. (24.46)

The reduction formula multiplies each leg by the factorω2
i − k2

i −m2 and puts all momenta on
the mass shellω2

i − k2
i → m2. As the result, the amplitude is proportional to the productof

delta functions withω → ω(k). Notice, however, that in the definition of theS-matrix (24.39)
we have different delta functions. The relation is simply

δ (ω(k1) + ω(k2)− ω(k3)− ω(k4)) δ(k1 + k2 − k3 − k4)

=
1

ω′(k1)− ω′(k2)
δ(k1 − k3)δ(k2 − k4). (24.47)
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Thus the scattering matrix in the leading order inb is

S(k1, k2|k3, k4) = 1− i
b2

4

1

sinh(θ1 − θ2)
, (24.48)

where the unity is obtained from the disconnected part and the rapidity parameterizationk =
m sinh θ was used. We can calculate systematically also higher-order corrections [32,33].

24.4 The analytic structure of the scattering matrix

In the previous section, we introduced the Feynman perturbation rules for calculating the cor-
relation functions, which then can be used to calculate the scattering matrix via the reduction
formula. Now, following [45], we analyze what sort of singularities can exhibit various terms in
the perturbative expansion and how they are summed up to the singularity of correlation functions
and the scattering matrix.

Let us analyze a Feynman diagram ofN outer on-shell legs with momentak1, . . . , kN . The
leg-truncated amplitude can be calculated in the perturbation theory as

A =

L∏

i=1

∫
dνi dqi
(2π)2

J∏

j=1

(ω2
j − p2

j −m2 + iǫ)−1, (24.49)

where(νi, qi) denotes one ofL loop momenta, while(ωj , pj) denotes the energy and momentum
of one ofJ inner lines. As the theory is relativistically invariant the amplitude depends only on
the combinationsω(ki)ω(kj) − kikj . This property can be made explicit by introducing the
Feynman parameterization

A =
L∏

i=1

∫
dνidqi
(2π)2

J∏

j=1

∫ 1

0

dαj δ
(∑

αj − 1
)





J∑

j=1

αj(ω
2
j − p2

j −m2
j + iǫ)





−J

(24.50)

and by evaluating the(νi, qi) loop integrals. The UV divergences can be regularized by the
already introduced counter-terms or by normal ordering theperturbation operator. Thus the
expression is finite providedǫ > 0. In the physicalǫ → 0 limit, however, singularities of the
integrand can cross theα hyper-contour. These singularities can be avoided by continuously
deforming the contour provided that the contour is not pinched or the singularity is not localized
at the boundary of integration. Thus physical singularities appear whenever

αj = 0 or ω2
j − p2

j −m2 = 0 and ∂i

J∑

j=1

αj(ω
2
j − p2

j −m2
j) = 0, (24.51)

where∂i is both∂νi and∂qi . These are the so-called Landau equations which formulate the
singularities of the Feynman diagrams. They have a clear physical meaning. To understand them
we shrink every line withαj = 0 to a point. The resulting graph is called the reduced graph.
Graphs which are transformed to the same reduced graph have the same singularity structure.
The shrunk lines sum up to the exact vertex functions. Clearly in a reduced graph all particles
are on shell.
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Fig. 24.5. Generic closed loop. Lines are labeled by momenta.

Let us consider a generic loopli in a reduced graph, see Fig.24.5. We use the momentum
conservation at each vertex to express all inner momenta in terms ofp1 as

p2 = p1 + l1, p3 = p2 + l2 = p1 + l1 + l2, · · · pA = p1 +

A−1∑

j=1

lj. (24.52)

The total momentum is evidently conserved:
∑

i li = 0. The Landau equation forqi = p1 reads
as

∑

each loop

αipi = 0; (24.53)

we have similar equations for the energy components, too. Coleman and Norton [46] have a nice
interpretation of these equations: The physical singularities of the correlation functions (αi ≥ 0)
correspond to such space-time diagrams in which all particles propagate on shell, forward in
time, and interact with each other in space-time points via energy and momentum conserving
interactions. To visualize such a picture we draw for each inner line a vector(αiωi, αipi) of
lengthαim. Lines withα = 0 are shrunk to a point. A space-time interaction point is associated
with each vertex in the graph. The Landau equation guaranties that they are well defined, as
different paths define the same point.

The Cutkosky rules describe the discontinuity caused by such graphs. One has to calculate
the singularity of the graph as if it were a Feynman diagram but with replacing the interaction
vertices by exact (all graphs summed up) vertices and the propagator by2πθ(ω)δ(ω2−p2−m2).

Boundstates show up as singularities in the two-particle scattering matrix with purely imag-
inary relative rapidities. They also can be interpreted as Landau singularities. In this case, if
sayθ1 = −iu1 andθ2 = iu2, the momenta are purely imaginaryp1 = iq1 = im sinu1 and
the energy - momentum vector(ω1, q1) can be drawn in the two-dimensional Euclidean space,
where it has the lengthm. Diagrams explaining the singularities of the scattering matrix in this
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Fig. 24.6. Boundstate diagram on the left, a more complicated Coleman-Thun diagram on the right.

kinematics are called Coleman-Thun diagrams [47]. A boundstate diagram is shown on the left
of Fig. 24.6. Let us suppose that the pole of the scattering matrix appears atiu, that isu1 = u

2
andu2 = −u

2 . Since at the space-time points the energy and momentum are conserved, the
momentum of the boundstate is zero and the energy is nothing but its mass

mbs = 2m cos
u

2
. (24.54)

The boundstate has the same mass as the original particle ifu = π/3. We can also check the
singularity of the boundstate diagram according to the Cutkosky rules. As we have just one line
in the graph we obtain one delta function, which is the discontinuity of a single pole singularity:

S(θ)
∣
∣
θ=iπ/3

= i
Γ2

θ − iπ/3
+ · · · , (24.55)

whereΓ is the exact three-point vertex.
There are other more complicated Coleman-Thun diagrams, like the one shown on the right

of Fig. 24.6. The divergence in this case is a second-order pole as we havesix propagators and
two loop integrals for the energy and momentum. The strengthof the pole is proportional to
Γ4S(q3, q4).
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25 Bootstrap quantization

Let us summarize what we learnt from the previous section devoted to the quantum sinh-Gordon
theory. The Hilbert space of the theory can be identified withnon-interacting multiparticle states.
All scattering states for asymptotically large negative and positive times consist of well-separated
localized particles which do not interact. The initial and final multiparticle states are connected
by the scatteringS-matrix, whose semiclassical limit is related to the time shift. The scattering
matrix is unitary and satisfies crossing symmetry. AsS corresponds to the amputed on-shell
correlation function, it is singular only when a Coleman-Thun type diagram can be drawn with
the given kinematics. Since the potential of the renormalized quantum sinh(sine)-Gordon theory
has the same form as the classical one, we expect that is integrable. Integrability is also supported
by the analysis of Sect. 23, where we have shown the existenceof higher-spin conserved charges.
Our next aim is to analyze additional requirements coming from the existence of an infinite
family of conserved charges and to build up an axiomatic framework [31,48,49] which eventually
leads to the complete solution for the sine-GordonS-matrix.

25.1 Asymptotic states, scattering matrix

First we set up a general background. The Hilbert space of themodel is spanned by free multi-
particle states. For simplicity, we start with just one single relativistic particle of massm. (This
is what we expect in the quantum sinh-Gordon theory). The model is relativistically invariant,
thus the dispersion relation can be written as

E(p) = ω(p) =
√

p2 +m2, E(p)2 − p2 = m2. (25.1)

Using the rapidity parameterization, we have

E(θ) = ω(θ) = m cosh θ, p(θ) = m sinh(θ). (25.2)

Light-cone components diagonalize the action of boosts andcan be written as

(E ± p)(θ) = Q±1(θ) = me±θ. (25.3)

In an integrable theory these are the first members of an infinite family of conserved charges
which can be labeled by their spins: Qs(θ) = qse

sθ.
We suppose the asymptotic completeness, i.e. the asymptotic initial and final multiparticle

states span the Hilbert space. Introducing their abstract creation operators, an initial state, in
which the particles are ordered according to their rapidities, can be written as

A†
in(θ1) · · ·A†

in(θn)|0〉 = |θ1, · · · , θn〉in, θ1 > · · · > θn, (25.4)

where the fastest particle is on the left. In the final state

A†
out(θ1) · · ·A†

out(θm)|0〉 = |θ1, · · · , θm〉out, θm > · · · > θ1, (25.5)

after all scatterings have been performed, the particles are ordered oppositely, i.e. the fastest one
is on the right. Both bases diagonalize the action of the infinite family of conserved charges, e.g.

Qs|θ1, · · · , θn〉in =
n∑

i=1

qse
sθi |θ1, · · · , θn〉in. (25.6)
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The scattering matrix connects the two bases of the Hilbert space, simply it relates the initial and
final states:

Sn→m = out〈θ′1, · · · , θ′m|θ1, · · · , θn〉in. (25.7)

Its absolute square describes the probability with which the initial state evolves into the final
state.

25.2 S-matrix properties

Here we list all necessary requirements the S-matrix has to satisfy and their consequences.

25.2.1 Basic symmetries

As the scattering matrix is the time evolution operator in the interaction picture, it is built up
from the interacting Hamiltonian. A direct consequence is its symmetry:S must commute with
the generators of symmetries, namely the conserved chargesQs. Thus if we evaluate the charges
before and after the scattering, they have to coincide:

n∑

i=1

qse
sθi =

m∑

j=1

qse
sθ′

j . (25.8)

These are functionally independent polynomial equations (xi = eθi) for an infinite number of
different values of the spins. They can be satisfied for a finite number of{θi} and{θ′j} only if
the two sets are completely equivalent:{θi} = {θ′j}. In particular, the number of particles in the
initial and final states coincides,n = m, i.e. there is no particle creation in integrable quantum
theories.

Conserved charges generate symmetry transformations. Fors = ±1,H generates a uniform
shift in time whileP generates a uniform shift in space. Higher-spin charges, however, generate
momentum dependent shifts in space-time [49]. Because all rapidities are different, by acting
with a higher-spin charge we can spatially separate the particle interactions and factorize the
multiparticle scattering amplitudes into the product of two particle scatterings:

Sn→n(θ1, · · · , θn) =
∏

all (i,j) pairs

S2→2(θi, θj). (25.9)

The full information about the multiparticle scattering isthus contained in the two-particle elastic
scattering matrixS2→2(θ1, θ2) to which we shall restrict ourselves from now on. The Lorentz
invariance acts on the rapidity asθ → θ + Λ and, as it is a model symmetry, we can write

S2→2(θ1, θ2) = S(θ1 − θ2). (25.10)

In a perturbative calculation the scattering matrix will depend on the Mandelstam variable

s = (E1 + E2)
2 − (p1 + p2)

2 = 2m2(1 + cosh θ), θ = θ1 − θ2. (25.11)

Calculating perturbatively the scattering matrix, thes-dependence comes from propagators of
the form(ω2 − k2 + s − m2 + iǫ)−1. The perturbation theory also shows that the scattering
matrix has a cut just on the real axis, starting froms = 4m2 and its physical value can be taken
just above the cut whenǫ→ 0+.



Bootstrap quantization 229

25.2.2 Unitarity

If we take the physical value ofS just below the cut (like in the−iǫ description), we would
obtain the time reversed process (anti-time ordering), which, by unitarity, must be the inverse
of the original process. Thus extending the definition of thescattering matrices to complexθ
arguments, the requirement of unitarity reads as

S(θ)S(−θ) = 1. (25.12)

This relation is due to the fact that the two sides of the cut are mapped toθ and−θ, respectively.

25.2.3 Crossing symmetry

We can analyze the crossed version of the scattering processin which the Mandelstam variables
is replaced byt = 4m2− s. In the language of the generalized rapidity, it amounts to the change
θ → iπ − θ. Thus the crossing symmetry reads as

S(θ) = S(iπ − θ). (25.13)

The symmetry can be deduced also from the particle↔ anti-particle transformation which, in
the language of the rapidity, reads as(ω(θ), p(θ))→ (−ω(θ), p(θ)) = (ω(iπ − θ), p(iπ − θ)).

25.2.4 Maximal analyticity

The scattering matrixS(θ) is a meromorphic function of the rapidity variable on the physical
strip 0 < ℑm(θ) < π, having poles on the imaginary axis only. Each pole must correspond to
Coleman-Thun diagrams and can be either a boundstate or an anomalous threshold. The physical
value of the scattering matrix is given bylimǫ→0 S(θ + iǫ) for ℜe(θ) > 0 and for the crossed
process bylimǫ→0 S(θ + i(π − ǫ) for ℜe(θ) < 0.

25.2.5 Yang-Baxter equation

In general, when we have not just one type of particles (like the soliton and anti-soliton in the
sine-Gordon theory), the factorization of the scattering matrix provides severe restrictions. These
are the YB equations. As usual, they reflect that the3 → 3 particle scattering can be factorized
in two inequivalent ways:

S12(θ12)S13(θ13)S23(θ23) = S23(θ23)S13(θ13)S12(θ12), (25.14)

which can be read off from Fig.25.1.

25.3 Solving the simplest models by bootstrap

Now we try to find the scattering matrices which satisfy all above requirements.
The simplest solution is just

S(θ) = 1. (25.15)

This scattering matrix corresponds to a meaningful theory,namely to the free boson (the Klein-
Gordon theory).
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Fig. 25.1. The factorization of the3 → 3 particle scattering process.

As the next simplest case, we look for the solution of the formS(θ) = f(θ)/f(−θ), which
automatically satisfies unitarity. To fulfil the crossing relation, we introduce the variablex = eθ

and demandf(x) to be invariant under the transformationx → −x−1. The simplest function
possessing this property isf(x) = a+x−x−1 which includes a free parametera. In the rapidity
variable, the solution reads as

S(θ) =
sinh θ − i sinα

sinh θ + i sinα
, α > 0. (25.16)

The choice of realα > 0 ensures no singularity in the physical strip. The corresponding QFT is
a quantum integrable model with particles of one type only. We claim that the scattering matrix
corresponds to the sinh-Gordon theory if

α =
πb2

8π + b2
. (25.17)

We can check this result at the leading order inb using the result (24.48) of the previous section.
The perturbative analysis was extended up to 3 loops [50], a complete check can be obtained
only through the sine-Gordon theory. In order to analyze thesine-Gordon theory we analytically
continue in the couplingb→ ib.

The only particle of the sinh-Gordon theory corresponds to the fundamental field excitation
of the sine-Gordon theory, which is the quantum analogue of the breather; we shall denote this
“first” breather byB1. After the analytical continuation inb, the relation between the parameters
of the Lagrangian and the scattering matrix takes the formα = −(πb2)/(8π − b2). Sinceα < 0
we have a pole in the physical strip on the imaginary axis atθ = −iα. We interpret this pole as a
boundstate and associate to it a new particle in the spectrum; let us call it the second breatherB2.
It is an asymptotic state which must be included into the Hilbert space of the theory. A standing
B2 is composed of twoB1’s with rapiditiesiα/2 and−iα/2, thus its mass is simply

mB2 = 2mB1 cos
α

2
. (25.18)

A movingB2 particle with rapidityθ is composed of oneB1 with rapidityθ+ iα/2 and another
one with rapidityθ − iα/2, which can be deduced from its momentummB2 sinh θ. As the
conserved charges sum up, the generic spins charge has its eigenvalue2qsesθ cos(sα/2) for the
B2 particle with rapidityθ.

The scattering matrix ofB2 can be calculated by the bootstrap principle. Since higher-spin
conserved charges shift the trajectories in a momentum-dependent way without altering the scat-
tering process, we can calculate theB2B1 scattering as shown in Fig.25.2. As a result, we
obtain

SB2B1(θ
′ − θ) = SB1B1

(

θ′ − θ + i
α

2

)

SB1B1

(

θ′ − θ − i
α

2

)

. (25.19)
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Fig. 25.2. Bootstrap method to calculate the scattering matrix of the boundstate from the scattering matrices
of its constituents.

Similar calculation yields

SB2B2(θ
′ − θ) = SB2B1

(

θ′ − θ + i
α

2

)

SB2B1

(

θ′ − θ − i
α

2

)

. (25.20)

One can ask the question whetherB2 is really a new particle? Indeed, ifSB1B2 = SB1B1 there
is no need to introduceB2, it can be simply identified withB1. Actually this happens for the
couplingα = −2π/3. This theory, the scaling Lee-Yang model [34,51], is consistent: All poles
of the scattering matrix corresponds to boundstates.

If α 6= − 2π
3 , we have to consider the second breatherB2 as a new particle and include it into

the spectrum of the theory. Then we analyze the pole structure of SB1B2 andSB2B2 : To each
pole we have to associate either a boundstate or an anomalousthreshold (the Coleman-Thun
diagram). Once we managed to find all particles of the spectrum by using this procedure, in
such a way that all singularities in all scattering matricesare explained, the theory is solved. The
procedure is called the S-matrix bootstrap.

In the particular case of irrationalα, we cannot close the bootstrap program purely on the
boundstates having their origin in the first breatherB1. Thus the theory with S-matrix (25.16)
is not consistent if we do not include the soliton and the anti-soliton. In the next subsection, we
start with the soliton and anti-soliton particles and compute their scattering matrix respecting its
consistencies.

25.4 The sine-GordonS-matrix

Now we want to push forward the boostrap procedure for the sine-Gordon theory. We learnt from
the classical theory that there are in the spectrum two particles with the same mass, namely the
soliton and the anti-soliton. They carry different topological charges and in the quantum theory
they will form a doubletAi (i = ±). Their scattering can be encoded into the scattering matrix

Skl
ij (θ1 − θ2)

i j

l k

θ  − θ21 ,

which is a four by four matrix. The unitarity equation takes the form:
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θ  − θ1
i j

l kθ  − θ2 1

m n

2 i j

i j

Skl
ij (θ1 − θ2)Snm

lk (θ2 − θ1) = δm
i δ

n
j . (25.21)

In the case of the crossing symmetry we have to take into account that, as the names suggest, the
soliton is the anti-particle of the anti-soliton:

ιπ − θ

jk

l i i j

l k

θ

S j̄k

l̄i
(iπ − θ) = Skl

ij (θ), (25.22)

where the antiparticle ofl = ± is denoted bȳl = ∓.
Now we use model’s symmetries to restrict the possible formsof the scattering matrix. We

suppose that the topological chargeQtop|±〉 = ±|±〉 is conserved. This means that evaluating
the charge before and after the scattering we obtain the sameresult. In particular, for the scatter-
ingSkl

ij (θ) we must havei+ j = k+ l. Similarly, the parity and the charge conjugation are also
important symmetries. This means that the soliton and anti-soliton must scatter with the same
amplitude. The most general scattering matrix possessing these properties has the form

S(θ) =







S++
++(θ) 0 0 0

0 S+−
+−(θ) S−+

+−(θ) 0
0 S+−

−+(θ) S−+
−+(θ) 0

0 0 0 S−−
−−(θ)







= ρ(θ)







a(θ) 0 0 0
0 b(θ) c(θ) 0
0 c(θ) b(θ) 0
0 0 0 a(θ)






. (25.23)

Additional restrictions to the scattering matrix have their origin in the Yang-Baxter equation

Spr
ij (θ1−θ2)Slq

pk(θ1−θ3)Smn
rq (θ2−θ3) = Spr

jk (θ2−θ3)Sqn
ir (θ1−θ3)Slm

qp (θ1−θ2), (25.24)

together with unitarity

S++
++(θ)S++

++ (−θ) = 1,

S+−
+−(θ)S+−

+−(−θ) + S−+
+−(θ)S+−

−+ (−θ) = 1, (25.25)

S+−
+−(θ)S+−

−+(−θ) + S−+
+−(θ)S+−

+− (−θ) = 0
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and crossing symmetry

S++
++(iπ − θ) = S+−

+−(θ), S−+
+−(iπ − θ) = S+−

−+(θ). (25.26)

The YBE is an overdetermined system of equations, which in this particular case has three types
of solutions: The rational, the trigonometric and the elliptic ones. To cover the sine-Gordon
theory, we need the trigonometric solution:

a(θ) = 1, b(θ) = − sin(iλθ)

sinλ(π + iθ)
, c(θ) =

sin(λπ)

sinλ(π + iθ)
. (25.27)

Here,λ is a parameter which will be related to theb parameter of the sine-Gordon Lagrangian.
The scalar prefactorρ(θ) is fixed by the unitary and crossing conditions:

ρ(θ)ρ(−θ) = 1, ρ(iπ − θ) = −ρ(θ) sin(iλθ)

sinλ(π + iθ)
. (25.28)

We are interested in the solution in the physical stripℑm(θ) < π. Combining the two equations
we can write

ρ

(

θ +
iπ

2

)

ρ
(

θ − iπ
2

)

= − sin(iλθ + λπ/2)

sin(iλθ − λπ/2)
. (25.29)

First we suppose thatλ < 1 in order to avoid poles and zeros of the rhs in the stripℑm(θ) < π/2.
We also suppose thatρ is non-zero and analytical in this strip as we are looking forthe minimal
solution of our equations. We take the logarithm of both sides

ln

(

ρ

(

θ +
iπ

2

))

+ ln

(

ρ

(

θ − iπ

2

))

= ln

[

− sin(iλθ + λπ/2)

sin(iλθ − λπ/2)

]

. (25.30)

The shift operatorDf(θ) = f(θ + iπ/2) + f(θ − iπ/2) can be inverted in the Fourier space
provided that the functionln ρ(θ) has a good asymptotic at infinity. Using also that

ln

(
sin[(πx − iθ)/2]

sin[(πx + iθ)/2]

)

=

∫ ∞

0

dt

t

sinh t(1− x)
sinh t

sinh

(
tθ

iπ

)

, (25.31)

we obtain the minimal solution forρ:

ρ(θ) = − exp

{∫ ∞

0

dt

t

sinh t(1 + λ)

sinh t cosh tλ
sinh

(
2λtθ

iπ

)}

, (25.32)

where the sign cannot be fixed from this analysis. We can multiply the solution by every function
which satisfiesf(θ)f(−θ) = 1 andf(iπ − θ) = f(θ). This non-uniqueness is known as the
CDD ambiguity. We take the simplest possible solution and check the consequences.

If we keep the parameterλ in the rangeλ < 1, the S-matrix has no singularity in the physical
strip and the theory is completely solved. In particular, this is true forS−+

+−(θ) which shows that
in the considered parameter range the soliton and the antisoliton cannot form any boundstate.
This is the repulsive regime of the sine-Gordon theory.

The domainλ > 1 is called the attractive regime of the sine-Gordon theory.
If λ lies in the range1 < λ < 2, the soliton–anti-soliton scatteringsS+−

+−(θ) = ρ(θ)b(θ) and
S−+

+−(θ) = ρ(θ)c(θ) have one pole atθ = iπ(1 − λ−1). We associate a bound-state to this pole,
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which is the quantum analogue of the breather. Using the bootstrap principle we can calculate
the mass of the boundstate in terms of the soliton (anti-soliton) massM as follows

mB1 = 2M cos
(π

2
− π

2λ

)

= 2M sin
( π

2λ

)

. (25.33)

The bootstrap also tells us how to calculate the soliton-breather scattering matrix:

S+1
+1(θ) = S++

++

(

θ − i
π

2

(

1− 1

λ

))

S+−
+−

(

θ + i
π

2

(

1− 1

λ

))

= S−1
−1(θ). (25.34)

Interestingly, the formula simplifies itself considerably:

S+1
+1(θ) = − sin

(
π
4

(
1 + 1

λ

)
− i θ

2

)
sin
(

π
4

(
1− 1

λ

)
− i θ

2

)

sin
(

π
4

(
1 + 1

λ

)
+ i θ

2

)
sin
(

π
4

(
1− 1

λ

)
+ i θ

2

) . (25.35)

Inspecting the analytical structure of the above scattering, the appearing poles do not signal more
boundstates in the range1 < λ < 2. One can calculate also theB1B1 scattering from the
bootstrap, with the result

S11
11(θ) =

sinh θ + i sin(π/λ)

sinh θ − i sin(π/λ)
. (25.36)

This is indeed the analytical continuation of the expected sinh-Gordon scattering matrix (25.16).
We anticipateλ to be related to the Lagrangian parameterb as

λ =
8π

b2
− 1, (25.37)

which will be derived in the next section. As has been alreadydiscussed, the scattering matrix
S11

11(θ) has a pole atθ = iπ/λ which lies in the physical strip. We cannot associate to this
pole another particle of breather type since such a particleshould have shown up already in the
soliton–anti-soliton scattering (where we found the first breather only). Thus we have to find
the corresponding Coleman-Thun diagram to explain the singularity. The diagram pictured on
the right of Fig.24.6is a candidate. Actually, there exist two diagrams in which the soliton and
anti-soliton propagate in the triangle. Individually, each diagram would give a second-order pole,
but the sum of the S-matrices in the middle of the figure has a zero, which renders the singularity
to the first order, as expected [49]. In this way we explained all singularities of all scattering
matrices. The bootstrap program is closed and we solved the sine-Gordon theory in the interval
1 < λ < 2. The spectrum in this range contains the soliton, the anti-soliton and a breather.

When increasingλ further, the soliton–anti-soliton scatterings have polesat θ = iπ[1 −
(n/λ)]. For a givenλ, these poles are in the physical strip ifn = 1, . . . , [λ]8. This signals
the presence of[λ] breather boundstatesB1, B2, · · · , B[λ]. These boundstates are the quantized
counterparts of the classical breather labelled by the continuous parameterv. The masses of
these boundstates can be calculated from the fusion angle,

mBn = 2M sin (un) , un =
nπ

2λ
. (25.38)

8Here[λ] denotes the integer part ofλ.
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Fig. 25.3. Fusions in the sine-Gordon theory. The soliton and the anti-soliton are represented by full lines,
while breathers by dashed lines. All rotated and reflected diagrams are allowed, too.

The scattering ofBn with the soliton(+) or anti-soliton(−) is described compactly by the
formula

S+n
+n(θ) = S−n

−n(θ)

=

{ {n− 1 + λ}{n− 3 + λ} · · · {3 + λ}{1 + λ} if n is even,
−{n− 1 + λ}{n− 3 + λ} · · · {2 + λ}

√

{λ} if n is odd,
(25.39)

where we introduced the notation

{y} ≡
(

y+1
2λ

) (
y−1
2λ

)

(
y+1
2λ − 1

) (
y−1
2λ + 1

) , (x) ≡ − sin
(

πx
2 − i θ

2

)

sin
(

πx
2 + i θ

2

) . (25.40)

Using building block{y}, which respect the unitarity and are crossing invariant, the breather–
breather scatterings can be described as

Snm
nm(θ) = {n+m− 1}{n+m− 3} · · · {|n−m|+ 3}{|n−m|+ 1}. (25.41)

The spectrum with the soliton, the anti-soliton and the[λ] breathers is complete in the sense that
all the poles of all scattering matrices can be explained in terms of Coleman-Thun diagrams with
nonvanishing couplings, see Fig.25.3.

25.4.1 Semi-classical limit

We end up this section by the calculation of the soliton and anti-soliton scatterings in the semi-
classicalb → 0 limit. Supposing that the relation betweenλ andb takes the form (25.37), we
haveλ = 8π/b2 in the leading order. Performing explicitly theλ→∞ limit in the soliton–anti-
soliton scatterings, we obtain

S+−
+−(θ)→ exp

{

i
8π

b2
π + i

8π

b2

∫ ∞

0

dt

t2
tanh t sinh

(
2tθ

iπ

)}

, S−+
+−(θ)→ 0. (25.42)

These results indicate that the reflection part vanishes andthe transmission part is a pure phase
shift in the semiclassical limit of the soliton–anti-soliton scattering. This finding is consistent
with our classical results in Sect. 22. Let us go beyond the classical limit and compare the
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semiclassical phase shift to the classical time shift, encoded in the relation (24.8). The first term
shows that the number of bound-states grows as8π

b2 in theb → ∞ limit, which is equivalent to
the expected[λ]. The integral in (25.42) can be rewritten as

∫ ∞

0

dt

t2
tanh t sin

(
2tθ

π

)

= − 4

π

∫ tanh(θ/2)

0

dv
ln v

1− v2
. (25.43)

The velocity of the particles in the center of mass frame isv = tanh(θ/2). Thus changing the
velocity integral to the energy one, we reproduce exactly the needed result (24.8).
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26 UV-IR relation

In the previous sections, we developed consistent quantum frameworks for solving the sine-
Gordon theory. Each of these frameworks has different parameters. In the perturbed conformal
field theory scheme defined by the Lagrangian

L =
1

2
(∂tΦ)2 − 1

2
(∂xΦ)2 − µ

(
: eibΦ : + : e−ibΦ :

)
, (26.1)

the sine-Gordon theory was characterized by the dimensionfull perturbation parameterµ and
the dimensionless parameterb, which is the inverse of the compactification radius of the model.
We managed to show the existence of higher-spin conserved charges and obtained a numerical
spectrum. In the bootstrap quantization, we determined completely the scattering matrix of the
soliton and anti-soliton of massM , in terms of the parameterλ, and in this way we solved the
model. It is not clear, however, how the parameters of the twodescriptions are related with each
other and the aim of the present section is to establish the precise mapping. This is done by
calculating the ground-state energy density in the presence of an external fieldh, coupled to the
topological charge, in the two different schemes and by comparing the obtained results [52].

26.1 Ground-state energy density from Perturbed CFT

We study the Euclidean version of the sine-Gordon theory in an external fieldh, defined by the
Lagrangian

L = L0 − µVpert

= −1

2
(∂yΦ)2 − 1

2
(∂xΦ)2 + h

b

2π
∂xΦ− µ

(
: eibΦ : + : e−ibΦ :

)
. (26.2)

Here, the external field is coupled to the current normalizedin such a way that the corresponding
topological charge

Q =
b

2π

∫ ∞

−∞
∂xΦ dx (26.3)

is equal to 1 for the soliton. We consider the theory on the torus withx ≡ x + L and periodic
imaginary timey ≡ y +R, with bothL andR going to infinity.

Solving the theory forµ = 0 (or, equivalently, in the limith → ∞), we obtain the equation
of motion∂xΦ = hb/2π which, according to (23.18), leads to

h
b

2π
=

2π

L
rm, r =

1

b
. (26.4)

This shows that the introduced fieldhb/(2π) is quantized in units of2πr/L and it merely de-
termines the topological charge of the sector. Since we are interested in theL → ∞ limit, h is
basically a continuous variable. Theh-dependent part of the ground-state energy density in the
sector determined byh is simply

e0 = −1

2

b2

4π2
h2. (26.5)
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Now we develop a systematic expansion inµ. Recall that the scaling dimension of the per-
turbing operators isb2/(4π), thus the dimension of the coupling is[µ] = 2 − b2/(4π). As the
dimension of[h] = 1 from the dimensional analysis we see that

e0 = −h2k(h, µ) = −h2k(ξ), ξ =
µ

h2−(b2/4π)
. (26.6)

We see thath works as an infrared cutoff ifξ ≪ 1. The theory is thus brought to the UV regime
in whichk(ξ) can be expanded as the Taylor series isξ,

k(ξ) =

∞∑

n=0

knξ
n, k0 =

b2

8π2
, (26.7)

where the coefficientskn can be calculated perturbatively. The ground-state energydensity can
be extracted from the large-volume asymptotic of the Euclidean partition function

Z(L,R) = Tr e−H(L)R = e−e0LR + · · · . (26.8)

The partition function can be perturbatively evaluated as

Z[L,R] =

∫

[DΦ] e−S[Φ] =

∫

[DΦ] e−S0[Φ]−µSpert[Φ]

=

∫

[DΦ]

∞∑

N=1

(−µSpert[Φ])N

N !
e−S0[Φ]

=

∞∑

N=1

1

N !

〈
(−µSpert[Φ])N

〉

0
Z0(L,R). (26.9)

In the leading non-vanishing order, we have

Z[L,R]

Z0[L,R]
= 1 +

µ2

2
〈Spert[Φ]Spert[Φ]〉0 + · · · , (26.10)

where the expectation value is evaluated over the unperturbed (conformal) theory in the topo-
logical sector prescribed by the external field. The only nonvanishing expectation value is
〈: eibΦ(x1,y1) :: e−ibΦ(x2,y2) :〉 which has to be integrated over both spaces(x1, y1) and(x2, y2).
As the expectation value is translationally invariant, oneof the integrations produces the volume
factorLR. We calculate the expectation value in the limitL,R→∞, so the correlation functions
on the plane can be used. Keeping in mind that the expectationvalue is evaluated in the sector
m and making the integral dimensionless by introducing the variablesx = b2h(x1 − x2)/(4π)
andy = b2h(y1 − y2)/(4π), we get

k1 =

(
b2

4π

)b2/(2π)−2 ∫

(x2 + y2)−b2/(4π)e−2ix dxdy

= π

(
b2

4π

)b2/(2π)−2
Γ
(
1− b2/(4π)

)

Γ (b2/(4π))
. (26.11)
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26.2 Ground-state energy from TBA

Now we calculate theh-dependent part of the ground-state energy density in the bootstrap frame-
work, from the scattering matrix, following the method of Ref. [52]. We recall that the spectrum
of the sine-Gordon theory contains the soliton and the anti-soliton of massM and, in dependence
on the couplingλ, the breathersBn (n = 1, 2, . . . , [λ]) with massesmBn . The soliton has the
topological chargeQ = 1, the anti-soliton−1, while the breathers are neutral, i.e. withQ = 0.
Introducing the external fieldh, the Hamiltonian will change to

H = H0 − hQ. (26.12)

In particular, soliton’s energy becomes

E(θ) = M cosh θ − h. (26.13)

For large enough fieldh > M the ground-state is no longer the empty state, instead solitons
will condense in some field-dependent interval|θ| < B(h) on the rapidity line. Nice feature of
the introduced fieldh is that it suppresses the influence of other particles to the ground state and
keeps only the solitons which scatter diagonally with each other through the S-matrix

S++
++(θ) = e−iδ(θ) = − exp

{∫ ∞

0

dt

t

sinh(1 + λ)t

sinh t cosh(tλ)
sinh

(
2λtθ

iπ

)}

. (26.14)

The rapidities of these solitons are not independent, theirinteraction is described by Bethe
equations. These equation can be heuristically understoodas follows. PutN particles with rapid-
ity θj , j = 1 . . . N in a large volumeL. In an integrable field theory, the number of particles is a
good quantum number since in the scatterings there is no particle creation and the multiparticle
scatterings factorize themselves into pairwise two-particle scatterings. In a finite volume, the
momenta and the corresponding energy levels are quantized due to the fact that the multiparticle
wave function has to be periodic. Thus when we move a particlearound the system sizeL, we
pick up the translation phaseipL and in addition the scattering phase with all other particles:

eip(θj)L
∏

k 6=j

S++
++(θj − θk) = 1. (26.15)

Taking the logarithm of this equation and using the rapidityparameterization of the soliton mo-
mentump(θ) = M sinh(θ), we obtain the usual form of the Bethe equations

LM sinh(θj)−
∑

k 6=j

δ(θj − θk) = 2πnj , nj ∈ Z, (26.16)

which are correct up to exponentially small corrections inL. The density of the soliton rapidities
is described by the continuous functionρ(θ) which is reflection symmetric,ρ(θ) = ρ(−θ), and
nonzero forθ ∈ [−B,B] (B ≡ B(h)). Since the rapidities are densely packed between[−B,B]

for largeL, we havenj = L
∫ θj

0
dθ′ ρ(θ′). Thus, in the thermodynamic limit, the quantization

conditions (26.16) simplify to

M

2π
sinh θ −

∫ B

−B

dθ′

2π
δ(θ − θ′)ρ(θ′) =

∫ θ

0

dθ′ ρ(θ′). (26.17)
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Differentiating this equation with respect toθ, we end up with the integral equation for the soliton
densityρ(θ):

M

2π
cosh θ = ρ(θ) +

∫ B

−B

dθ′J(θ − θ′)ρ(θ′), J(θ) =
1

2π

∂δ(θ)

∂θ
. (26.18)

Clearly, because the kernel is negative,J(θ) < 0, the density is discontinuous atB, ρ(B−) 6= 0.
For a givenρ(θ), the ground-state energy densitye0 = E0/L is written as

e0(h)− e0(0) = −
∫ B

−B

dθ (h−M cosh θ)ρ(θ). (26.19)

The rapidity limitB(h) can be determined by the thermodynamic minimization condition

∂Be0(h) = 0. (26.20)

As the integral equation (26.18) does not depend explicitly onh, it is better to introduce the
energy functionǫ(θ) which solves the equation

h−M cosh θ = ǫ(θ) +

∫ B

−B

dθ′ J(θ − θ′)ǫ(θ′). (26.21)

Plugging back this equation into (26.19) and using Eq. (26.18), we arrive at

e0(h)− e0(0) = −M
∫ B

−B

dθ

2π
cosh θ ǫ(θ). (26.22)

The advantage of usingǫ(θ) instead ofρ(θ) consists in the fact that the minimization condition
(26.20) translates into

ǫ(±B) = 0. (26.23)

This equality can be obtained by differentiating (26.19) with respect toB and using Eq. (26.21),
together with the∂B derivative of (26.18).

26.2.1 Leading-order calculation

We are interested in the large-h expansion ofe0(h). There is a standard trick, the so-called
dilogarithm trick, how to evaluate the leading-order behaviour of the integral equation (26.21)
for largeh. Sinceǫ(θ) is symmetric inθ, we can write

e0(h) = e0(0)−M
∫ B

−B

dθ

2π
eθǫ(θ) ≈ −M

∫ B

−∞

dθ

2π
eθǫ(θ), (26.24)

where we used that for largeh the integral collects most of the contributions aroundθ ≈ B. In
this approximation, the TBA equation (26.21) reduces to

h− M

2
eθ = ǫ(θ) +

∫ B

−∞
dθ′ J(θ − θ′)ǫ(θ′). (26.25)
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After the differentiation with respect toθ and integration by parts, this equation can be put into
the form

eθ = − 2

M

[

ǫ′(θ) +

∫ B

−∞
dθ′ J(θ − θ′)ǫ′(θ′)

]

, ǫ′(θ) ≡ ∂ǫ(θ)

∂θ
. (26.26)

This equation can be put back into (26.24) to obtain

e0(h) = 2

∫ B

−∞

∫ B

−∞
dθ dθ′ ǫ(θ)J(θ − θ′)ǫ′(θ′) +

1

π

∫ B

−∞
dθ ǫ(θ)ǫ′(θ). (26.27)

Theθ integration in the first term can be done using (26.25). The subsequent integration by parts
leads to

e0(h) =
h

π

∫ B

−∞
dθ ǫ′(θ)− e0(h). (26.28)

Finally, we arrive at the leading-order result

e0(h) = − h

2π
ǫ(−∞) = −h2 1

π(λ+ 1)
. (26.29)

Here, we used Eq. (26.25) atθ = −∞ and the explicit form of the kernel. Comparing our result
with the conformal perturbative one (26.5) we conclude that

λ+ 1 =
8π

b2
(26.30)

as was anticipated before.

26.2.2 Systematic expansion

In the following part, we solve systematically the TBA integral equation

h−M cosh θ = ǫ(θ) +

∫ B

−B

dθ′ J(θ − θ′)ǫ(θ′) ≡
∫ B

−B

dθ′K(θ − θ′)ǫ(θ′) (26.31)

for large magnetic fieldsh and calculate the ground-state energy density fromǫ(θ). If this linear
integral equation were valid on the whole line(B →∞), we could easily solve it by the Fourier
method. The problem consists in extending the equation consistently to the whole line in such
a way that we can use the Fourier transformation. For this purpose, we extend the definition of
ǫ(θ):

ǫ(θ) =

{
ǫ(θ) if |θ| ≤ B,
0 otherwise.

(26.32)

The extended TBA equation then takes the form

K ∗ ǫ(θ) ≡
∫ ∞

−∞
K(θ − θ′)ǫ(θ′)dθ′ = g(θ), (26.33)
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where evidently

g(θ) = h−M cosh θ for |θ| ≤ B. (26.34)

However, for|θ| > B, g(θ) is an unknown function equal toK ∗ ǫ. In Sect. 14, where the
unknown function was defined on the half line, we applied the Wiener-Hopf technique to solve
this kind of problems. In the present application of the Wiener-Hopf method to a finite interval,
we first exploit theθ → −θ symmetry of our problem. SinceK(θ) is symmetric, so isǫ(θ) and
we can decompose

g(θ) = Y (θ) + Y (−θ) (26.35)

with

Y (θ) =

{
X(θ) if θ > B,

(h−Meθ)/2 if θ ≤ B.
(26.36)

The main point of the Wiener-Hopf technique is the unique factorization of the Fourier trans-
form of the kernel into the product of two pieces, one being analytical in the upper and the other
in the lower half spaces. In the present case,

1 + Ĵ(ω) ≡ K̂(ω) =

∫ ∞

−∞
K(θ)eiωθdθ =

sinh πω(1+λ)
2λ

2 cosh πω
2 sinh πω

2λ

(26.37)

factorizes into

K̂(ω) =
1

K̂+(ω)K̂−(ω)
, (26.38)

where

K̂−(ω) =
√

2π(1 + λ)
Γ(i1+λ

2λ ω)

Γ(i ω
2λ)Γ(1

2 + iω
2 )

eiω∆; K̂+(ω) = K̂−(−ω) (26.39)

and

∆ =
1

2
lnλ− (1 + λ)

2λ
ln(1 + λ). (26.40)

As required,K̂+(ω) is analytical in the upper, whilêK−(ω) in the lower half planes. The
asymptotic ofK̂+(ω) = 1 + O(1/ω) holds everywhere, except on the negative imaginary axis
where its poles and zeros are located. In particular, this means thatK̂+(ω) − 1 ≡ k̂+(ω) is
analytical in the upper half plane and has a vanishing asymptotic there. As a consequence, the
function

k+(θ) =

∫ ∞

−∞
k̂+(ω)e−iωθ dω

2π
(26.41)

is vanishing forθ < 0. Similar findings apply toK̂+(ω)−1 − 1. Analogously,K̂−(ω) − 1 ≡
k̂−(ω) is analytical in the lower half plane and has vanishing asymptotic there. Hencek−(θ) is
vanishing forθ > 0, just as the inverse Fourier transform ofK̂−(ω)−1 − 1.
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The TBA equation has the formal solution

ǫ̂(ω) = K̂+(ω)K̂−(ω)
[

Ŷ (ω) + Ŷ (−ω)
]

. (26.42)

In analogy with Sect. 14, we divide both sides of this relation by K̂−(ω) and analyze their
analytical structure:

K̂−(ω)−1ǫ̂(ω) = K̂+(ω)Ŷ (ω) + K̂−(−ω)Ŷ (−ω)). (26.43)

In the coordinate space, this equation reads as

K−1
− ∗ ǫ (θ) = K+ ∗ Y (θ) +K− ∗ Y (−θ). (26.44)

Unfortunately,ǫ(θ) is nonvanishing on the interval[−B,B] and not on the positive line like the
functions in Sect. 14. This is why we define the operations[· · ·]± which project the positive and
negative “parts” of a function in the following way

[f(θ)]+ =

{
f(θ) if θ > B,

0 if θ < B,
[f(θ)]− =

{
0 if θ > B,

f(θ) if θ < B.
(26.45)

It can be shown that the Fourier transform of these functionscan be expressed by usinĝf(ω) as
follows

ˆ[f ]±(ω) = ∓eiωB

∫ ∞

−∞

e−iω′B f̂(ω′)

ω − ω′ ± i0

dω′

2πi
. (26.46)

Using that the inverse Fourier transform ofK̂−(ω)−1 − 1 is nonvanishing for negativeθ only,
we get

[
K−1

− ∗ ǫ (θ)
]

+
= 0. (26.47)

In the view of Eq. (26.44), this is equivalent to

[K+ ∗ Y (θ)]+ = − [K− ∗ Y (−θ)]+ (26.48)

and we have eliminatedǫ from the formalism. Using thatf(θ) = [f(θ)]+ + [f(θ)]−, we derive
an integral equation forY (θ) from

K+ ∗ Y (θ) = [K+ ∗ Y (θ)]− − [K− ∗ Y (−θ)]+ . (26.49)

Fortunately we are able to calculate explicitly[K+ ∗ Y (θ)]−. SinceK+−1 is nonvanishing only
for θ > 0 andY (θ) = (h−Meθ)/2 only for θ ≤ B, we have

[K+ ∗ Y (θ)]− =

{
0 if θ > B,

[

K̂+(0)h− K̂+(i)Meθ
]

/2 if θ < B.
(26.50)

It is more convenient to rewrite the integral equation (26.49) in the Fourier space, in terms of the
unknown function

v̂(ω) = e−iωBK̂+(ω)Ŷ (ω). (26.51)
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We find that this function is determined by

v̂(ω) = − ihK̂+(0)

2(ω − i0)
+

iMeBK̂+(i)

2(ω − i) +

∫ ∞

−∞

e2iω′B

ω + ω′ + i0

K̂−(ω′)

K̂+(ω′)
v̂(ω′)

dω′

2πi
. (26.52)

It is useful to deform the integration contour to encircle the singularities of the integrated func-
tions v̂(ω) and K̂−(ω)/K̂+(ω). Except for the explicit simple poles at0 and i, they are all
located on the positive imaginary axis. Picking up the singularity at0, we obtain

v̂(ω) = − ihK̂+(0)

ω
+

iMeBK̂+(i)

2(ω − i)
+

∫

C+

e2iω′B

ω + ω′
K̂−(ω′)

K̂+(ω′)
v̂(ω′)

dω′

2πi
, (26.53)

where now the integration goes around the positive imaginary axis, leaving the origin out. Once
we determined̂v(ω) we can calculatêǫ(ω) from (26.42):

ǫ̂(ω) = eiωBK̂−(ω)v̂(ω) + e−iωBK̂+(ω)v̂(−ω). (26.54)

Explicitly, we have

e−iωB ǫ̂(ω)

K̂−(ω)
= − ihK̂+(0)

ω
+

iMeBK̂+(i)

2(ω − i)
+

∫

C′
+

e2iω′B

ω + ω′
K̂−(ω′)

K̂+(ω′)
v̂(ω′)

dω′

2πi
, (26.55)

where in the integration the pole atω′ = −ω has to be surrounded, too. Finally, the change in
the ground-state energy (26.22) can be expressed as

e0(h)− e0(0) = −M
2π
ǫ̂(−i) = −MeB

2π
K̂+(i)

[

hK̂+(0)− MeB

4
K̂+(i)

+

∫

C′
+

e2iω′B

ω′ − i

K̂−(ω′)

K̂+(ω′)
v̂(ω′)

dω′

2πi

]

. (26.56)

We are left with the boundary conditionǫ(±B) = 0. In the language of̂v(ω), this condition
requires the asymptotic behaviourv̂(ω) = O(1/ω2) and, consequently, the cancellation of the
leadingO(1/ω) terms in the integral equation (26.53):

ihK̂+(0)− iM

2
eBK̂+(i) =

∫

C+

e2iω′B K̂−(ω′)

K̂+(ω′)
v̂(ω′)

dω′

2πi
. (26.57)

In order to develop the large-h expansion, we simplify the notation by introducing

u(ω) = − 1 + iω

hK̂+(0)
v̂(ω), ρ(ω) =

1− iω

1 + iω

K̂−(ω)

K̂+(ω)
. (26.58)

With these functions the integral equation can be transformed into the form

u(ω) =
i

ω
+

∫

C+

e2iω′B

ω + ω′ ρ(ω
′)u(ω′)

dω′

2πi
(26.59)
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and the boundary conditionǫ(±B) = 0 leads to

u(i) = y
1+λ
4λ eB+∆, y =

[

M
√
π(1 + λ)

2h

Γ(1+λ
2λ )

Γ( 1
2λ )

]4λ/(1+λ)

. (26.60)

This is the very equation which relates the rapidity limitB to the magnetic fieldh. Once the
functionu(ω) is determined, the change of the specific ground-state energy density due to the
field can be written as

e0(µ, h)− e0(µ, 0) = − h2u(i)

π(1 + λ)

[

1−
∫

C+

e2iωB

ω − i
ρ(ω)u(ω)

dω

2πi

]

. (26.61)

We identifye0(µ, h = 0) as theh-independent part of the rhs. It comes from the explicit poleat
ω = i:

e0(µ, h = 0) ≡ e0(µ)− e0|free = −M
2

4
tan

( π

2λ

)

, (26.62)

wheree0|free = e0(µ = 0) is the specific ground-state energy of the free model.
It is instructive to evaluate the underlying integrals by using the residue theorem. Besides

the explicit pole ati, which was already analyzed, there are another poles atωn = 2inλ/(1 + λ)
(n = 1, 2, . . .). The residues of the kernel-related functionρ atωn can be calculated explicitly,
with the result

bn ≡
i(1 + λ)

2λ
e4n∆λ/(1+λ)resω=ωnρ(ω) =

(−1)n

n!(n− 1)!

Γ( n
1+λ )Γ(3

2 + nλ
1+λ)

Γ(− n
1+λ)Γ(3

2 − nλ
1+λ)

. (26.63)

From Eq. (26.59) we obtain a coupled set of equations forwn = 2λu(ωn)/(1 + λ):

wn =
1

n
−

∞∑

m=1

qm

m+ n
bmwm, q = exp

(

−4[B + ∆]λ

1 + λ

)

. (26.64)

The boundary condition (26.60) relatesq to the magnetic fieldh as follows

y = q

(

1−
∞∑

n=1

1 + λ

1 + (2n+ 1)λ
qnbnwn

)4λ/(1+λ)

. (26.65)

Finally, the ground-state energy density can be expressed ase0(h) = −h2k(h,M) with

k(h,M) =
1

1 + λ

(

1−
∞∑

n=1

1 + λ

1 + (1 + 2n)λ
qnbnwn

)

×
(

1−
∞∑

n=1

1 + λ

1 + (1 − 2n)λ
qnbnwn

)

. (26.66)

Note that the limitq → 0 corresponds toB ≫ 1 (large magnetic field, UV regime). The
above systems of equations can be solved iteratively in powers of q, which can be translated via
Eq. (26.65) into an expansion iny:

k(h,M) =
∞∑

n=0

Kny
n. (26.67)
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The first two coefficients are obtained in the form

K0 =
1

π(1 + λ)
, K1 = − 2b1(1 + λ)

π(1− λ)(1 + 3λ)
. (26.68)

Now we make a comparison with the previous UV expansion (26.6). With regard to the relation
(26.30), the first coefficientK0 is nothing but the leading-order coefficientk0 calculated previ-
ously. The next coefficient, however, after identifyingk1ξ = K1y with k1 given by (26.11),
implies the explicit relation between the Lagrangian parameterµ and the soliton massM :

µ =
1

π

Γ
(

1
1+λ

)

Γ
(

λ
1+λ

)

[

M

√
π

2

Γ
(

1+λ
2λ

)

Γ
(

1
2λ

)

]2λ/(1+λ)

. (26.69)
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27 Exact finite volume description from XXZ

In Sect. 17, the thermodynamics of the XXZ Heisenberg chain was analyzed using the quantum
transfer matrix. The weights of the S-matrix in (17.3) were chosen as

a(u) = 1, b(u) = − sin(γu/2)

sin(γ + γu/2)
, c(u) =

sin(γ)

sin(γ + γu/2)
, (27.1)

where we modified the notation of the rapidity fromλ to u, γ is a parameter of the lattice model
and the minus sign added tob does not change the partition function (which depends onb2). It
was shown that the free energy per site can be calculated fromtheN → ∞ limit of the largest
eigenvalue of the alternating quantum transfer matrix (17.12). In Sect. 17.3, two nonlinear
integral equations were derived for the eigenvalues of the quantum transfer matrix. Interestingly,
these equations contain the kernel [see Eq. (17.57)]

p(x) =

∫ ∞

−∞

dk

2π

sinh
(

π
γ − 2

)

k

2 coshk sinh
(

π
γ − 1

)

k
eikx, (27.2)

which is trivially related to the logarithmic derivative ofthe soliton-soliton scattering matrix
S++

++(θ), if the identificationsπ/γ − 1 = λ−1 andx = 2θ/π are made. Notice however that
the first identification differs from the oneπ/γ = λ−1 obtained from the comparison of the
S-matrices (25.27) and (27.1) themselves. Nevertheless, there is a hope that the continuum
limit of the XXZ model is related to the sine-Gordon theory, although the parameters may be
renormalized.

The continuum limit of the XXZ model is the free bosonc = 1 conformal field theory.
In order to describe its massive perturbation, we have to introduce a mass scale in the lattice
model. This can be done either by analyzing the XYZ model [54], or by introducing alternating
inhomogeneities into the XXZ model, as was done in the quantum transfer matrix approach.
There the inhomogeneityτ depends on the Trotter numberN like τ ∝ N−1 and vanishes in the
N → ∞ limit. In order to describe a massive theory we have to chooseτ to be imaginary and
send it to infinity in such a way that the resulting source term[see Eq. (26.16)] and the integral
equation [see Eq. (17.58)] become

− i ln a(x) = ML sinh
πx

2
+ ω + 2

∫ ∞

−∞
dx′ p(x− x′)ℑm ln[1 + a(x′ + i0)]. (27.3)

Here,ω represents a twisted boundary condition which originates from the magnetic field in
the XXZ model. The functiona(x) is related to the ground state of the system. Within this
description the continuum sine-Gordon theory in volumeL is obtained as a continuum limit of
an alternating light-cone XXZ spin chain and its energy can be read off froma(x) by using the
relation

E0(L) = −2M

∫ ∞

−∞
dx sinh

(πx

2

)

ℑm ln[1 + a(x+ i0)]. (27.4)

Thus the same kind of integral equations, with different source terms, describe the ground-state
energy of the XXZ model in a magnetic field, as well as its thermodynamics, and the sine-Gordon
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ground-state energy in finite volumeL [53]. In the following part we document how the same
integral equation, but with more general source terms, can describe all states of the sine-Gordon
theory in finite volume.

27.1 Excited states from the lattice

We indicated that the ground-state energy of the sine-Gordon model can be described by taking
a double scaled limit of the alternating XXZ spin chain. In the following, we derive integral
equations for excited states of the sine-Gordon model by analyzing the states close to the antifer-
romagnetic vacuum of the spin chain.

We aim at analyzing an alternating XXZ spin chain with inhomogeneities(−1)nΘ. For this
purpose we rescaleu to θ = iuπ/2 and introduce weights which are closer to the sine-Gordon
S-matrix,

a(θ) = 1, b(θ) =
sin
(
i γ
π θ
)

sin γ
π (π + iθ)

, c(θ) =
sin γ

sin γ
π (π + iθ)

. (27.5)

The quantum transfer matrix is similar to that in (17.12), except for we use the sameS-matrix
everywhere (instead of̃S):

T (θ)σ1...σN

σ′
1...σ′

N
=
∑

{γ}

N/2
∏

n=1

S
σ2n−1γ2n−1

σ′
2n−1γ2n

(θ −Θ)Sσ2nγ2n

σ′
2nγ2n+1

(θ + Θ). (27.6)

We are interested in the eigenvectors and eigenvalues of this matrix. They can be characterized
by the roots{θj}Mj=1 which satisfy the Bethe ansatz equations

q(θj + iπ)

q(θj − iπ)
= −φ(θj + iπ

2 )

φ(θj − iπ
2 )
. (27.7)

Here, in analogy with Sect. 17,

q(θ) =

M∏

j=1

r(θ − θj), r(θ) = sinh
(γ

π
θ
)

, φ(θ) = [r(θ + Θ)r(θ −Θ)]
N/2

. (27.8)

Light-cone components of the energy and momentum can be deduced from the transfer matrix
as follows

eia(E±P ) = (−1)M q
(
±(Θ + iπ

2 )
)

q
(
±(Θ− iπ

2 )
) , (27.9)

where the lattice spacinga = L/N is sent to zero.
We can introduce the function

a(θ) =
q(θ + iπ)φ

(
θ − iπ

2

)

q(θ − iπ)φ
(
θ + iπ

2

) (27.10)

such that

a(θj) = −1 (27.11)
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wheneverθj is a Bethe root. In the ground state, all Bethe rootsθj are real and we can use, simi-
larly to Sect. 17.3, the derivative ofln(1 + a(θ)) to reformulate the BA equations by integrating
around the real line.

For excited states complex Bethe roots appear as well. Thoseroots, whose imaginary part
satisfies

|ℑm(θj)| < min(π, π − γ) (27.12)

are called close roots. We denote the close roots byθc
j and their number byNC . The remaining

complex roots, which do not satisfy the above inequality, are called wide roots. They are denoted
by θw

j and their number byNW . Clearly, the Bethe ansatz is periodic with periodiπ2/γ, thus
we can restrict ourselves to|ℑm(θw

j )| < π2/(2γ). Analyzing excited states, we may find real
positionsθh

j such that the conditiona(θh
j ) = −1 is satisfied, butθh

j is not a Bethe root. Such
positions are called holes and their number is denoted byNH . In order to use the methods of
Sect. 17.3, we rewritea(θ) as

a(θ)
qc(θ − iπ)

qc(θ + iπ)

qw(θ − iπ)

qw(θ + iπ)

qh(θ + iπ)

qh(θ − iπ)
=
q̃(θ + iπ)φ

(
θ − iπ

2

)

q̃(θ − iπ)φ
(
θ + iπ

2

) = ã(θ), (27.13)

wherea is defined by (27.10), i.e. it contains the contributions of real roots and

qc(θ) =

NC∏

j=1

r(θ − θc
j), qw(θ) =

NW∏

j=1

r(θ − θw
j ), qh(θ) =

NH∏

j=1

r(θ − θh
j ) (27.14)

and q̃(θ) = q(θ)qh(θ) was chosen such that1 + ã(θ) = 0 is satisfied only for the real roots,
i.e. ã(θ) behaves likea(θ) behaved in the vacuum. Using a derivation analogous to Sect.17, we
obtain

− i ln a(θ) = 2N arctan

(
sinh θ

coshΘ

)

+ g(θ|{θj})

+2ℑm
∫ ∞

−∞
dθ′ p

(
2

π
(θ − θ′)

)

ln [1 + a(θ + i0)] , (27.15)

whereg(θ|{θj}) comes fromqc, qw andqh as will be explained later. Note that the lattice spacing
appears only in the source term, see also Eq. (17.50). In the lattice model, we have as parameters
the anisotropyγ, the inhomogeneityΘ and the sizeN . Taking the continuum limit we should
match these parameters to that of the sine-Gordon theory, namely to the parameterλ, the mass
parameterM and the volumeL. In order to describe a relativistically invariant continuum theory
with massM we takeN →∞ in such a way thatΘ→∞ as

Θ = ln

(
4N

ML

)

. (27.16)

In this limit the source term becomesML sinh θ and we obtain the integral equation which
determines the energy of a given state in the sine-Gordon theory in volumeL, whereπ/γ − 1 =
λ−1.
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27.2 Integral equation for the spectrum

To make connection to the literature, we introduce instead of a(θ) the new functionsZ(θ) =
−i ln[(−1)δa(θ)], whereδ = 0, 1 (the origin ofδ comes from the lattice and encodes the parity
of the number of magnons in the given state). The integral equation is transformed to

Z(θ) = ML sinh θ + g(θ|{θj})

+2ℑm
∫ ∞

−∞
dθ′G(θ − θ′ − iη) ln

[

1 + (−1)δeiZ(θ′+iη)
]

, (27.17)

whereη > 0 is a small parameter, of which the result is independent, and

G(θ) = p

(
2θ

π

)

=

∫ ∞

−∞

dk

2π

sinh(1− λ) k
λ

2 coshk sinh k
λ

ei2kθ/π. (27.18)

The source terms are given by

g(θ|{θj}) =

NH∑

k=1

χ(θ − θh
k )−

NC∑

k=1

χ(θ − θc
k)−

NW∑

k=1

χII(θ − θw
k ) , (27.19)

where

χ(θ) = 2π

∫ θ

0

dθ′G(θ′) (27.20)

is the soliton-soliton scattering phase (moduloiπ). The sine-Gordon theory behaves quite dif-
ferently in the repulsive(λ < 1) and attractive(λ > 1) regimes. This can be seen also from
the kernel (27.18). When we analytically continue any function along the imaginary direction,
the linemin(π, π/λ) plays an important role. The domain above this line is calledthe second
determination and for any function its analytically continued function is

fII(θ) =

{
f(θ) + f(θ − iπ sign(ℑm(θ)) for λ < 1,
f(θ)− f(θ − iπ

λ sign(ℑm(θ)) for λ > 1,
(27.21)

whenever|ℑm(θ)| > min(π, π/λ). The source positions are determined from the Bethe quanti-
zation conditions

Z(θj) = 2πIj , Ij ∈ Z +
1− δ

2
. (27.22)

Given a solution forZ, the energy and momentum can be calculated from

E = e0L+M

NH∑

k=1

cosh θh
k −M

NC∑

k=1

cosh θc
j −M

NW∑

k=1

coshII θ
w
k

−2Mℑm
∫ ∞

−∞
dθ sinh(θ + iη) ln

[

1 + (−1)δeiZ(θ+iη)
]

, (27.23)

P = M

NH∑

k=1

sinh θh
k −M

NC∑

k=1

sinh θc
j −M

NW∑

k=1

sinhII θ
w
k

−2Mℑm
∫ ∞

−∞
dθ cosh(θ + iη) ln

[

1 + (−1)δeiZ(θ+iη)
]

. (27.24)
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Here, we introduced the ground-state energy densitye0 (26.62) by hand, to be comparable with
the perturbed conformal field theory.

Finally we note that the characterization of holes and rootsis complete for large volumes
only. For small volumes the so-called special objects can appear, which modify the formulas
above. For example, one has to use the effective hole numberN eff

H = NH − 2NS ; for details
see [41]. As the topological charge can be identified as twicethe spin of the Heisenberg chain,
we obtain the relation

Q = 2S =

{
NH −NC for λ > 1,

NH −NC − 2NW for λ < 1.
(27.25)

27.3 Large volume expansion

In order to compare the integral equation with the scattering theory, first we analyze the large
volume expansion. The integral equation (27.17) can be solved iteratively in the large volume
limit. In leading order, we can drop the integral term and write

Z(θ) = ML sinh θ +

NH∑

k=1

χ(θ − θh
k )−

NC∑

k=1

χ(θ − θc
k)−

NW∑

k=1

χII(θ − θw
k ). (27.26)

In order to see how good is this approximation we can plug thissolution back into (27.17). In the
integral term we can shiftη until we reach some singularity. This singularity can occurat iπ/2
for λ < 1 andiπ/(2λ) for λ > 1. The corrections in these cases are of orderexp(−ML cosh θ)
andexp(−2ML sin(π/2λ) cosh θ), respectively. Thus, up to exponentially small corrections
in the volume, it is sufficient to consider the leading order result (27.26). First we focus on
excited states composed exclusively of holes, afterwards we analyze other roots separately for
the repulsive and attractive regimes.

If we have only holesθh
j for j = 1 . . .NH , the quantization condition takes the form

(−1)δeiZ(θh
j ) = (−1)δ−NH eiML sinh θh

j

∏

k:k 6=j

S++
++(θh

j − θh
k ) = 1, (27.27)

once we used that

eiχ(θ) = −S++
++(θ), χ(0) = 0. (27.28)

The equation (27.27) is the momentum quantization condition forNH solitons in volumeL if
δ = NH mod2. Thus theθh

j locations can be interpreted as the rapidities of the solitons. This
interpretation is also supported by the energy and momentumformulas which in the leading order
read

E = e0L+M

NH∑

k=1

cosh θh
k , P = M

NH∑

k=1

sinh θh
k . (27.29)

Consequently the solitons can be viewed as holes in the infinite see of Bethe roots formed in the
termodynamic limit of the XXZ model [55,56].
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27.3.1 Repulsive regime

Here we analyze scattering states in the repulsiveλ < 1 regime [57]. Let us start with two-
particle states. A two-soliton scattering state can be described by two holesθh

1 andθh
2 . According

to (27.25), the corresponding topological charge is equal to2. As the parity is the symmetry of the
system even in finite volume, the same integral equation describes the state with two anti-solitons.
The description of the sector of the zero topological chargeis more complicated because in the
scattering thes(θ1)s̄(θ2) state is mixed with thēs(θ1)s(θ2) state. Thus we have to diagonalize
the scattering matrix

(
S+−

+−(θ) S−+
+−(θ)

S+−
−+(θ) S−+

−+(θ)

)

−→
(
S+(θ) 0

0 S−(θ)

)

=

(

− sinh λ(θ+iπ)/2
sinh λ(θ−iπ)/2 0

0 cosh λ(θ+iπ)/2
cosh λ(θ−iπ)/2

)

S++
++(θ) (27.30)

and to use the quantization condition

eiML sinh θ1S±(θ1 − θ2) = 1, eiML sinh θ2S±(θ2 − θ1) = 1 (27.31)

in the two cases. This is what we recover from the integral equation (27.17).
Careful investigation shows that the symmetric solution(S+) can be described by two holes

θh
1 and θh

2 and a pair of close complex-conjugate roots1
2 (θh

1 + θh
2 ) ± iπ−ǫ

2 , where for large
volumeǫ is exponentially small. EvaluatingZ(θ) at θh

1 andθh
2 yields (27.31). The energy and

momentum are given by

E = M cosh θh
1 +M cosh θh

2 , P = M sinh θh
1 +M sinh θh

2 . (27.32)

The simple representation is due to the special location of the complex roots, namely their dif-
ference isiπ. The topological charge of the state isQ = NH − NC = 2 − 2 = 0, as was
expected.

The antisymmetric solution of the two particle state(S−) can be obtained by creating two
holes atθh

1 andθh
2 and a single self-conjugate wide root at1

2 (θh
1 + θh

2 ) + i π
2λ (1 + λ). This root

decreases the topological charge by 2, but does not change the energy and momentum since it
holds

coshII θ = cosh θ + cosh(θ − iπ) = 0, sinhII θ = sinh θ + sinh(θ − iπ) = 0 (27.33)

for any wide root. Nevertheless, they modify the quantization condition because of the formula

χII(θ) = χ(θ) + χ(θ − iπ) = −i ln
sinhλ(iπ − θ)

sinhλθ
. (27.34)

In general, complex roots cannot be created freely in the repulsive regime. They never con-
tribute to the energy and merely describe the polarization degrees of freedom of soliton–anti-
soliton multiparticle states. The phenomenon is quite different in the attractive regime.
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27.3.2 Attractive regime

Now we analyze the domainλ > 1, where one expects the existence of[λ] breathers.
First we consider the first breatherB1. In identifying a given configuration, we analyze its

energy and the quantization condition for its momentum which is affected by the correspond-
ing scattering matrix. We claim that theB1 particle with momentumθ is described by a self-
conjugate wide rootθw = θ + i π

2λ(1 + λ). It has the topological charge0 and its energy is

E = −M coshII(θ
w) = −M cosh(θw) +M cosh

(

θw − i
π

λ

)

= 2M sin
( π

2λ

)

cosh θ, (27.35)

as is expected since the massmB1 = 2M sin π
2λ . To check the soliton-breather scattering matrix,

we additionally introduce a hole with rapidityθh. The quantization condition atθh means that

(−1)δeiZ(θh) = (−1)δ+1eiML sinh θh

e−iχII(θh−θw) = 1. (27.36)

Using the integral representation forχ or the bootstrap relations, it can be show that

χII(θ) = χ(θ) − χ
(

θ − i
π

λ

)

= i lnS+1
+1(θ) + iπ, (27.37)

so theS+1
+1 scattering matrix is correctly reproduced. Similarly, putting two self-conjugate roots

atθw
1 = θ1 + i π

2λ(1 + λ) andθw
2 = θ2 + i π

2λ(1 + λ) one can also check theB1 −B1 scattering
matrix by analyzingZII(θ

w
1 ).

Higher odd breathers can be obtained by creating a sequence of wide rootsθw
k = θk+i π

2λ(λ−
2n + 1) for k = 1, . . . , n such that the lowest root is still a wide root. Similar root arrays, in
which the lowest root is the close one, describe polarization degrees of freedom of soliton–anti-
soliton states and cannot be created freely. An analysis similar to the above one can confirm both
the energy and scattering matrices of these states [58]. Theeven breathers can be represented by
the sequence of wide rootsθw

k = θk + i π
2λ(λ− 2n) for k = 1, . . . , n.

27.4 Small volume expansion

The integral equation (27.17) describes the spectrum of the sine-Gordon theory for any volume
L. For large volumes, it reproduces the results of the scattering theory. For small volumes, it has
to be related to thec = 1 conformal field theory.

As was already shown in Sect. 23.3, the spectrum of the perturbed free massless boson can
be written as

En(L) =
2π

L

[

E|n〉 −
1

12
+
∑

k

ck(µ)k

(
2π

L

)2k(h−1)
]

, (27.38)

whereE|n〉 is the conformal energy of the unperturbed state|n〉 andh is the conformal weight
of the perturbation in the sine-Gordon model. One possible check of the integral equation is to
determine the spectrum numerically and to compare to the above perturbative formula. One can
numerically check the first fewck coefficients. Unfortunately, unlike to the previous Sect. 26,
there is no method for an exact calculation of the coefficients ck. What we can do exactly is
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to calculate the conformal energy levels only. The energy and momentum eigenvalues can be
expressed viaL0, L̄0 as

E(L) =
2π

L

(

L0 + L̄0 −
1

12

)

, P (L) =
2π

L
(L0 − L̄0). (27.39)

The Hilbert space is built up from the states

ak1
−n1
· · · akN

−nN
āk̄1
−n̄1
· · · āk̄N̄

−n̄N̄
|n,m〉. (27.40)

The energy and momentum eigenvalues can be calculated by using

L0|n,m〉 =
1

8π

(n

r
+ 2πmr

)2

|n,m〉, L̄0|n,m〉 =
1

8π

(n

r
− 2πmr

)2

|n,m〉 (27.41)

and the commutation relations

[Ln, a−m] = ma−m, [L̄n, ā−m] = mā−m. (27.42)

Here,r = b−1 is the compactifaction radius, related toλ via λ = 8π
b2 − 1.

We can see from (27.39) that the small volume spectrum diverges asL−1. A careful analysis
of the integral equation shows that the roots either move to±∞ asθj = ± ln 2

ML + · · ·, or stay
around the origin. Actually the three region become infinitely far from each other in the limit
L→ 0 and the integral equation can be substituted by three independent equations. To describe
this regime, we define the left/right mover and central roots:

θj = ± ln

(
2

ML

)

± θ±j , θj = θ0j , (27.43)

where bothθ±j andθ0j are of orderO(1). TheZ function is chosen as

Z±(θ) = lim
L→0

Z

(

θ ± ln
2

ML

)

, Z0(θ) = lim
L→0

Z(θ). (27.44)

Taking theL→ 0 limit in the integral equation, we get

Zα(θ) = αeαθ + gα(θ|{θα
j })

+2ℑm
∫ ∞

−∞
dθ′G(θ − θ′ − iη) ln

[

1 + (−1)δeiZα(θ′+iη)
]

, (27.45)

whereα = ±, 0. In gα we have the contribution of the rootsθα
j and additionally:χ(∞)(Q−Q±)

for g± andχ(∞)(Q−−Q+) for g0, whereQ± are the topological charges of the left/right moving
configurations. Then using the expressions for the energy and momentum, we have

L

4π

[

E(L)± P (L) +
1

12

]

=
1

2π





N±
H∑

k=1

e±θh,±
k −

N±
C∑

k=1

e±θc,±
k −

N±
W∑

k=1

e
±θw,±

k

II





∓ℑm
∫ ∞

−∞
dθ e±θ ln

[

1 + (−1)δeiZ±(θ+iη)
]

. (27.46)
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Calculations lead to the conformal spectrum with

Q = m, n± =
δ

2
+ k± ∓

(
Q

2
∓Q±

)

, (27.47)

wherek± are integers such thatn+ = n− [41]. The integer excitation numbers are related to the
quantization numbers of left and right moving roots.
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28 Two-dimensional Coulomb gas

28.1 Basic facts about 2D Coulomb gas

Let us consider an infinited-dimensional space of pointsr ∈ R
d, having for simplicity vacuum

dielectric constantǫ = 1. The Coulomb potentialφ(r), induced by a unit charge at the origin0,
is the solution of the Poisson equation

∆φ(r) = −sdδ(r), (28.1)

wheresd is the surface area of thed-dimensional unit sphere;s2 = 2π, s3 = 4π, etc. According
to this definition, the long-range tail of the Coulomb potential implies in the Fourier space the
characteristic singular small-k behaviorφ̂(k) = 1/k2 in any dimension. This maintains many
generic properties (like screening and the related sum rules [59]) of “real” 3D Coulomb systems
with φ(r) = 1/r, r ∈ R

3. In 2D of interest, we have

φ(r) = − ln

(
r

r0

)

, r ∈ R
2. (28.2)

The free length scaler0, which fixes the zero point of the Coulomb potential, is set for simplicity
to unity.

The symmetric Coulomb gas, sometimes referred to as the two-component plasma, consists
of two species of pointlike particles, of opposite unit chargesq ∈ {+1,−1} (in our units, the
elementary chargee = 1). The interaction energyE of a given set of particles{i}, with charges
{qi} and at spatial positions{ri}, is given by

E({qi, ri}) =

N∑

(i<j)=1

vqiqj (ri, rj), vqq′ (r, r′) = qq′φ(|r− r′|). (28.3)

The particles are constrained to a domainΛ; since we are interested in bulk properties, we shall
consider the thermodynamic limit|Λ| → ∞; the infinite system is homogeneous and transla-
tionally invariant. The Coulomb gas is studied in thermodynamic equilibrium, via the grand
canonical ensemble characterized by the (dimensionless) inverse temperatureβ and the couple
of fugacitiesz+ andz− for particles with chargeq = +1 andq = −1, respectively. Alterna-
tively, chemical potentialsµ+ andµ− can be defined byz± = exp(βµ±)/λ2 whereλ is the de
Broglie thermal wavelength. The bulk Coulomb gas is neutral[60], and thus its bulk properties
depend only onµ = (µ+ + µ−)/2, i.e. on

√
z+z−. It is therefore possible to setz+ = z− = z;

at some places, in order to distinguish between the+ and− charges, we shall keep the notation
z±. The grand partition function is defined by

Ξ(z+, z−) =

∞∑

N+=0

∞∑

N−=0

z
N+

+

N+!

z
N−

−
N−!

Q(N+, N−), (28.4)

where

Q(N+, N−) =

∫

Λ

N∏

i=1

dri exp [−βE({qi, ri})] (28.5)
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is the configuration integral ofN+ positive andN− negative charges, andN = N+ +N−. Due
to the neutrality of the bulk Coulomb gas, the sums in (28.4) over all possible values ofN+ and
N− may be restricted to neutral configurationsN+ = N− = N/2 (N = 0, 2, 4, . . .) only. For
the 2D Coulomb potential (28.2) with r0 = 1, the configuration integral reads

Q(N+, N−) =

∫

Λ

N∏

i=1

d2ri

N∏

(i<j)=1

|ri − rj |βqiqj . (28.6)

The grand potentialΩ is defined by

− βΩ = ln Ξ. (28.7)

It is expected to be an extensive quantity,Ω ∝ |Λ|, in the thermodynamic limit. The specific
grand potentialω is related to the bulk pressureP as follows

− βω = lim
|Λ|→∞

−βΩ

|Λ| = lim
|Λ|→∞

ln Ξ

|Λ| = βP. (28.8)

For the considered case of pointlike particles, the singularity of the Coulomb potential of
the Coulomb potential (28.2) at the originr = 0 can cause the thermodynamic collapse of
positive-negative pairs of charges. The (short-distance,ultraviolet) stability against this collapse
is associated with the 2D spatial integrability

∫
dr r of the corresponding Boltzmann factorr−β

at short distances. We see that the stability regime corresponds to small enough inverse temper-
atures0 ≤ β < 2; in what follows, we shall restrict ourselves to this stability region. Going
beyondβ = 2, the introduction of a small hard core around each particle,keeping the+/− pairs
at some finite nonzero distance, is inevitable. In spite of the tendency to the creation of neutral
pairs of+/− charges, there still exist free charges (which are able to screen and so the system
remains in its conducting phase) up to the Kosterlitz-Thouless transition of infinite order to the
dielectric phase at pointβKT = 4 [61].

In the complementary large-distance (infrared) region, the configuration integrals (28.6) di-
verge in the thermodynamic limit|Λ| → ∞ provided thatβ < 4. To show this fact, we consider
the configuration integral (28.6) with the imposed charge neutralityN+ = N− = N/2,

Q(N/2, N/2) =

∫

Λ

N/2
∏

i=1

d2pi

N/2
∏

i=1

d2ni

N/2
∏

(i<j)=1

|pi − pj |β

×
N/2
∏

(i<j)=1

|ni − nj |β
N/2
∏

i,j=1

|pi − nj |−β , (28.9)

wherep (n) denote the vector positions of positive (negative) charges. Since the thermodynamic
limit should not depend on the shape of the domainΛ, we can choose the disc geometry of
radiusR. We rescale allp andn vectors in the integral (28.9) byR and obtainQ(N/2, N/2) ∝
RN(2−β/2). If β < 4,Q(N/2, N/2)→∞ in the thermodynamic limitR→∞. This divergence
will be eliminated within the so-called renormalized Mayerexpansion, developed in the next
subsection. For the time being, the infrared divergence causes that the grand potentialΩ depends
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on the fugacityz in a non-analytic way. Indeed, asQ(N/2, N/2) ∝ RN(2−β/2) couples tozN ,
Ω depends onz andR exclusively via the combinationzR2−β/2. But Ω ∝ R2, so that

βP = −βω = f(β)z
1

1−β/4 (28.10)

with some as yet undetermined function of primary interestf(β).
In order to introduce the one- and two-body densities, we need a functional generalization of

the grand partition function to position-dependent fugacitiesz± → z±(r):

Ξ[z] =

∞∑

N+=0

∞∑

N−=0

1

N+!

1

N−!

∫

Λ

N∏

i=1

[drizqi(ri)]

N∏

(i<j)=1

e−βvqiqj
(ri,rj). (28.11)

The density of particles with chargeq = ±, nq, is defined by

nq(r) =

〈
∑

i

δq,qiδ(r− ri)

〉

= zq(r)
1

Ξ

δΞ

δzq(r)

∣
∣
∣
∣
uniform

. (28.12)

Here, “uniform” meansz+(r) = z−(r) = z and the thermodynamic limit|Λ| → ∞. Due to the
space homogeneity, we haven+(r) = n−(r) = n/2, where the total particle density is given by

n = z
∂

∂z
(−βω) = f(β)

1

1− β/4z
1

1−β/4 . (28.13)

The density-fugacity relation plays a fundamental role in the derivation of the thermodynamics.
Comparing (28.13) with the relation (28.10), we obtain the exact equation of state

βP =

(

1− β

4

)

n, (28.14)

which is equivalent to the equation of state for an ideal fluid, with the particle density rescaled
by the temperature-dependent factor1− β/4.

At two-particle level, we introduce the translationally invariant two-body densities

nqq′ (r, r′) =

〈
∑

i6=j

δq,qiδ(r− ri)δq′,qjδ(r
′ − rj)

〉

= zq(r)zq′ (r′)
1

Ξ

δ2Ξ

δzq(r)δzq′ (r′)

∣
∣
∣
∣
uniform

. (28.15)

They describe the effect of statistical correlation between two particles, the one with chargeq at
spatial positionr and the other with chargeq′ at r′. For oppositely charged particles, the two-
body densities possess an important property: Their behavior at short distance is dominated by
the Boltzmann factor of the Coulomb potential [62],

n+−(r, r′) ∼ z+z−
1

|r− r′|β . (28.16)
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28.2 Renormalized Mayer expansion

For the 2D Coulomb gas, we can construct systematically the high-temperature expansion of the
density-fugacity relationship (28.13) in powers ofβ. The method is based on a renormalization
of the Mayer diagrammatic technique for general classical multi-component fluids; the chargeq,
which takes the± values in the Coulomb gas, denotes internal degrees of freedom for particles.
We first review the ordinary Mayer expansion and then explainits bond-series renormalization.

The above formulation with fugacities{zq(r)} as controlling variables and the logarithm of
the grand partition function as the generator for one-particle densities (28.12) is the direct one.
The transition to the inverse format, with densities{nq(r)} as controlling variables, is based on
the Legendre transformation

− βF [n] = ln Ξ−
∫

Λ

dr
∑

q

nq(r) ln zq(r), (28.17)

which defines the Helmholtz free energyF as the explicit density functional. The subtraction of
the one-particle part leads to the excess free energyF ex, defined by

∆[n] ≡ −βF ex[n] = −βF [n] +

∫

Λ

dr
∑

q

[nq(r) lnnq(r)− nq(r)] . (28.18)

It is easy to show that∆[n] is the generator for the density-fugacity relationship in the following
sense

ln

[
nq(r)

zq(r)

]

=
δ∆[n]

δnq(r)
, q = ±. (28.19)

The ordinary Mayer diagrammatic technique (see e.g. the monograph [63]) is based on the
introduction of the Mayerf -function, related to the pair interaction via

exp [−βvqq′(r, r′)] = 1 + fqq′(r, r′). (28.20)

For “standard” interactionsvqq′ (r, r′), which vanish for|r − r′| → ∞, alsofqq′(r, r′) goes to
0 at asymptotically large distances. Inserting the decomposition (28.20) into the definition of
the grand partition function (28.11), expanding in Mayerf -functions and using specific topolog-
ical reduction rules for the obtained diagrams, in the density format, the Mayer diagrammatic
representation of the generator∆[n] reads

∆[n] =
{

all connected diagrams which consist ofN ≥ 2 field nqi(i)-circles

andfqiqj (i, j)-bonds, and are free of connecting circles.
}

(28.21)

Here, the vector positionri of a particle is denoted byi (= 1, . . . , N) and every field (black)
circle i is integrated over spatial coordinateri and summed overqi-states. A connecting circle is
the one whose removal disconnects the diagram onto two or more independent parts.

Thef -bonds are not integrable for the Coulomb gas. In this case, the renormalization of the
Mayer expansion consists in two steps [64–66]:
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• The expansion of each Mayer function in the inverse temperature,

fq1q2(1, 2) = −βvq1q2(1, 2) +
1

2!
[−βvq1q2(1, 2)]

2
+ · · · (28.22)

or, graphically,

1,q1 2,q2

f

=
1,q1 2,q2

−βv
+

1,q1 2,q2
+ · · · ,

where the factor 1/(number of interaction lines)! is automatically assumed.

• The consequent series elimination of two-coordinated fieldcircles between every couple
of three- or more-coordinated field circles; hereinafter, by coordination of a circle we mean
its bond-coordination, i.e. the number of bonds meeting at this circle. The renormalized
K-bonds are given by

1, q1 2, q2

K

=
1, q1 2, q2

+
1, q1 2, q2

+ · · ·

or, algebraically,

Kq1q2(1, 2) = [−βvq1q2(1, 2)]

+
∑

q3

∫

Λ

d3 [−βvq1q2(1, 3)]nq3(3)Kq3q2(3, 2). (28.23)

The bond-renormalization transforms the ordinary Mayer diagrammatic expansion (28.21)
into [66]

∆[n] = + D0[n] +

∞∑

s=1

Ds[n], (28.24)

where

D0[n] = + + + . . .

=
∞∑

N=2

1

2N

∑

q1,...,qN

∫

Λ

N∏

i=1

[di nqi(i)] [−βvq1q2(1, 2)]

× [−βvq2q3(2, 3)] · · · [−βvqN q1(N, 1)] (28.25)
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is the sum of all unrenormalized ring diagrams (which cannotundertake the renormalization
procedure because of the absence of three- or more-coordinated field points) and

∞∑

s=1

Ds[n] =
{

all connected diagrams which consist ofN ≥ 2 field

nqi(i)-circles of coordination≥ 3 and multiple

Kqiqj (i, j)-bonds, and are free of connecting circles
}

(28.26)

represents the set of all remaining completely renormalized graphs. By multipleK-bonds we
mean the possibility of an arbitrary number ofK-bonds between a couple of field circles, with
the obvious topological factor1/(number of bonds)!. The order ofs-enumeration is irrelevant,
let us say

D1 D2 D3 D4 D5 D6

etc.
In accordance with the relation (28.19), the density-fugacity relation is expressible in the

renormalized format as follows

ln

[
nq1(1)

zq1(1)

]

=
1, q1

+ d0(1, q1) +

∞∑

s=1

ds(1, q1) (28.27)

where the root (white) circle has the fixed spatial vector1 and the particle stateq1, d0(1, q1) =
δD0[n]/δnq1(1) can be readily obtained as the limit

d0(1, q1) =
1

2
lim
2→1

[Kq1q2(1, 2) + βvq1q2(1, 2)]
∣
∣
∣
q2=q1

(28.28)

and

ds(1, q1) =
δDs[n]

δnq1(1)
(s = 1, 2, . . .) (28.29)

denotes the whole family of(1, q1)-rooted diagrams generated fromDs[n]. To get the family,
one has to take into account the functional dependence of thedressedK-bonds (28.23) on the
species densities as well. Since it holds

δKq1q2(1, 2)

δnq3(3)
= Kq1q3(1, 3)Kq3q2(3, 2), (28.30)

the root circle is generated, besides the field-circle positions, also onK-bonds, causing their
“correct”K −K division. For example, in the case of the generatorD1, we get

d1(1, q1) =
1, q1

+

1, q1

(28.31)
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For the infinite 2D Coulomb gas with homogeneous species densities nq(r) = nq = n/2
(q = ±), the renormalizedK-bonds (28.23) take the form

Kqiqj (i, j) = qiqjK(i, j) (28.32)

whereK(i, j) satisfies the integral equation

K(1, 2) = [−βφ(1, 2)] +

∫

Λ

d3 [−βφ(1, 3)]nK(3, 2). (28.33)

Since|Λ| → ∞, we have the translationally invariantK(i, j) = K(|i− j|) and so this equation
is explicitly solvable in the Fourier space. Recalling thatthe Fourier component̂φ(k) = 1/k2,
we arrive at

K(r) = −β
∫

d2k

2π

1

k2 + 2πβn
exp(ik · r) = −βK0(r

√

2πβn), (28.34)

whereK0 is the modified Bessel function of second kind.
The renormalized representation of the generator∆(n), Eqs. (28.24)-(28.26), consists of

three kinds of diagrams.

(i) The first term on the rhs of (28.24)

1

2!

∑

q1,q2=±1

∫

Λ

d1d2 q1nq1(1) [−βφ(1, 2)] q2nq2(2) (28.35)

is equal to zero by the charge neutrality.

(ii) The second term (28.25) is expressible as

D0(n) =

∞∑

N=2

nN

2N

∫

Λ

N∏

i=1

di [−βφ(1, 2)] [−βφ(2, 3)] · · · [−βφ(N, 1)]

=
1

2

∫ n

0

dn′
∞∑

N=2

n′(N−1)

∫

Λ

N∏

i=1

di [−βφ(1, 2)] [−βφ(2, 3)] · · · [−βφ(N, 1)] .

(28.36)

With regard to the relation (28.33), the sum overN is nothing but|Λ| × limr→0[K(r) + βφ(r)]
evaluated atn = n′. Taking into account the explicit form ofK-bonds (28.34), we need the
small-x expansion ofK0(x) [67],

K0(x) = − ln
(x

2

)

I0(x) +
∞∑

i=0

x2i

22i(i!)2
ψ(i+ 1), (28.37)

where

I0(x) =
∞∑

i=0

x2i

22i(i!)2
and ψ(x) =

d

dx
ln Γ(x)

is the psi function; in particular,ψ(1) = −C with C being Euler’s constant. We find that

D0(n)

|Λ| =
β

4
(n lnn− n) +

βn

2

[

C +
1

2
ln

(
πβ

2

)]

. (28.38)
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(iii) Let the completely renormalized diagramDs (s = 1, 2, . . .), belonging to the sum (28.26),
be composed ofNs skeleton verticesi = 1, . . . , Ns of coordinationνi ≥ 3 andLs bonds
α = 1, . . . , Ls; a given bondα is defined by an ordered pair of skeleton vertices(α1 < α2) joint
by this bond. The set of coordination numbers{νi} is constrained by

∑Ns

i=1 νi = 2Ls as every
bond is shared by just two vertices. Fornqi(i) = n/2,Ds(n) can be formally expressed as

Ds(n) = ts
∑

q1,...,qNs=±1

∫

Λ

Ns∏

i=1

[di nqi(i)q
νi

i ]

Ls∏

α=1

K(α1, α2)

= ts

(n

2

)Ns
Ns∏

i=1

(
∑

qi=±1

qνi

i

)
∫

Λ

Ns∏

i=1

di

Ls∏

α=1

K(α1, α2), (28.39)

wherets is the numerical topological factor. We see thatDs(n) 6= 0 if and only if the coordi-
nations of all vertices{νi} are even numbers≥ 4. Let us assume that this condition is fulfilled.
In the limit |Λ| → ∞, due to the invariance of the integrated product

∏Ls

α=1K(α1, α2) with
respect to a uniform shift in all integration variables{i}, one of these variables can be chosen as
a reference put at the origin0, with the simultaneous multiplication of the integral by the volume
|Λ|,

Ds(n) = tsn
Ns |Λ|

∫ Ns∏

i=1

di δ(j − 0)

Ls∏

α=1

K(α1, α2). (28.40)

Here,j is the vector position of an arbitrary one of the field circles(1, . . . , Ns). The scaling form
of K(α1, α2) = −βK0(|α1 − α2|

√
2πβn) permits us to perform then- andβ-classification of

the integral in (28.40). Every dressed bondK(α1, α2) brings the factor−β and enforces the
substitutionr′ = r

√
2πβn which manifests itself as the factor1/(2πβn) for each field-circle

integration∼
∫
rdr. Since there are just(Ns−1) independent field-circle integrations in (28.40),

we conclude that

Ds(n)

|Λ| = nβLs−Ns+1ds, ds =
Ds(n = 1, β = 1)

|Λ| . (28.41)

The first nonzero diagram isD2. It contributes to theβ3 order, with

d2 =
1

2!4!

∫
d2r

2π
K4

0 (r) =
1

2!4!

7

8
ζ(3), (28.42)

whereζ is the Riemann’s zeta function. In the nextβ4 order, only the diagramD6 has all vertices
even-coordinated and therefore survives, with

d6 =
1

3!(2!)3

∫
d2r1
2π

∫
d2r2
2π

K2
0(r1)K

2
0 (r2)K

2
0 (r1 − r2) =

1

3!(2!)3
3

16
ζ(3), (28.43)

etc. The above integrals of Bessel functions are evaluated by using the Fourier component of
K2

0(r),

Ĝ(k) =

∫
d2r

2π
eik·rK2

0 (r) =

∫ ∞

0

dr rJ0(kr)K
2
0 (r) =

ln

[

k
2 +

√

1 +
(

k
2

)2
]

k

√

1 +
(

k
2

)2
, (28.44)
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whereJ0 is the ordinary Bessel function. Simple algebra yields
∫

d2r

2π
K2

0 (r)K2
0 (r) =

∫ ∞

0

dk kĜ2(k) (28.45)

and
∫

d2r1
2π

d2r2
2π

K2
0 (r1)K

2
0 (r2)K

2
0 (r1 − r2) =

∫ ∞

0

dk kĜ3(k). (28.46)

The primitive functions ofkĜ2(k) andkĜ3(k) are available explicitly [67].

The diagrammatic contributions in the above paragraphs (i)–(iii) can be summarized by the
formula

∆(n)

|Λ| =
β

4
(n lnn− n) +

βn

2

[

C +
1

2
ln

(
πβ

2

)]

+ n

∞∑

s=1

dsβ
Ls−Ns+1. (28.47)

Here,{ds} are the numbers yielded by the topology of the renormalized diagrams{Ds}, nonzero
only if the bond coordinations of all vertices are even numbers ≥ 4. The first few nonzero
contributions read

∞∑

s=1

dsβ
Ls−Ns+1 =

7

6
ζ(3)

(
β

4

)3

+ ζ(3)

(
β

4

)4

+O(β5). (28.48)

In order to evaluateln(nq/zq) (q = ±) using the relation (28.19), we first recall the well-
known equation

∂∆(n)

∂n
=
∑

q

∫

dr
δ∆[n]

δnq(r)

∂nq(r)

∂n
(28.49)

valid for an arbitrary functional∆[n] with nq(r) substituted by some function ofn. In the
homogeneous casen+(r) = n−(r) = n/2, this relation takes the form

∂∆(n)

∂n
=
|Λ|
2

(
δ∆[n]

δn+(r)

∣
∣
∣
∣
uniform

+
δ∆[n]

δn−(r)

∣
∣
∣
∣
uniform

)

, (28.50)

where ther-independence of the functional derivatives was assumed for an infinite system. For
diagrams in∆[n], the direct link between the+ and− states of the root point is realized through
the charge state transformation{qi → −qi} at all field vertices. The diagrams are invariant with
respect to this transformation. Hence, taking into account(28.50), we have

δ∆[n]

δn+(r)

∣
∣
∣
∣
uniform

=
δ∆[n]

δn−(r)

∣
∣
∣
∣
uniform

=
∂

∂n

∆(n)

|Λ| . (28.51)

The consequent relationsln(n+/z) = ln(n−/z) = ∂[∆(n)/|Λ|]/∂n, with ∆(n)/|Λ| given by
(28.47), lead to the final result

n1−β/4

z
= 2ββ/4 exp

{
[

2C + ln
(π

2

)] β

4
+

∞∑

s=1

dsβ
Ls−Ns+1

}

. (28.52)

Taking into account (28.48), this represents the high-temperature (smallβ) expansion of the
density-fugacity relation for the 2D Coulomb gas.
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28.3 Mapping onto the sine-Gordon model

The 2D Coulomb gas is equivalent to the 2D Euclidean sine-Gordon model [68–70]. The map-
ping is accomplished via the grand partition function defined by (28.4) and (28.5). Introducing
the microscopic charge density

ρ(r) =

N∑

i=1

qiδ(r− ri), (28.53)

the interaction energy (28.3) can be expressed as

E({qi, ri}) =
1

2

∫

d2r

∫

d2r′ ρ(r)φ(|r − r′|)ρ(r′)− 1

2
Nφ(0); (28.54)

we forget for a while that the self-energyφ(0) = limr→0(− ln r) diverges. Let us consider the
corresponding Boltzmann factorexp[−βE({qi, ri})] in the configuration integral (28.5). Since
−∆/(2π) is the inverse operator of the 2D Coulomb potentialφ(r) [see Eq. (28.1) with s2 =
2π], using the Hubbard-Stratonovich transformation we have

exp

[

−β
2

∫

d2r

∫

d2r′ ρ(r)φ(|r − r′|)ρ(r′)
]

=

∫
Dϕ exp

[∫
d2r

(
1
2ϕ∆ϕ + ibϕρ

)]

∫
Dϕ exp

(∫
d2r 1

2ϕ∆ϕ
) , (28.55)

whereb =
√

2πβ,ϕ(r) is a real scalar field and
∫
Dϕ denotes the functional integration over this

field. The termϕ∆ϕ can be rewritten as−(∇ϕ)2 by using integration by parts, with a vanishing
contribution from infinity. Insertingρ(r) from (28.53), the configuration integral is written as

Q(N+, N−) = eβφ(0)N/2

〈(∫

d2r eibϕ(r)

)N+
(∫

d2r e−ibϕ(r)

)N−
〉

free

, (28.56)

where〈· · ·〉free means the average over the free-field actionSfree =
∫

d2r (∇ϕ)2/2. The self-
energy term renormalizes the fugacities,

z̃± = exp[βφ(0)/2]z±. (28.57)

The grand partition function (28.4), after summing overN+ andN−, becomes the functional
integral

Ξ(z+, z−) =

∫
Dϕ exp[−S(z̃+, z̃−)]
∫
Dϕ exp[−S(0, 0)]

(28.58)

with the action

S(z̃+, z̃−) =

∫

d2r

[
1

2
(∇ϕ)2 − z̃+eibϕ − z̃−e−ibϕ

]

. (28.59)

In the uniform casez+ = z− = z, we end up with the sine-Gordon representation

Ξ(z) =

∫
Dϕ exp[−S(z̃)]

∫
Dϕ exp[−S(0)]

, S(z̃) =

∫

Λ

d2r

[
1

2
(∇ϕ)2 − 2z̃ cos(bϕ)

]

, (28.60)
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wherez̃ = exp[βφ(0)/2]z is the renormalized fugacity.
To obtain the sine-Gordon representation of the many-body densities, the generalization of

the above formalism to position-dependent fugacitiesz±(r) is needed. The generalization is
straightforward and results in the representation (28.58) with the action (28.59) in which the
constant (renormalized) fugacities are substituted by theposition-dependent ones,z̃± → z̃±(r).
The one-body density (28.12) is obtained in the form

nq(r) =
n

2
= zq(r)

1

Ξ

δΞ

δzq(r)

∣
∣
∣
∣
uniform

= z̃q(r)
1

Ξ

δΞ

δz̃q(r)

∣
∣
∣
∣
uniform

= z̃
〈

eiqbϕ(r)
〉

. (28.61)

Here, the symbol〈· · ·〉 denotes the averaging over the action (28.60), i.e.

〈· · ·〉 =
1

∫
Dϕ exp[−S(z̃)]

∫

Dϕ exp[−S(z̃)] · · · . (28.62)

For the two-body densities (28.15), we get

nqq′ (r, r′) = z̃q(r)z̃q′ (r′)
1

Ξ

δ2Ξ

δz̃q(r)δz̃q′ (r′)

∣
∣
∣
∣
uniform

= z̃2
〈

eiqbϕ(r)eiq′bϕ(r′)
〉

. (28.63)

The crucial variable in the formalism is̃z, i.e. the fugacity renormalized by the diverging
self-energy factor. In the sine-Gordon actionS(z̃), it couples to the cos-field. To givẽz a
precise meaning, we have to fix the normalization of this cos-field. In the Coulomb format,
the normalization is given by the short-distance behavior of the two-body density for oppositely
charged particles (28.16). In view of (28.63), this short-distance asymptotic is equivalent to

eβφ(0)
〈

eibϕ(r)e−ibϕ(r′)
〉

∼ 1

|r− r′|β as|r− r′| → 0. (28.64)

Under this so-called conformal normalization, which was usually omitted in statmech literature,
the divergent self-energy factor disappears from statistical relations calculated within the sine-
Gordon representation.

This fact can be easily verified in the high-temperature limit β → 0, when, in the leadingβ
order,cos(bϕ) ∼ 1− (bϕ)2/2 = 1− (πβ)ϕ2. The sine-Gordon actionS(z̃) becomes

S(z̃) ∼
∫

d2r

[
1

2
(∇ϕ)2 + 2πβz̃ϕ2

]

− 2z̃|Λ|. (28.65)

Thus,ϕ has a Gaussian distribution. In terms of the Fourier component ϕ̂(k) =
∫

d2r eik·rϕ(r),
theϕ-dependent part of the action takes the diagonal form

S(z̃) =

∫
d2k

(2π)2

(
k2

2
+ 2πβz̃

)

|ϕ̂(k)|2. (28.66)

Consequently,

〈
|ϕ̂(k)|2

〉
=

1

k2 + 4πβz̃
(28.67)

and

〈ϕ(r)ϕ(r′)〉 =
∫

d2k

(2π)2
eik·(r−r

′)
〈
|ϕ̂(k)|2

〉
=

1

2π
K0

(√

4πβz̃|r− r′|
)

. (28.68)
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In the Gaussian approximation, it holds
〈

eib[ϕ(r)−ϕ(r′)]
〉

= e−(b2/2)〈[ϕ(r)−ϕ(r′)]2〉

= e−πβ〈ϕ2(r)〉e−πβ〈ϕ2(r′)〉e2πβ〈ϕ(r)ϕ(r′)〉. (28.69)

In the large-distance limit|r − r′| → ∞, 〈eib[ϕ(r)−ϕ(r′)]〉 decouples to〈eibϕ(r)〉〈e−ibϕ(r′)〉 and,
according to (28.68), 〈ϕ(r)ϕ(r′)〉 → 0. Thus we get

e−πβ〈ϕ2(r)〉 = 〈e±ibϕ(r)〉 = n

2z̃
(28.70)

and the relation (28.69) reads
〈

eibϕ(r)e−ibϕ(r′)
〉

=
( n

2z̃

)2

e2πβ〈ϕ(r)ϕ(r′)〉. (28.71)

In the short-distance limit|r−r′| → 0, using the small-x expansion ofK0(x) (28.37) in (28.68),
we have

〈ϕ(r)ϕ(r′)〉 ∼ − 1

2π

[

ln
(√

πβz̃|r− r′|
)

+ C
]

. (28.72)

Combining this with the short-distance conformal normalization (28.64), the formula (28.71)
leads to

n

2z
= exp

{
βC

2
+
β

4

[

ln(πβz) +
βφ(0)

2

]}

. (28.73)

But β2φ(0) = 0 at the orderβ; this term will be cancelled in the nextβ2 order. We therefore
conclude that

n = z1+β/42(πβ)β/4 exp

(
βC

2

)

. (28.74)

Since1 + β/4 ∼ 1/(1 − β/4) in the limit β → 0, we recover the leading term of the density-
fugacity relation (28.52) obtained by using the renormalized Mayer expansion.

28.4 Thermodynamics of the 2D Coulomb gas

The equivalence between the 2D Coulomb gas and the 2D Euclidean sine-Gordon theory is
written in Eq. (28.60). For a large domainΛ, the sine-Gordon functional integral behaves as

∫

Dϕ exp[−S(z̃)] ∼ exp [−e0(z)|Λ|] , (28.75)

wheree0(z) is the specific ground state energy. This allows us to expressthe specific grand
potentialω of the Coulomb gas (28.8) as follows

βω = e0(z)− e0(0), (28.76)

wheree0(0) is the specific ground-state energy of the free model.
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From the exact TBA solution for the specific ground-state energy of the sine-Gordon model
(26.62), we have

[e0(z)− e0(0)] = −M
2

4
tan

(
πξ

2

)

, (28.77)

whereξ (= 1/λ in the sine-Gordon model) is the temperature parameter given by

ξ =
b2

8π − b2 =
β

4− β . (28.78)

The fugacityz (= µ in the sine-Gordon model) is related to the soliton massM by Eq. (26.69),
written as

z =
1

π

Γ
(

ξ
ξ+1

)

Γ
(

1
ξ+1

)



M

√
π

2

Γ
(

ξ+1
2

)

Γ
(

ξ
2

)





2
ξ+1

. (28.79)

Finally, using the generating relation for the particle density (28.13), the explicit density-fugacity
relationship reads

n1−β/4

z
= 2

(
πβ

8

)β/4 Γ
(

1− β
4

)

Γ
(

1 + β
4

)




tan

(
πβ

2(4−β)

)

πβ
2(4−β)

Γ2
(

1 + β
2(4−β)

)

1
π Γ2

(
1
2 + β

2(4−β)

)





1−β/4

. (28.80)

The expansion of the rhs of this equation around the infinite temperatureβ = 0 up to theβ4

term is identical to the previous result (28.52) with the series (28.48). Near the collapse point
β = 2 at fixedz, we get the expected divergence of the density:

n ∼ 4πz2

2− β , β → 2−. (28.81)

The same formula was derived by using a picture of the Coulombgas near the collapse point as
the system of independent neutral pairs of+ and− charges [71].

To obtain the complete thermodynamics of the 2D Coulomb gas,we pass from the grand-
canonical to canonical ensemble via the Legendre transformation

F = Ω + µN, (28.82)

whereF is the free energy andµ = β−1 ln z. The knowledge of the density-fugacity relationship
(28.80) allows us to obtain explicitly the free energy per particlef = F/N as a function of the
inverse temperatureβ and the particle densityn. The derivatives off with respect toβ determine
in the standard way the internal energy, the specific heat, etc. [72]. The extension of the exact
thermodynamics of the 2D Coulomb gas beyond the collapse borderβ = 2 for particles with a
small hard core (to prevent the collapse of opposite charges) was accomplished in Ref. [73].

We would like to emphasize that the 2D (symmetric) two-component Coulomb gas was the
first classical fluid in dimension larger than one with completely known thermodynamics. Later
[74], the thermodynamics of the Coulomb gas with the charge asymmetryq1 = +1 andq2 =
−1/2 was solved by mapping the system onto the so-called complex Bullough-Dodd model [75].
This model is also integrable, for its TBA solution see Ref. [76].
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