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Introduction

Investigations with environmental radionuclide tracers began about 60 years ago with applica-
tions of cosmogenic (14C and 3H) and natural (210Pb, 226Ra) radionuclides. This has been a
rapidly developing field, which has included studies on behaviour of radionuclides in the envi-
ronment, use of natural and anthropogenic radionuclides as tracers of environmental processes,
marine radioactivity studies, radiation protection, radioecology, etc., to mention at least a few
of them. These studies have always been limited by the techniques available for sampling and
analysis of radionuclides in the environment. As the levels of radionuclides observed at present
in the environment are very low, high sensitive analytical systems are required for carrying out
environmental investigations. Sampling techniques have developed from simple devices into the
present robotic systems based on ROVs (Remotely Operating Vehicles) and other sophisticated
sampling technologies, which use satellite views of areas for the optimisation of sampling. For
example in the marine environment, where the research work has been heavily depending on the
new technologies, we have seen a replacement of time consuming and expensive large volume
water sampling (500 L) from several km water depths by Rosette multisampling systems (oper-
ating with 12-24 bottles of ∼10 L volume) enabling high resolution water sampling of the water
column within one or two casts only (Povinec, 2004).

State of the art of analytical technologies have always been a limiting factor for environ-
mental radioactivity studies, either because of the fact that the available sensitivity was not high
enough to get meaningful results, or the required sample size was too big to carry out such inves-
tigations, very often with limiting financial resources. In the field of radioanalytical technologies
we have moved from simple radiochemical methods and gas counters to efficient robotic ra-
diochemical techniques and sophisticated detectors working on line with powerful computers,
often situated underground or having anticosmic and/or anti-Compton shielding to protect them
against the cosmic radiation, and thus considerably decreasing their background and increasing
their sensitivity for analysis of radionuclides in the environment at very low-levels.

Further, the philosophy of sampling and laboratory measurements has changed, where ap-
propriate, to in situ analysis of radionuclides in the air, on land, in water and in the sediment,
thus enabling development of isoline maps of radionuclide distributions in the investigated en-
vironments. There has also been an important break-through in the philosophy of radionuclide
analysis in the laboratory from the concept of counting of radioactive decays (and thus waiting for
them) to the direct counting of atoms (as they would be stable isotopes) using high sensitive mass
spectrometers working either with low energy ions (e.g. Thermal Ionisation Mass Spectrometry
– TIMS, Inductively Coupled Plasma Mass Spectrometry – ICPMS, Resonance Ionisation Mass
Spectrometry – RIMS, Secondary Ionisation Mass spectrometry - SIMS), or with accelerated
ions to levels of tens or hundreds of MeV in Accelerator Mass Spectrometry (AMS) systems.

All these developments have enabled to carry out research which has not been possible be-
fore either because of lack of sensitivity or required sample size. Simultaneously, it has also
been possible to proceed from analyses of bulk samples to compound specific analyses, e.g. by
a combination of gas chromatographs (a selection of specific compounds) and mass spectrome-
ters (isotope analysis). This move from simple analytical techniques to the present sophisticated
state of the art technologies has been accompanied by a considerable change in the philosophy
of environmental studies as well, from institutional investigations from the fifties to the seven-
ties, to global international investigations carried out in recent years, e.g. WOCE (World Ocean
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Circulation Experiment), CLIVAR (Climate Variability and Predictability), PAGES (Past Global
Changes), to mention at least a few of them.

As the topic is very wide, it has not been possible to cover all aspects of sampling and
radionuclide analyses in detail; the emphasis has been on recent developments in the field. Simi-
larly, the list of references, although very comprehensive, could not cover all the work done, but
again it is mostly listing only the recent publications. Several conferences on low-level count-
ing and spectrometry have been organised in the past, where more detailed information can be
found (e.g. Povinec and Usačev, 1977; Povinec 1982a; Povinec 1986; Povinec 1987; Garcia-
Leon and Madurga, 1991; Povinec, 1991a; Povinec, 1992; Garcia-Leon and Garcia-Tenorio,
1994; Holm et al., 1996; Cook et al., 1996; Povinec, 1999; Kutschera et al., 2000; Schwaiger
et al., 2004; Povinec and Sanchez-Cabeza, 2006). A few monographs have been published as
well, where readers can find more specific information (Theodorson, 1996; Debertin and Helmer,
1998; Tuniz et al., 1998; Povinec, 2008). For example sampling techniques (Scott and Dixon,
2008; Macášek, 2008; Povinec, 2004), radiochemical separation methods (Aoyama and Hirose,
2008; Povinec, 2004), statistical data evaluation (Currie, 2008), applications of the neutron acti-
vation analysis for determination of long-lived radionuclides (Hou, 2008), and in situ techniques
using mobile gamma-ray spectrometers, helicopters and airplanes (Tyler, 2008), have recently
been covered in specific reviews. New trends in mass spectrometry techniques for analysis of
long-lived radionuclides including ICPMS (Roos, 2008) and RIMS (Erdmann et al., 2008) have
recently been reviewed as well.

In the present review we discuss in detail some recent developments in measuring techniques
using radiometrics and mass spectrometry methods. We focus here on the main breakthrough
which in the radiometrics sector has been development of underground laboratories for low-level
counting. Monte Carlo simulations of detector background characteristics have been impor-
tant pre-requisite when designing low-level counting systems, also important when working in
laboratories situated hundreds of meters underground, where radioactive purity of construction
materials and radon concentration in the air become dominant factors controlling the detector
background. These techniques are described in detail with the aim to help and encourage read-
ers with interests in low level counting to build underground laboratories. In situ underwater
techniques represent a new approach in analysis of environmental radionuclides that have been
recently applied for radionuclide mapping of seabed sediments and/or stationary monitoring of
radionuclides in the aquatic environment. A transfer from bulk sample analysis to particle analy-
sis has been another example of breakthrough in mass spectrometry, which is described in detail
using SIMS. AMS is covered as well, as it has been the most important, really a revolutionary
break-through in analytical methodologies for long-lived environmental radionuclides. Recent
progress in environmental studies is illustrated by several examples in environmental radioactiv-
ity studies, as well as in climate change studies.

We hope by publishing this review to offer readers an overview of recent developments in
isotope technologies, encourage and advice them how to build the state of the art analytical
laboratories for environmental research.
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1 Underground Low-Level Counting and Spectrometry

Underground installations for low-level counting and spectrometry represent the most significant
break-through in radiometrics technologies for non-accelerator nuclear and particle physics, cos-
mic ray physics and environmental physics. An increasing number of experiments have been de-
voted to the detection of very rare events, e.g. experiments on solar neutrinos, double beta-decay,
searches for dark matter and experiments in environmental physics have gained a continuously
growing interest in modern physics. Their common feature is a utilization of high sensitive low-
level counting spectrometers, operating very often underground (e.g. Heusser 1995; Povinec,
2004, 1994).

Already early experiments on solar neutrinos (Davis et al., 1966) showed that an underground
environment is a necessary prerequisite for rare nuclear and particle investigations. However, it
has been stress only recently that even for conventional low-level counting experiments the un-
derground environment is a must, if high sensitivity is required (Loosli et al., 1986; Heusser,
1994). In contradiction to large scale experiments, such as solar neutrino experiments or double
beta decay experiments, environmental experiments do not require deep underground installa-
tions of the order of 1000 m w.e. (the unit “water equivalent” is used to normalize for different
shield environments, e.g. rock, lead, iron, etc.). A considerable improvement of counting param-
eters can be reached even at depth of the order of tens of meters of w.e. The nucleonic component
of cosmic rays is significantly reduced even in such low depths, what has considerable effect on
the detector background.

Very important recent development in the radiometrics sector of analysis of radionuclides
in the environment has also been the availability of large volume HPGe detectors (about 200%
relative efficiency compared to a 76 mm in diameter and 76 mm long NaI(Tl) detector). However,
because of the large volume and mass of an HPGe detector, interactions between cosmic rays and
the detector affect considerably its background characteristics. An anticosmic shielding and/or
underground operation of detectors has become therefore important for their optimum utilization
for analysis of environmental radionuclides (Heusser, 1994; Povinec, 1994; Heusser, 1995; Reyss
et al., 1995; Niese et al., 1998; Neder et al., 2000; Neumaier et al., 2000; Vojtyla and Povinec,
2000; 2006; Semkow et al., 2002; Povinec, 2004; Povinec et al., 2004; Schroettner et al., 2004).

1.1 Detector Background

The main sources of background in a low-level counting system are:

(i) cosmic rays

(ii) radionuclides in the detector environment

(iii) radon

For better understanding of cosmic ray induced background and its effect on counting sensi-
tivity of the detection system we need to review sources of the detector background in detail.

1.1.1 Cosmic Rays on the Earth Surface and Underground

Composition and Fluxes of Cosmic Rays. Primary cosmic rays (CR) are high energy parti-
cles consisting mainly of protons, alpha particles (∼ 13 %) and heavier nuclei (∼ 1 %). They
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Fig. 1.1. Time averaged galactic (modulated) cosmic ray spectra for different modulation parameter Φ,
solar protons with characteristic rigidity R0 = 100-150 MV (dashed area), and of solar alpha-particles
(broken line) (modified from Castagnoli and Lal, 1980).

originate either outside of the solar system (galactic cosmic rays), or they are emitted by ma-
jor flares on the Sun (solar cosmic rays). The galactic cosmic rays (GCR) have higher energies
(mostly in the energy interval from 0.1 to 100 GeV), but lower mean fluxes (about 3 particles
cm−2s−1), whereas the solar cosmic rays (SCR) have lower energies (from 5 to 100 MeV), but
higher fluxes (about 100 particles cm−2s−1). A comparison of cosmic ray fluxes at various
energies is presented in Figure 1.1 (Castagnoli and Lal, 1980).

The primary cosmic rays interact with atmospheric nuclei and produce various secondary CR
particles, like nucleons, hyperons, mesons, light nuclei, etc. These secondary particles have high
energies enough to undergo nuclear collisions and to produce next generations of particles. Some
of the particles are unstable, and produce new particles in decay processes (muons, electrons,
positrons, neutrinos, photons, etc.). Especially GCR particles produce in the Earth’s atmosphere
a large number of secondary particles – neutrons, protons and pions, which have enough energy
to interact again and to develop hadronic and electromagnetic cascades. The hadronic cascade
contains strong interacting particles, like protons, neutrons and pions. The energy spectrum of
neutrons can be expressed as

pn(E)dE = Ee−E/E0dE, (1.1)

where the temperature of the excited nucleus E0 is around 1 MeV. Because of the fact that
neutrons do not loose energy by ionisation, their pass length in the atmosphere is longer and
their flux is higher than that of protons.
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The electromagnetic cascade contains electromagnetic and weak interactions particles, like
electrons, positrons and photons. These particles do not contribute to nuclear reactions in the
atmosphere. Finally, at sea level we have a huge number of secondary CR particles distributed
over ∼ 1 km2 that originated from one high energy galactic proton. The relative intensities of
charged particles at sea level are as follows: 1 for muons, 0.34 for neutrons, 0.24 for electrons,
0.009 for protons and 0.0007 for pions. The muon flux at sea level is about 1.9 muons cm−2s−1

(Gaisser, 1990).
Some of the particles finally end in nuclear reactions with atmospheric nuclei (O, N, Ar, Ne,

Kr, Xe) and produce cosmogenic nuclides (e.g. 3H, 7Be, 10Be, 14C, 37Ar, 39Ar, 81Kr, etc.). For
example 14C is produced in the reaction 14N(n,p)14C.

The secondary cosmic ray particles observed at the sea level can be therefore grouped into
three main components:

(i) a hard component, consisting mainly of muons;

(ii) a nucleonic component, consisting of neutrons (97 %) and protons;

(iii) a soft component, consisting of electrons, positrons and photons.

The flux of soft component particles can be considerably decreased due to electromagnetic
showers in materials with high atomic number, like lead, iron, mercury, etc. The layer of 20 cm of
lead is enough to leave behind a neglecting number of soft radiation particles. This is the reason
why conventional passive shields of low-level detectors contain 10-20 cm of lead (or 20-40 cm
of iron).

On the other hand, the flux of hard component particles cannot be decreased by the reason-
able thickness of shielding material. This can be only done by installation of detectors deep
underground. However, a partial elimination of the hard component in the detection system is
possible using an anticoincidence shielding.

A composition and fluxes of primary and secondary CR particles are given in Table 1.1. The
total flux of CR is 300 particles m−2s−1, the hard component is 190 particles m−2s−1, the soft
component is 50 particles m−2s−1and the nucleonic component is around 60 particles m−2s−1.
About 75% of all particles at sea level are penetrating particles, mostly muons. The sea level
vertical flux ratio for protons to muons is about 3 % at 1 GeV/c (0.5 % at 10 GeV/c).

Variations of cosmic rays. Primary cosmic rays undergo several types of variations which
considerably change their energy spectra and fluxes. Figure 1.1 shows typical spectra and fluxes
of galactic and solar cosmic rays. The modulation effect of the 11 year solar cycle (the most
prominent variation in the GCR intensity) on the galactic component of CR can be seen as well.
Due to this effect the flux of GCR particles with the energy above 0.1 GeV vary by a factor of 3
(at the energy 0.1 GeV this may be as high as 6 times). At energies above 10 GeV this effect is
negligible.

The differential spectra of primary galactic particles can be described by the formula

I(E,Φ) = C
E(E + 2mc2)(E + m + Φ)−2.65

(E + Φ)(E + 2mc2 + Φ)
(1.2)
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with

m = 780e−2.5×10−4E (1.3)

where E is the particle kinetic energy, Φ is a modulation parameter, m is the mass of the proton,
c is the velocity of light, and C = 1.244 × 106cm−2s−1 MeV−1 is a normalization factor. The
modulation parameter Φ takes into account the influence of the solar modulation (Φ = 100 MeV
for the interstellar unmodulated spectrum, and Φ = 900 MeV for the solar activity maximum)
(Castagnoli and Lal, 1980). During a period of high solar activity (the sunspot maximum) the
solar wind modulation effect is maximal, what causes a minimal galactic flux, and vice versa.

The time averaged solar flare CR spectra are well represented over a wide range of energies
by a single exponential rigidity spectrum

dN/dR = k e−R/R0 , (1.4)

where Ro is the characteristic rigidity (Figure 1.1). Solar flare particles predominantly occur just
before or after the maximum of the 11 year solar cycle.

Both cosmic ray variations can cause significant changes in background of low-level system
if a proper shielding is not applied, especially, if a long counting is required. There can be
sudden changes in the galactic flux also due to Forbush decreases, associated with changes in the
Earth’s magnetosphere during periods of high solar activity. The fluxes of cosmic ray particles
also depend on the geomagnetic latitude, being higher at polar regions.

Tab. 1.1. Composition and fluxes of primary and secondary (at sea level, outside of laboratory) cosmic-ray
particles (UNSCEAR, 1993).

Cosmic rays Composition Energy Flux Relative flux
[m−2 s−1] %

Primary
Protons 86
Alpha-particles 12.7
Heavier nuclei 1.3

Galactic 0.1 - 1000 GeV ∼ 30 000
Solar 5 - 100 MeV ∼ 1 000 000
Secondary
(at sea level)

Hard component Muons 0.1 - 1000 GeV 190
Nucleonic Neutrons 64
component Protons 1.4

Pions 0.13

Soft Electrons 46
component Positrons
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Fig. 1.2. Differential muon spectrum at sea level (modified from Allkofer and Grieder, 1984).

The third most important source of cosmic ray variations that can significantly influence low
background installations is associated with changes of the muon flux in the atmosphere, so called
barometric effect. Muons originate in the upper layers of the Earth’s atmosphere. The layer of
their origin is fluctuating according to the barometric pressure. If the barometric pressure is high,
then the place of their origin is shifted to upper layers because of the shift of critical atmospheric
masses. On the other hand, if the barometric pressure is low, then the critical layer is shifted to
lower heights. Muons (negative or positive) are unstable particles with the mean life time of 2 µs.
Therefore, if their place of origin is in upper atmospheric layers, they should overcome a longer
distance to reach the Earth’s surface, and part of them with lower energies (velocities) will decay
on the way. The muon flux at the Earth’s surface will be therefore higher at a lower barometric
pressure. The fluctuating muon flux can significantly change the detector’s background, if a
proper shielding is not applied. The counting system should be calibrated against changes in the
barometric pressure by measuring background at different barometric pressures, and by applying
suitable correction factors. However, this approach is correct only in the case of slow changes
of the barometric pressure. Sudden changes of barometric pressure which can occur several
times during long-term measurements, and subsequent changes in the muon flux may cause false
results, if corrections are not properly applied.

Penetration of muons through shielding. We have already seen that the soft component of
secondary CR may be easily eliminated by 20 cm of lead. On the other hand, the penetration
power of the hard component (muons) is much stronger. The differential muon flux depends
strongly on the muon momentum. Allkofer and Grieder (1984) compiled available data and
constructed the muon spectrum presented in Fig. 1.2 which has been used in our simulations. We
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Fig. 1.3. Measured muon fluxes in underground laboratories (data compilation from literature).

see that the prevailing part of muons have momenta between 0.5-10 GeV/c, and the differential
flux decreases rapidly with higher momenta. The muon flux at sea level has a mean energy
of about 2 GeV and a differential spectrum falling as E−2. The angular distribution can be
expressed by the simplified formula

j = j(0) cos2 ϑ, (1.5)

where j(0) is the vertical flux and ϑ is the zenith angle.
This behaviour of muons makes real difficulties for a design of an optimum shield for low-

level counting. In a surface laboratory the lead should not be too thick to increase the contribution
of neutrons produced by muons to the total background. To decrease this neutron component a
layer of anti-neutron shield, based on light, low Z materials, like polyethylene, paraffin, etc.,
for neutron slowing down and a subsequent capture, preferably in (n, α) reactions on Li or B,
should be added to the lead shield. However, these reactions are accompanied by emissions of
soft gamma-rays, which may subsequently increase a photon background in the shield.

The best way how to solve this complicated problem is therefore to install the detection
system underground, deep enough, where the muon component is relatively low. Various un-
derground physics experiments require different reductions of the muon intensity. Large scale
experiments (e.g. solar neutrino experiments, double beta-decay experiments) require overbur-
den of shielding at least around 1 km w.e. For conventional low-level counting installations such
depths are not necessary. Such underground laboratories are not usually available at the place,
their dedicated construction is very expensive and their operation is usually complicated and ex-
pensive. However, as we shall see later, a shielding of a few 10 m w.e. has great influence on the
background reduction. For a comparison, Figure 1.3 shows a decrease of the muon flux with the
rock overburden measured in underground laboratories

Muons therefore make the most important contribution to the detector’s background, al-
though their contribution to nuclear reactions in the atmosphere and lithosphere is much lower
in comparison to nucleons. However, nuclear reactions of muons can be of importance when
heavy shields are used. A partial elimination of their contribution to the detector’s background is
possible by utilization of an anticoicidence system. Although a reduction in the background over
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a factor 100 can be obtained in gas proportional counters (Povinec, 1978), the best solution is to
install the low-background system deep underground, where the flux of muons is several orders
of magnitude lower than in a surface laboratory.

Protons from the nucleonic component of cosmic radiation have low intensity compared to
neutrons and, moreover, they are converted to neutrons in nuclear reactions with shielding materi-
als of the building and a metallic shield. Therefore only muons and neutrons (the hard component
of cosmic rays) are important for background induction, as especially in the case of muons they
can easily penetrate the shielding materials surrounding the detector.

The nucleonic component of secondary CR (mostly neutrons) is dramatically changing with
depth, and a shielding of about 10 m w.e. may decrease the flux by 4 orders of magnitude.
Shielding against soft component particles (electrons, positrons, photons) can be easily done
by 15-20 cm of pure lead with minimum radioactive contamination, or with some other heavy
material like iron or copper. As we have already mentioned, primary and subsequently also
secondary CR undergo strong intensity variations that heavily influence counting parameters of
low background detection systems. To decrease their negative influence, especially during long
counting times, the best solution is to install the counting systems underground.

Buildings and other shielding structures absorb secondary neutrons (200 g cm−2) better than
muons (2000 g cm−2 at sea level). Therefore, the relative composition of hard cosmic radiation
varies according to the distance below the surface. At low depths (∼ 10 m w.e.) muons are by far
the prevailing component of cosmic radiation. The muon energy spectrum is shifting to higher
energies with increasing depth as the softer spectrum is gradually filtered out.

Secondary neutrons (actually we should call them tertiary, to distinguish them from the neu-
trons produced in the upper atmosphere) are produced in the shielding (building materials, metal-
lic shielding) by muon capture and fast muon nuclear interactions. At moderate depths (∼ 30 m
w.e.), the negative muon capture prevails as the muon energy spectrum is rich in low energy
muons that are likely to be stopped. On the other hand, fast muon nuclear interactions dominate
deep underground (> 100 m w.e.).

However, not only particle flux magnitudes, but also mechanisms and efficiencies of back-
ground induction processes are important. Muons deposit tens of MeV energy in an HPGe de-
tector by direct ionisation. This is outside of interest for most of low-level counting applications.
The main processes by which cosmic muons induce detector background are electromagnetic
processes which are taking place in the metallic shield. Muons generate delta electrons that ra-
diate bremsstrahlung initiating electromagnetic particle showers. Photons from showers are then
forming a background radiation as they can penetrate through thicker layers of material. For
muons of higher energies there is also a contribution from direct electron-positron pair formation
and muon bremsstrahlung. For muons of lowest energies, muon decay positrons and electrons
with energies up to 52 MeV, and negative muon nuclear capture, contribute as well.

Processes including a production of nuclei are even more complicated to study. During muon
capture, the atomic number Z of a nucleus decreases by one, and the nucleus radiates gamma-rays
and fast neutrons when re-arranging its structure. These processes lead to activation of shielding
and detector materials. Heusser (1995) estimated the flux of neutrons produced by muon capture
to be 1.1×10−4 cm−2s−1 for the muon flux of 8×10−3 cm−2 s−1. A part of high energy muons
(> 100 Ge) also interacts with nuclei via virtual photons, causing their spallation accompanied
by emission of numerous hadrons. These reactions are another source of tertiary neutrons which
are important in deep underground laboratories.
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A muon-induced background gamma-spectrum of a Ge detector is characterised by a dom-
inant 511 keV annihilation peak and a continuum peaking at about 200 keV. The integral back-
ground count rates are within 0.6-1.6 s−1 at sea level, depending on the size of the detector, the
detector and shield materials and the shield lining. Annihilation peak count rates are usually
∼ 0.01 s−1. The comparison of background spectra measured with various shielding material
shows that the continuum decreases with the increase in the atomic number Z of the shielding
material and its maximum shifts to higher energies. The reason is in a stronger self-absorption of
induced radiation in higher Z materials. Thin layers (mm) of lining have a significant influence
on the shape and background counting rate (Vojtyla and Povinec, 2006).

An efficient way to eliminate the muon induced background is the use of anticosmic (guard)
detectors surrounding the main analysing detector (Heusser, 1994, 1995; Vojtyla et al., 1994;
Semkow et al., 2002; Povinec et al., 2004; Schroettner et al., 2004). These detectors register
cosmic muons before they generate secondary particles in the shield, and anti-coincidence elec-
tronics rejects such background counts. Gas proportional chambers placed inside the shield have
a small efficiency for gamma-rays, and they can introduce additional radioactive contamination
into the shield (Heusser, 1994, 1995; Vojtyla et al., 1994). NaI(Tl) detectors used as anticosmic
shielding have much better efficiency for gamma-rays, however, due to contamination of crys-
tals and glass of photomultipliers by 40K, it is not advisable to use them inside a shield, unless
they are part of an anti-Compton spectrometer (Povinec, 1982; Povinec et al., 2004). At present
mostly plastic scintillators or large proportional chambers placed outside of the shield are used.
The advantage of proportional chambers is their small count rate (∼ 200 s−1), and hence negli-
gible corrections for dead time. Plastic scintillation detectors, although having higher counting
rates, they have advantage that can detect neutrons as well.

The basic mechanisms of background induction by neutrons in Ge detectors are their cap-
ture and nuclear excitation by inelasting scattering. A neutron induced gamma-ray spectrum of
a Ge detector contains a number of lines that can be attributed to nuclei in a detector working
medium (Ge isotopes), and to nuclei of materials in the vicinity of the detector. Their intensities
depend on the size of the detector, the cryostat and shielding materials, and most importantly on
the shielding depth below the surface. Heusser (1993) compiled a large number of gamma-lines
observed so far in background gamma-ray spectra. A characteristic feature of neutron induced
background spectra are saw-tooth shaped peaks with energies of 595.8 keV and 691.0 keV cor-
responding to inelasting scattering of fast neutrons on 74Ge and 72Ge. The Ge nuclei de-excite
almost immediately compared to the time of charge collection and the de-excitation energy is
summed with the continuously distributed recoil energy of the nucleus. Therefore, these peaks
have sharp edges from a lower energy side and tails towards higher energies. The summation
does not take place during de-excitation of long-lived isomer states of Ge isotopes that de-excite
after collection of the charge from the primary process. The most intensive lines of this kind are
those of 75mGe and 71mGe (T1/2 = 47.7 s and 21.9 ms, respectively) with energies of 139.7 keV
and 198.3 keV and count rates of up to 2 × 10−3 s−1. Further, lines coming from the shielding
materials can be identified in neutron induced background spectra, e.g. 206Pb, 207Pb, 63Cu and
65Cu (Heusser, 1993; Vojtyla et al., 1994).

Neutrons also induce a background continuum and the annihilation peak, probably via hard
gamma-rays emitted from highly excited nuclei. Hard gamma-rays loose their energy by Comp-
ton scattering, and initiate electromagnetic showers during their passage through shield mate-
rials. The shaped of the continuum is ruled by Z of the material and lining used, similarly as
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in the case of muon induced background. The neutron induced background can be minimised
with antineutron shields consisting of layers made of low Z materials for their slowing down
(e.g. polyethylene, paraffin) with admixture of boron or lithium for their capturing. However,
their usefulness depends on shielding layers situated above the laboratory. If neutrons are mostly
tertiary, i.e. produced in the shield, the neutron absorbing layer should be the innermost layer.
This leads, however, to large shield dimensions and hence higher shield costs, as the neutron
absorbing layer should be tens of cm thick to be efficient enough. For shields situated deeper
underground (> 10 m w.e.) where tertiary neutrons produced by cosmic muons prevail, a better
solution would be to use an anticosmic shielding place outside of the shield.

Although the anticosmic shielding is very effective way to decrease the detector background,
it cannot be 100 % effective in eliminating the effects of cosmic rays. However, a substantial
overburden by placing the detection system deep underground can have profound effects on the
background reduction. Down to a few tens of m w.e. cosmic rays still prevails, and an anticosmic
shielding would be still useful. In the transition region to a few hundreds of m w.e., cosmic rays
are still of importance, however, radioactivity free materials for the construction of detectors
and shields become more and more important. Below about a thousand m w.e. the cosmic ray
background is already negligible. The hadronic component of cosmic rays is efficiently removed
by the first 10 m w.e. (Heusser, 1995), and comic muon induced particle fluxes (tertiary neutrons,
photons) are ruled by the penetrating muon component.

There are two other background components that were not covered earlier as they are negligi-
ble for surface laboratories, but important for specific applications carried out deep underground:
neutrons can also be created in uranium fission and (α, n) reactions in surrounding materials. The
estimated flux of about 4.5× 10−5 cm−2 s−1 corresponding to the average U and Th concentra-
tions in the earth crust (Heusser, 1992) is negligible compared to that generated by cosmic rays in
shallow depths, but it is important in experiments carried deep underground. These neutrons can
also penetrate thick shields and induce background either directly or via a long-term activation
of the construction material. The simplest way of eliminating this background source is to shield
the U and Th containing walls with a neutron shielding material of sufficient thickness (at least
20 cm).

The secondary cosmic ray particles can induce background not only in one event by interac-
tions in the detector and surrounding materials that are shorter in time than the resolution time
of electronics, but also by production of radioactive nuclei in materials intended to be used un-
derground but processed and stored at sites with higher cosmic ray fluxes. The cosmic activation
component is caused by short-lived radionuclides (e.g. 56−58Co, 60Co) produced primarily in
other target elements such as copper or iron. The activated contamination can be sometimes
more important than the residual primordial contamination. The most important mechanisms
of the activation are secondary neutrons (at shallow depths or higher altitudes), and by negative
muon capture and fast muon interactions (at underground laboratories). Many short-lived ra-
dionuclides can be produced during the time of an intercontinental aeroplane flight due to high
fluxes of secondary cosmic ray particles (mostly neutrons) at altitudes of about 10 km. At shal-
low and deep shielding depths, after filtering out secondary neutrons, fast muon interactions and
negative muon capture activate materials either directly by disintegration and changing nuclei, or
through tertiary neutrons. Compared to the direct background induction, the fast muon interac-
tions at shallow shielding depths are more important than the muon capture.

65Zn, 57Co, 58Co and 54Mn are produced at saturated production rates of tens to hundreds of
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µBq kg−1 by the activation of germanium at sea level. 54Mn is also produced at a high saturated
production rate of 4.5 mBq kg−1 in iron used for the construction of shieldings (Brodzinski et al.,
1990). The magnitude of background due to cosmic ray activation is, e.g. in the case of saturated
65Zn activity of 0.44 mBq kg−1 in germanium at sea level in a 1 kg Ge detector, which gives an
integral background rate above 50 keV of only 11 counts per day (Brodzinski et al., 1990).

1.1.2 Radionuclides in the Detector Environment

Detector. The most sophisticated techniques for reducing the background will be unsuccessful
if the detector is made of contaminated materials. Selecting radio-pure materials for the detector
is important as these materials are close to the detector sensitive volume and radiation from them
is detected with high efficiency. Most materials are contaminated with the primordial radionu-
clides, 40K, 238U and 232Th (Table 1.2).

Complex production processes and contacts with various reagents increase the probability
of contamination with primordial radionuclides. Usually, each production step must be checked
to be sure that the produced material will be free of contaminants to the desired level. Physical
and chemical procedures to which to processed material is subjected, result in isolated impurities
(e.g. 210Pb, 226Ra, 228Tl) as elements of the decay series have different properties and the chain
breaks down.

In fabricating metals, the redox potential is generally an important factor influencing the
degree of radio-purity that can be achieved. That is probably the reason that copper can be
produced very cleanly and is widely used in low-level counting applications. Its redox potential
of 0.337 V is high compared to those of K, U and Th and their progenies. Cooper is routinely
purified after melting by electrolytic dissolution and subsequent redeposition in solution even in
large scale production.

The contribution of radioactivity of detector materials to the background depends signifi-
cantly on the detector type. It is usually lowest for semiconductor detectors as in this case a
detection medium has to be very pure merely to enable the proper function of a semiconductor

Tab. 1.2. Radionuclide contamination of materials used for construction of detectors and shields.

Material 40K 228Tl 226Ra
[Bq kg−1] [Bq kg−1] [Bq kg−1]

Quartz < 1 0.1-1 0.1-10
Aluminized mylar < 30 1-5 1-5
Berylium < 20 0.1-3 1-10
Epoxy 10-1000 5-100 1-1000
Molecular sieve ∼ 100 ∼ 50 ∼ 100
Electrolytic copper 0.001-5 0.001-5 0.001-5
Aluminum 0.5-15 0.1-50 0.1-50
Stainless steel 0.1-20 1-20 1-30
Lead 0.001-10 0.01-10 0.01-100
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diode (a charge collection). The material is cleaned from primordial radionuclides and also from
137Cs as a by-product through zone refining and crystal pulling. The background originates in
parts placed around the crystal, and closer a part is the cleaner it should be. Materials used for
crystal holders, end-caps and signal pins have to be selected most carefully.

To obtain the best results the crystal holders should be made of electrolytic copper (∼ 0.1mBq
×kg−1 of 238U, 232Th and 40K), but this can reduce the transparency for low-energy gamma-
rays. Low-Z aluminium is widely used, but it is usually contaminated with U and Th. However,
aluminium devoid of these radionuclides to the 100 ppt level is available and is now used in
low-level versions of detectors. Insulating materials (Teflon, PTFE. etc.) are usually radio-pure
(< 1 ppm K). All materials used must be cleaned of surface contamination using acid, or be
electropolished.

The care in selecting materials for detector encapsulation may be unnecessary if two other
sources of background, molecular sieve and electronic circuits, are not removed. A molecular
sieve is used to maintain the vacuum in the cryostat and can contain up to 100 Bq kg−1 of 238U,
232Th and 40K. Specially prepared activated charcoal with massic activities below 1 Bq kg−1 of
226Ra and 20 Bq/kg is an alternative. Vacuum maintaining substances should be placed far from
the crystal and behind the shield. If the cooled FET assembly is close to the crystal, the loss in
energy resolution is negligible.

For HPGe detectors, the background from contamination can be as low as a few counts per
day in peaks of radionuclides in question, and therefore negligible compared to other components
in systems operating in moderate shielding depths.

Shielding Materials. A detector should be placed in a massive shield, best made of high Z
material, to minimise the environmental background. An anticoincidence detector with high
efficiency for gamma-radiation (e.g. NaI(Tl), BGO – bismuth germanate) can be used to fur-
ther decrease the detector background, and usually also scattered photons, when working as an
anti-Compton gamma-ray spectrometer (Debertin and Helmer, 1998). A comparison of back-
ground gamma-ray spectra with and without massive shield can be found e.g. in Sýkora et al.
(1992). A background spectrum is usually dominated by 40K (1461 keV), 214Bi (609.3 keV and
1120.3 keV) and 208Tl (583.1 keV and 2614.7 keV). The integral background of an unshielded
Ge gamma detector of usual size is ∼ 100 s−1. In the energy region above 200 keV and under
the Compton edge of the 208Tl peak, the background is reduced by two orders of magnitude
by placing the detector inside the shield. Except for the 511 keV annihilation peak, attenuation
factors for lines of the radionuclides in question are in agreement with the assumed absorption
properties of the shielding layers for gamma-radiation of corresponding energy. On the other
hand, the continuum in the spectrum is attenuated almost independently of the energy (Vojtyla,
1996). It could be expected that the photons of lower energies would be absorbed more effi-
ciently than those with higher energies. The reason that this does not occur is that the lower
energy photons are continuously replenished by Compton-scattered photons of higher energies
when passing through the thick layer of material. In this way, the continuous spectrum reaches an
equilibrium shape with a general attenuation coefficient. Smith and Lewin (1990) using Monte
Carlo simulation, found a mass attenuation coefficient of 0.045-0.050 cm2 g−1 for both high-Z
and low-Z shielding materials.

It is not worth increasing the thickness of the shielding over about 150 g cm−2 because other
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background components begin to dominate the total background. Muon-induced background
together with a usually smaller neutron component rule the background beyond this thickness.
Moreover, increasing the thickness of a high-Z material like lead enhances the production of
tertiary neutrons by negative muon capture (mostly at low altitudes below sea level) and fast
muon interactions (deeper underground). Paradoxically, the background increases slightly due
to interactions of tertiary neutrons when increasing the shield thickness over 150 g cm−2.

Lead has proven to be the best material for bulk shields as it is cheap, has good mechanical
properties, a high atomic number, low neutron capture cross-section, small neutron gamma yields
and a low interaction probability for cosmic rays including the forming of radionuclides by ac-
tivation. However, its intrinsic radioactivity can often be disturbing. Many authors investigated
the origin of lead contamination in the past (Kolb, 1988); Heusser, 1993). When using gamma
spectrometry to check lead contamination, 210Pb and its progenies 210Bi and 210Po are hidden
contaminants as they cannot be clearly identified by gamma lines. Due to the long half-life of
210Pb (22 years), the abundance of these radionuclides in lead can be much higher than expected
from secular equilibrium. 210Pb itself does not contribute to the background of Ge gamma-
spectrometers as its very soft beta (Emax of 16.5 keV and 63 keV) and gamma (46.5 keV) radi-
ations cannot escape self-absorption. The background is induced by the progeny 210Bi emitting
hard beta radiation with end-point energy of 1161 keV. Beta-radiation generates bremsstrahlung
in the high-Z material, and also lead X-rays with energies of 72.8 keV, 75.0 keV, 84.9 keV and
87.4 keV. The continuum peaks at around 170 keV. As the end-point energy of 210Bi is not
sufficient for efficient pair production, the annihilation peak cannot be observed in the spectrum.

Concentrations of 210Pb reported in the literature range from 0.001 to 2.5 kBq kg−1 (Povinec
et al., 2004). Ordinary contemporary lead has a 210Pb massic activity of ∼ 100 Bq kg−1. Lead
with 210Pb massic activity of about 1 Bq kg−1 is commercially available, lead with a lower
activity is very expensive. Once 210Pb is present in lead it cannot be removed by any chemical
procedure and the only way to eliminate it is to wait several half-lives for its decay. Old lead
is an alternative to modern radioactive pure lead, however, its supply from water pipes, sunken
shiploads or the ballast of sailing ships are limited. Moreover, old lead may not always be
radioactive pure. If uranium was not removed, 210Pb will have been supplied from the uranium
decay series from the beginning of lead production.

Another possibility is to use old iron plates or rods for the detector shielding. A recent
iron may be dangerous because of 137Cs contamination from Chernobyl fallout, or due to a
contamination during its production (usually by 60Co). Therefore iron should be always tested
before purchasing. Electrolytic copper is a better material, however, it is much more expensive
than iron or ordinary lead. Also in situ production of cosmogenic radionuclides in copper may
be disadvantageous when operating at shallow depths.

Radionuclides Outside of the Detector. The sources of background radiation are decay prod-
uct of nuclei in U and Th decay series and 40K. Generated gamma-radiation is critical and there-
fore a massive metallic shielding is required to protect detectors. A typical sea level gamma-ray
flux above 50 keV at 1 m above ground is 10 photons cm−2 s−1, representing the most intensive
photons flux to which an unshielded detector is exposed. The cosmic photon flux is less than 1 %
of the environmental flux. A contribution from all other primordial radionuclides to the detector
background is negligible.
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The average concentrations of primordial radionuclides in the continental upper crust are
850 Bq kg−1 of 40K, 100 Bq kg−1 of 87Rb, 44 Bq kg−1 of 232Th and 36 Bq kg−1 of 238U
(Table 1.3). Except for 232Th, the concentrations are about twice as small in soils, but large
variations can occur. The highest concentrations are found in granites and pegmatites. Secular
equilibrium in decay series is rarely achieved in surface and near surface geological environments
because the radionuclides in the chain migrate and take part in various chemical and physical
processes. A special case is radon which breaks each series and can, due to its inert nature,
migrate far from the rock or soil surface. Therefore radon will be treated separately in this
chapter later.

The impact of cosmogenic radionuclides produced in the atmosphere on the background of
Ge detectors is usually negligible. Large amounts of radionuclides were released to the envi-
ronment during the Chernobyl accident. Relatively long-lived 137Cs is still present as a surface
contamination of construction materials, therefore it should be checked and removed if present,
especially in materials used for the detector construction.

1.1.3 Radon

Background induced by radon is part of the environmental radioactivity background, but because
of its specific nature it will be covered separately. Two radon isotopes – 222Rn and 220Rn found in
the detector environment belong to the 238U and 232Th series, respectively. We already discussed
that these primordial radioelements are present in all construction materials. As radon is an
inert gas, it diffuses after its formation from the walls to the vicinity of the detector. The radon
concentration can vary between 0.1-100 Bq m−3 in living and working areas (Beláň et al., 1992).

From the point of view of gamma background, the 222Rn (T1/2= 3.82 day) progenies - 214Pb
(242.0 keV, 295.2 keV and 351.9 keV) and 214Bi (609.3 keV and 1120.3 keV) are more impor-
tant than the 220Rn (T1/2 = 55.6 s) progenies – 212Pb (238.6 keV) and 208Tl (583.1 keV and
2614.7 keV), as the 220Rn half-life is much shorter.

The easiest method of eliminating the radon background is to flush the cavity around a de-
tector with nitrogen evaporating from the Dewar (Brodzinski, 1991; Sýkora et al., 1992). A flow
rate of about 2 L per minute is sufficient. A small overpressure that builds up expels radon from
the detector cavity. More sophisticated systems use shield cavities that can be evacuated and
filled with radon-free gas, e.g. nitrogen or old air (Heusser, 1991). Plastic materials should not

Tab. 1.3. Radionuclides in natural rocks.

Rock 40K 232Th 238U
[Bq kg−1] [Bq kg−1] [Bq kg−1]

Granite 1000-3000 70-200 30-300
Basalt 200-1000 10-50 6-30
Sandstone 300-15000 8-40 6-30
Limestone 50-400 1-10 3-40
Salt < 10 0.02 0.04
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be placed inside the shield as their surface draws radon progenies by electrostatic attraction. If
these measures are not taken, the radon contribution to the detector background can be several
counts per hour, even in well ventilated laboratories.

A comparison of ranges of various background components in a typical well-designed 1 kg
low-level HPGe detector inside a lead shield with good ventilation is presented in Table 1.4.

1.2 Underground Installations

The background of a low-level counting system is a limiting factor in many new applications. A
detailed analysis of background (Heusser, 1994; Povinec, 1994) has shown that many counting
systems have not been optimised in relation to background interferences. Even with sophisticated
anti-Compton or anticosmic spectrometers placed in surface laboratories, the background is still
too high to substantially decrease the size of samples, to be comparable to the size of samples
used for mass spectrometry. The reason is that in a well designed passive shield, a cosmic ray-
produced background plays a dominant role. We already discussed that while the nucleonic
component (mainly neutrons) is attenuated at 10 m w.e. by about 4 orders of magnitude, the
muonic component remains at this shielding layer without notable reduction (by a factor of 2
only). To decrease the muonic component by a factor of 10, shielding of over 50 m w.e. is
needed. At 1000 hg/cm2 depth, the reduction in muon flux can be as high as 106 (Povinec,
1994).

The behaviour of muons makes the design of an optimum shield for low-level counting very
difficult. In a surface laboratory, if the lead shield is too thick muons will produce neutrons and
thus increase the quantity of neutrons in the total background. The best solution to this complex
problem is to install the detection system underground at sufficient depth, where the muon flux
is relatively low. Limestone or sandstone are preferable to granite because of radionuclide con-
tamination (40K, Th, U series) and will have a lower (by a factor of 10) neutron production due
to (α, n) reactions.

There has been several underground low-level counting systems build at depths between
15 m w.e. to 6000 m w.e. We shall discuss separately shallow and deep laboratories, concen-

Tab. 1.4. Detector background components for a low-level HPGe detector of 1 kg mass located in a lead
shield of 10 cm thick.

Background component Integral counting rate
[s−1]

Environmental radionuclides 30 - 300
Muons 0.3 - 2
Cosmic neutrons 0.03 – 0.2
Radionuclides in the shield 0.01 – 0.2
Radon and its daughters 0.01 – 0.1
Radionuclides in the detector 0.003 – 0.03
Detector activation by cosmic rays 0.0004 – 0.002
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trating only on gamma-spectrometers with HPGe detectors. Discussions on gas counters can
be found e.g. in Povinec (1994. The effective cross section of a Ge detector is usually much
smaller than that for a gas detector, however, because of its higher detector density, a Ge-detector
is more sensitive to cosmic-ray induced background. Therefore, there have been more laborato-
ries operating Ge-detectors underground than gas detectors. The underground Ge-spectrometry
started with Fiorini’s pioneering work on double beta-decay search of 76Ge in the Mont Blanc
tunnel laboratory, when Ge detector was used both as a source and a detector (Alessandrello et
al., 1986).

1.2.1 Shallow Underground Laboratories

MPI Heidelberg laboratory (15 m w.e.). The underground laboratory of the Max Planck In-
stitut für Kernphysik in Heidelberg was probably the first laboratory that has been using an under-
ground environment for everyday low-level gamma-spectrometry work, originally with NaI(Tl)
detectors, and later with Ge detectors (Heusser et al., 1982). As the laboratory is located at the
depth of 15 m w.e. only, an anticosmic shielding against cosmic muons made of proportional
chambers surrounding the passive shield (15 cm of lead plus 5 cm of iron) has been installed.
Thanks to the anticosmic shielding and the use of radionuclide free construction materials a
factor of 20 background reduction in the low energy part of the gamma-ray spectrum has been
reached. The air surrounding the Ge detector has been removed by radon free nitrogen which
decreased the gamma-peaks of 214Bi by a factor of 12. The laboratory has been mostly used for
testing of low background Ge and gas detectors, and construction materials used in Gran Sasso
solar neutrino (Heusser, 1995) and double beta-decay experiments (Klapdor-Kleingrothaus et al.,
2004). A comparison of background spectra of a recently built specially designed HPGe detector
system tested in MPI Heidelberg and operating at Gran Sasso (3800 m w.e.) has shown that a
reduction of about 2 orders of magnitude has been obtained (Heusser et al., 2006).

TU Garching laboratory (20 m w.e.). A special room was build with concrete walls and a
5 m thick layer of soil was brought on it. In this lab besides other installations a germanium
spectrometer was installed in a lead shield, together with an anticoincidence shielding consisting
of plastic scintillators (Niese, 2008).

University of Arizona at Tucson laboratory (25 m w.e.). A dating laboratory was constructed
under the building at 10 m depth, where liquid scintillation spectrometers “Quantulus” made by
Wallac have been installed. Their background for 14C measurements is reduced by a factor of 2
(Kalin and Long 1989).

IAEA-MEL Monaco laboratory (35 m w.e.). The International Atomic Energy Agency’s Ma-
rine Environmental Laboratories (IAEA-MEL) underground facility in Monaco has been con-
structed under an underground parking at a depth of 12 m. The laboratory has been using four
HPGe detectors located in a common lead shield surrounded by anticosmic veto-shielding made
of plastic scintillation detectors (Povinec et al., 2004, 2006a). The laboratory is equipped with
ventilation and an air conditioning system maintains overpressure in the laboratory, stable hu-
midity and temperature. The laboratory also contains an anti-Compton gamma-ray spectrometer
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Fig. 1.4. Normalised integral background counting rates (40-2700 keV) of HPGe detectors operating by
CELLAR laboratories at various depths. The solid line represents the muon flux in arbitrary units nor-
malized to the background counting rate above ground. Abbreviations of underground laboratories: at
110 m w.e. – Verein für Kernverfahrenstechnik und Analytik (VKTA at Rossendorf), at 500 m w.e. - Joint
Research Centre-Institute of Reference Materials and Measurements (JER-IRMM at Geel), at 2100 m w.e.
– Physikalisch-Technische Bundesanstalt (PTB at Braunschweig), at 3800 m w.e. - Laboratori Nationali del
Gran Sasso (LNGS, at Assergi), at 4800 m w.e. – Laboratoire des Sciences du Climat et de l’Environnement
(LSCE, at Modane), and at 35 m w.e. – IAEA-MEL at Monaco, the only laboratory in this figure with anti-
cosmic veto (modified after Laubenstein et al., 2004).

with NaI(Tl) anticoincidence shielding, that may also operate as a concidence gamma-gamma
spectrometer. A low-background liquid scintillation spectrometer Quantulus have also been in-
stalled in this underground laboratory. The laboratory has mostly been used for analysis of
gamma-emitters in marine samples, as well as for development of reference materials. Using the
HPGe spectrometers with anticosmic shielding it has been possible to analyze 137Cs in seawater
samples of 10 L only. This reduction of sample volume by a factor of 10 has considerably de-
creased not only a sampling time, but enabled to do research which was not possible before. The
reduction in sample size also allows the same sample to be used for gamma-ray spectrometry
as well as for mass spectrometry measurements (e. g. ICPMS, TIMS or AMS analyses of wa-
ter samples for uranium and plutonium isotopes). Although the Monaco laboratory is operating
at 35 m w.e. only, thanks to the anticosmic veto-shielding its background is comparable with
laboratories operating at depths of around 250 m w.e., as it is documented in Figure 1.4, where
integral backgrounds of HPGe detectors operated by CELLAR (Collaboration of European Low-
level Underground Laboratories) groups are presented.

NASA-JSC laboratory (50 m w.e.). The Radiation Counting laboratory was build 20 m un-
derground for the measurement of extraterrestrial samples at the NASA Johnson Space Center
(JSC), Houston, Texas (Lindstrom et al. 1990). The laboratory has been mostly used for analysis
of cosmogenic radionuclides in lunar samples and meteorites.
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Holborn laboratory (60 m w.e.). The laboratory is located in an underground tunnel of the
London subway, and operated by the Birkbeck College (Barton, 1991). The laboratory has been
used for testing HPGe and scintillation detectors for dark matter searches.

University of Bern laboratory (70 m w.e.). The laboratory has been installed at 25 m depth in
a cellar under the Physical Institute of the Bern University (Loosli et al., 1986). Low radioactive
concrete (40 cm thick) made of serpentinite and Danish cement was used for internal coating of
walls. The laboratory is housing proportional counters (for analysis of 14C, 37Ar, 39Ar), liquid
scintillation spectrometers and HPGe detectors.

1.2.2 Medium-Depth Underground Laboratories

VKTA Dresden laboratory (125 m w.e.). The VKTA (Verein für Kernverfahrenstechnik und
Analytik at Rossendorf) laboratory is installed at a depth of 47 m in a cave formerly housing an
old brewery. The shielding consists from outside to inside of 10 mm of a new steel, 270 mm of
granulate hard steel, 36 mm of an old steel, 30 mm of lead and 12 mm of an old steel. The total
surface thickness is 210 g cm−2. For a thermal isolation a 10 m thick layer of polystyrene fume
(styropore) is used. The detectors itself are shielded separately with 10 to 17 cm of lead (Niese,
1998; 2008). The activity of 222Rn in the cave is high, up to 200 Bq/m3. Therefore heated fresh
air is introduced from outside into the laboratory. The evaporated nitrogen from the cryostat is
used to replace the radon containing air within the shielding of the detector. The laboratory is
housing several HPGe detectors.

Tbilisi University Laboratory (180 m w.e.). The University of Tbilisi is operating an under-
ground laboratory in a tunnel (shielded by sand rock by about 80 m thick) connecting the Botan-
ical garden with the center of the town (Pagava et al., 1992). The laboratory occupies a part of
a hall (200 m2) used for investigations of fluxes of cosmic muons and neutrons. Ge detectors
and liquid scintillation spectrometers housed in the laboratory has been used for environmental
studies including radiocarbon dating.

Grand Coulee Dam laboratory (260 m w.e.). The Batelle Memorial Institute at Richland has
installed counting devices in a gallery of the Grand Coulee Dam, 110 m under the top of the dam.
The solid concrete provides 78 m of horizontal shielding downstream and 13 m upstream. The
laboratory has been used for the investigation of the sources of background in NaI(Tl) and HPGe
spectrometers (Kaye et al., 1972).

Ogoya laboratory (270 m w.e.). The laboratory was constructed by the Low-Level Radioac-
tivity Laboratory of the Kanazawa University, Japan, in a tunnel of a former copper mine with
an overburden of 135 m of rock (Komura and Hamajima, 2004). More than 10 HPGe detectors
installed in the laboratory have been used for atmospheric and marine radioactivity studies.

JER-IRRM Geel laboratory (500 m w.e.). The JER-IRRM (Joint Research Centre-Institute
for Reference Materials and Measurements at Geel) laboratory was constructed in a special mine
designed for investigations of the behaviour of nuclear wastes in clay. A place at 225 m depth was
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reserved for the low-level counting laboratory. The laboratory is equipped with various HPGe
detectors and doing research in nuclear physics and metrology (Hult et al., 2000; 2006).

Oroville Dam Laboratory (600 m w.e.). The laboratory is situated in the powerhouse of the
dam in the foothills of the Sierra Mountains of California, and operated by the University of
California for investigations of double beta decays (Caldwell, 1991).

1.2.3 Deep Underground Laboratories

Baksan Neutrino laboratory (660 and 4400 m w.e.). The low-level counting laboratory is
situated at 660 m w.e. in one of the horizontal caves in the Baksan valley (North Caucasus) and
operated by the Institute of Nuclear Studies of Russian Academy of Sciences in Moscow. For
reducing the detector background from the environmental shale rock, a two-layer wall has been
installed. The outer one consists of concrete from low-activity dunite and the inner one is made
of dunite without cement (Pomansky, 1986; Klimenko et al. 1986). Later a new laboratory was
installed in a cave in a depth of 4400 m w.e. where rare decay experiments have been carried out.

INR Solotvina laboratory (1000 m w.e.). The laboratory is situated in a former salt mine
(430 m rock overburden) in Solotvina, west of Ukraine, and operated by the Institute for Nuclear
Research of the Ukrainian National Academy of Sciences in Kiev. Due to a low-radioactive
contamination of salt, the natural background is about two orders of magnitude lower than in
other underground laboratories. The radon concentration in the air is below 33 Bq m−3. The
Laboratory has been used for the investigation of rare nuclear processes (e.g. double beta-decay;
Zdesenko, 1991).

The Soudan laboratory (1800 m w.e.). The laboratory is located in an iron mine in Minnesota
and operated by the School of Physics and Astronomy of the University of Minnesota for neutrino
physics experiments. At a depth of 1800 m w.e. the number of cosmic ray particles is reduced
by five orders of magnitude (Litchfield et al., 1991).

PTB Braunschweig laboratory (2100 m w.e.). The Physikalisch-Technische Bundesanstalt
(PTB) underground laboratory for dosimetry and spectrometry is located in the Asse salt mine,
near Braunschweig. At the laboratory depth of 925 m the cosmic muon flux is reduced by 5
orders of magnitude. There is also an advantage of a low activity of the surrounding rock salt
and low concentration of radon in the air. The laboratory is housing several HPGe detectors and
doing research in environmental radioactivity and metrology (Neumaier et al., 2000).

Canfranc laboratory (2450 m w.e). The laboratory is constructed in a tunnel at Canfranc in
the Spanish Pyrenees. Zaragoza University, in collaboration with many foreign institutes, has
been carried out in the Canfranc laboratory experiments on rare nuclear decays (Morales, 1991).

Gotthard laboratory (3000 m w.e.). The laboratory is situated in the Gotthard tunnel with
about 1000 m of rock overburden. The laboratory has been operated by the University of Neucha-
tel, and used for double beta-decay and dark matter searches (Treichel et al., 1991).
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LNGS laboratory (3500 m w.e.). The LNGS (Laboratori Nationali del Gran Sasso at Assergi)
is the largest underground laboratory in the world, located about 120 km from Rome in a tunnel
under the Gran Sasso Mountain. The laboratory consists of three large experimental halls and
several small rooms. The 1400 m rock cover gives a reduction factor of the cosmic ray flux of
about one million; moreover, the neutron flux is thousand times less than on the surface, thanks
to the low uranium and thorium content of the dolomite rocks of the mountain. The laboratory
has been used for experiments in nuclear physics (double beta-decay), particle physics (neutrino
oscillations with a beam from CERN accelerator) and nuclear astrophysics (solar and supernova
neutrinos, dark matter searches), as well as for HPGe detectors (Heusser, et al., 2006), and
liquid scintillation spectrometers (Plastino and Kaihola, 2006) background investigations. The
laboratory is operated by the Italian Instituto Nazionale Fisica Nucleare in collaboration with
many institutes from Italy and abroad.

Homestake gold mine laboratory (4400 m w.e.). This has been the oldest underground lab-
oratory established by late Raymond Davis of Brookhaven National Laboratory in 1965 for
investigations of solar neutrino reactions (Davis et al., 1966). The laboratory has also been
used for other purposes, e.g. for background suppression studies of Ge-detectors using selected
non-radioactive materials and pulse shape discrimination for obtaining very low background
(Brodzinski, 2005).

LSCE Modane underground laboratory (4800 m w.e.). The LSCE (Laboratoire des Sci-
ences du Climat et de l’Environnement) laboratory is placed in the middle of the Fréjus tunnel
which links Modane to Bardonecchia through the France-Italy border. The rock overburden is
1780 m. The laboratory is using several halls, the largest are hosting NEMO (Arnold et al., 2005)
and EDELWEISS (Martineau et al., 2004) experiments. HPGe detectors and liquid scintillation
spectrometers used for environmental research are located in small rooms.

Sudbury Neutrino Observatory (6200 m w.e.). The laboratory is located in the Creighton
mine where 1000 ton D2O Čerenkov detector was installed to look for cosmic neutrinos. The
laboratory has been operated by the Queens University Kingston, Ontario, Canada (SNO, 2005).

Further developments. It has been clear that a considerable reduction in the detector back-
ground can be obtained only in laboratories operating deep underground. The muon flux with
the rock overburden measured in underground laboratories presented in Figure 1.3 shows that at
the depth below 3000 m w.e. only negligible fluxes, below 10 muons per m2 per day have been
measured.

However, it looks like that for the present state of the art of HPGe low background detectors
the optimum depth would be around 1000 m w.e. Although in deeper laboratories the cosmic-
ray muon flux is much weaker, in present installations it does not improve anymore background
characteristics of HPGe detectors, as documented in Figures 1.4 and 1.5.

Therefore, a further reduction in the detector background would be possible only with a new
generation of HPGe detectors, specially designed and produced for deep underground opera-
tions. Special requirements must also be applied for construction of detectors bodies and their
shieldings where only high purity materials with minimum radionuclide contamination should
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Fig. 1.5. Background spectra of HPGe detectors of the CELLAR laboratories operating at various depths.
Abbreviations: at the surface with anticosmic veto (Austrian Research Centre, ARC). Other laboratory
abbreviations as in Fig. 1.4 (modified after Laubenstein et al 2004).

be used. Similarly, a radon free environment surrounding the detector will be a must, especially
for long-term measurements. Installations with HPGe crystals directly immersed in a liquid ni-
trogen bath could be a solution, e.g. in experiments searching for neutrinoless double beta-decay
(Heusser et al., 2006). The highly radio-pure cryogenic liquid serves there simultaneously as a
shielding against external radiation and as a coolant.
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2 Monte Carlo Simulation of the Detector Background

The development of a simulation code for background induction by cosmic rays is useful for
optimisation of a counting system in respect to its background characteristics. The prediction
of detector background characteristics can be made before the system is built, that can optimise
the system characteristics, and it can also save money during the construction. Systematic in-
vestigations of the influence of various parameters on the detector background can be carried
out as well. Monte Carlo simulations of background have been facilitated by the development of
physics software and availability of powerful computers. As the processes leading to background
induction are very weak processes that occur with low efficiencies, large numbers of events have
to be processed to obtain results with acceptable statistical uncertainties.

We noticed that background components of a typical low-level HPGe detector, not situated
deep underground, are cosmic radiation (cosmic muons, neutrons and activation products of con-
struction materials), radionuclides present in construction material (including the detector itself),
radon and its progenies. For a present-day, carefully designed low-level HPGe spectrometer, the
dominating background component is cosmic radiation, mainly cosmic muons (Heusser, 1995;
Theodorson, 1996; Vojtyla and Povinec, 2000; Laubenstein et al., 2004; Povinec, 2004). High
energy cosmic particles are initiating a large number of complicated physical processes leading
to background induction. In order to quantify the background, it is necessary to deal with rather
complicated detector-shield assembles and physics. Obviously analytical solutions are not pos-
sible and the only way to solve this problem is Monte Carlo simulation of interaction processes.

Although the most effective way of increasing the factor of merit of a counting system is
to increase counting efficiency and the amount of sample in a detection system, usually the
only possible way is to decrease the detector background. Therefore investigations of detector
background were the most frequent studies in low-level counting and spectrometry (Heusser,
1994, 1995; Povinec, 1994, 2004; Zvara et al., 1994).

In a single Ge gamma-ray spectrometer there is no protection against cosmic muons, there-
fore a spectrometer with anticosmic shielding will greatly reduce background levels. The anti-
cosmic shield can be made of gas or plastic scintillation detectors, which surround the lead shield
housing the HPGe detector (Heusser, 1994; Vojtyla et al., 1994; Heusser, 1995; Semkow et al.,
2002; Povinec et al., 2004; Schroettner et al., 2004).

Another possibility is to use an anti-Compton spectrometer, which is a powerful tool for re-
ducing the detector’s background as it combines both anticosmic and anti-Compton background
suppression (Debertin and Helmer, 1998; Povinec et al., 2004). The most sophisticated spec-
trometric system is, however, the multidimensional coincidence/anti-Compton gamma-ray spec-
trometer (Cooper and Perkins 1971; Povinec, 1982) in which signals from the analysing detectors
(nowadays HPGe) create three-dimensional spectra (volumetric peaks) which can contain both
coincidence and anticoincidence events.

We shall simulate background characteristics of HPGe detectors operating in surface and
underground laboratories under various arrangements. Monte Carlo code based on the CERN’s
GEANT code (CERN, 1990; 1993) will be used in these calculations.
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2.1 Physical Basis of the Simulation

2.1.1 Source Term - Cosmic Muons

If a detector itself and the shield have been constructed from selected radioactivity free materi-
als, then the dominating background component for a shallow installation is the flux of cosmic
muons. Usually the detection systems are placed deep enough, where a contribution to the back-
ground from secondary neutrons is negligible. Therefore, cosmic muons and their interactions
with the counting system are the most important for the background induction.

The first thing for assembling a code for simulation of background by cosmic muons we
need to know their actual fluxes on the Earth. As cosmic muons are the most intensive and most
penetrating particles at the sea level (we do not consider neutrinos), there are many experimental
data available (Allkofer and Grieder, 1984). An ideal solution how to represent a muon flux
would be to derive a function that would take into account all the parameters on which the muon
flux depends. However, this would be too complicated approach as the flux depends on too
many parameters, which change with time. The task is therefore to derive a simple standard
description of the muon flux used as input to background simulation codes while being aware
of magnitude and sense of possible deviations for a simulated system. We shall present only
the basic parameters on which the cosmic muon flux depends, and the experimental basis for
developing the code.

The muon flux depends strongly on the altitude, therefore we need to consider the real ar-
rangements. We shall consider in our case that the detection system is placed almost at the sea
level, representing differences in air mass overburden of less than 40 g cm−2 which can be ne-
glected. The muon flux is higher at higher latitudes and lower near to the equator, as the Earth’s
magnetic field deflects primary cosmic rays at equatorial latitudes more intensively due to the
stronger magnetic field. A comparison of integral muon fluxes measured in various latitudes
at sea level shows that within the latitude range 40◦ - 60◦ (most of the industrially developed
world), the muon flux varies by about 6 % (Allkofer & Grieder, 1984) - therefore we can neglect
these differences. The differential muon spectrum compiled by Allkofer and Grieder (1984)
(Figure 1.2) has been used in our simulations.

As cosmic muons are produced mostly by primary protons which prevail in cosmic radiation,
positive muons will also prevail in the muon flux. This positive charge surplus depends on the
multiplicity of particles produced during spallation reactions in the upper atmosphere, with a
weak dependence of the muon charge ratio µ+/µ− on the muon momentum. Figure 2.1 shows
the data on the muon charge ratio µ+/µ− for muons in vertical direction compiled from Allkofer
(1975). The higher is the energy transferred during spallation of a nucleus, the higher is the
particle multiplicity and lower is the µ+/µ− ratio. The ratio should decrease with increasing
muon momentum, however, muons created in spallation with a low energy have low energy as
well, and they have a little chance to reach the Earth’s surface. Low energy muons found at
sea level were created in reactions of secondary nucleons consisting from the same number of
protons and neutrons so that the µ+/µ− ratio approaches 1 for decreasing momenta. This results
in a maximum of muon charge ratio of about 1.3 at approximately 5 GeV/c. For very high
muon momenta, the µ+/µ− ratio starts to increase because muons are produced not only in pion
decays, but also in kaons decays in this region. However, the variation of the muon charge ratio
is not so dramatic. The differences in behaviour of positive and negative muons in respect to
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Fig. 2.1. Muon charge ratio in dependence on the muon momentum (compiled from Allkofer, 1975).

background induction are important only for muon decay and muon capture, which are minor
contributors to the total background. Therefore a momentum independent muon charge ratio
µ+/µ− = 1.28 can be accepted to simplify the model (Allkofer, 1975).

The differential cosmic muon flux also depends on the polar angles, ϑ (the zenith angle)
and φ (the azimuth angle). The major dependence is on the zenith angle. The muon flux in
slanted directions is influenced by atmospheric absorption, muon decay and Earth’s magnetic
field. Muons, which are produced mostly in higher altitudes, must travel a longer distance to the
Earth’s surface if they come from slanted direction, so that some of them, depending on their
energy, lose all energy by ionisation or decay. In general, the larger is the zenith angle ϑ, the
smaller is the muon flux, and the spectrum is relatively depleted in lower energies. The Earth’s
magnetic field bends muon trajectories depending on the muon charge sign. The trajectories
of positive muons are different from those of negative muons when observed in the East-West
plane. Different trajectory lengths cause different surviving probabilities, so that the differential
muon flux depends also on the azimuth angle φ. This dependence is stronger for muons of lower
momenta (below 5 GeV/c). In the eastern direction, a trajectory of a negative muon is shorter
than that of a positive one produced at the same altitude, therefore the spectrum is relatively
enriched in negative muons. In the western direction, it is contrary. There is a deviation from
the general behaviour for directions close to the horizontal for muons of the highest energies
(above about 500 GeV/c) when the differential flux increases with the zenith angle ϑ (Allkofer
and Grieder, 1984). This is explained by the following: there are two possible fates for pions
produced in the upper atmosphere. Either they decay to muons or they initiate a nuclear reaction.
A pion moving in almost horizontal direction spends most of its time in thin air column so the
chance for decay is higher compared to the concurring nuclear reaction. However, we do not
need to include this effect to the model as it applies only to muons with the highest energies that
have negligible fluxes (see Figure 1.2).

Three parameters are required to describe the differential muon flux at a fixed point: the
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Fig. 2.2. Spectra of positive and negative muons measured in various directions (compiled from Allkofer
and Grieder, 1984; Allkofer et al., 1971; Moroney and Parry, 1954).

muon momentum p, the zenith angle ϑ and the azimuth angle φ. In principle, a fit over these three
parameters could be done provided a sufficiently consistent and broad data would be available. A
compilation of the best data set from Allkofer and Grieder (1984) is presented in Figure 2.2, for
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Fig. 2.3. Dependence of the exponent n(p) in the expression of the differential muon flux on the muon
momentum (modified from Moroney and Parry, 1954).

the differential muon momentum spectra in zenith angles ϑ = 0◦, 30◦, 45◦ and 60◦ separately
for positive and negative muons, and eastern and western directions. The data for ϑ = 0◦ were
calculated using the muon charge ratio fit from Figure 2.1, and the vertical muon fluxes given by
Allkofer et al. (1971). The data for ϑ = 30◦ and 60◦ were compiled from Allkofer and Grieder
(1984), and Allkofer et al. (1971). The data for ϑ = 45◦ were taken from Allkofer (1975). The
dependence of the differential muon flux j(ϑ, p) on the zenith angle ϑ can be expressed generally
as

j(ϑ, p) = j(0, p) cosn(p) ϑ, (2.1)

where the exponent n(p) depends on the muon momentum p, differently for the eastern and
western directions. Figure 2.3 shows n(p) data compiled from Allkofer and Grieder (1984). The
exponent n(p) decreases from p ≈ 3.3 with increasing muon momentum, and reaches zero for
p > 30 GeV/c, when the muon flux is considered to be isotropic. In the case when a simulated
detection system has axial symmetry around the vertical axis, the variations in azimuth angle
φ are averaged out and φ-independent values of n(p) can be used. When assessing the overall
accuracy of any cosmic muon background simulation, we have to take into account that the
muon flux varies also with time. Long-term variations are attributed to the eleven year solar
cycle, diurnal and 27 day cyclic variations have also been observed. The solar wind, which is
intensive during periods of high solar activity, declines the primary cosmic rays from their way
to the Earth. The effect is most pronounced for secondary neutrons, but can also cause muon flux
variations, which are usually within 5 %. Short-term variations (from 2 hour to 2 days) due to
magnetic storms (Forbush decreases) can occur as well.

There are also seasonal variations of cosmic muon flux which can be observed in middle
latitudes. They are caused by variations of the tropopause height which rises from about 9 km
in winter to about 15 km in summer. Therefore the height in which muons are mostly produced
varies with the tropopause height. In summer, when muons are produced higher, most of them
do not survive their longer way to the sea level and they decay. Therefore the cosmic muon flux
is less intensive in summer (by about 7 % from the average) than in winter, when it is by about
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6 % greater than the average flux. Short-term variations known as barometric effect originate
in variations of the atmospheric air pressure. At low pressure, the atmospheric depth through
which muons have to penetrate is thinner, and more muons succeed to reach the Earth surface.
Deviations by more than a few % occur due to this effect, therefore background of a detection
system situated above the surface without a proper anticosmic shielding should be corrected for
the barometric effect.

We are dealing with too many parameters which affect the actual muon flux, and it is therefore
difficult to include all of them into the simulation. As these variations are usually smaller than
10 %, we can neglect them in calculations. Such accuracy is acceptable as the background enters
the factor of merit in the square root (F = ε/

√
B, where ε is the efficiency of the detector and

B is its background).

2.1.2 Interaction Processes

Muons. Processes with muons that might be important for background induction will be dis-
cussed as the first. The details of the methods used in GEANT are given in the CERN (1990;
1993) reports. Muons do not interact in strong interactions, and therefore they loose and deposit
energy in matter mostly due to electromagnetic interactions. Because cosmic muons have high
energies, the ionisation process which is most important for massive charged particles, has some
peculiarities, the most important of which is the production of energetic delta electrons. In colli-
sions with atomic electrons, which are mediated by Coulomb interactions, atoms may be excited
or electrons can get enough energy to leave atoms. The energy spectrum of liberated electrons is
very wide, from almost zero energy up to the maximum energy (Tmax) that can be transferred to
an (almost) unbound electron given by the kinematics law

Tmax =
2mc2

(
γ2 − 1

)
1 + 2γ m

M +
(

m
M

)2 , (2.2)

where m is the electron mass, M is the muon mass, γ and c have their usual meaning. For a muon
with the momentum of 10 GeV/c, the maximum kinetic energy transferable to an electron is as
much as 4.8 GeV. Clearly, electrons with such high energies can generate other particles mostly
due to bremsstrahlung. The standard Bethe-Bloch formula for ionisation losses of non-relativistic
massive charged particles cannot be applied for ultra-relativistic cosmic muons. The presence of
high energy delta electrons has two main consequences: (i) the energy lost by a particle in a
thin layer of material has larger statistical fluctuations than expected from a simple Gaussian
distribution; (ii) there can be a difference between the energy lost and the energy deposited in
thin material layer.

A more realistic GEANT option is the explicit generation of delta rays with the calculation
of quasi-continuous energy loss using the restricted Bethe-Bloch formula. The definition of delta
electrons is quite vague and depends on the regions of energies of interest. If the electron kinetic
energy cut, Tcut,is introduced, below which the electron is considered to deposit all its energy in
one point, and not to transport it in any form to other points in the set-up, the restricted Bethe-
Bloch formula for Tmax > Tcut has the form (CERN, 1992)
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where D = 4πNar2
emc2 = 0.307 MeV cm2g−1. A,Z and ρ are the mass number, atomic

number and density of the material, respectively; z is the particle charge, and I = 16Z0.9 eV is
the effective ionisation potential. The factor δ is a correction for the density effect, and C is the
shell correction term. For Tmax < Tcut the formula has a different form (CERN, 1992).

Most of the muon induced background in Ge gamma-spectrometers is caused by bremsstrah-
lung radiation of delta electrons. As the energy region of interest is above a few tens of keV, the
electron kinetic energy cut above which delta electrons should be explicitly generated should also
be a few tens of keV, at least in the inner layers of the shield and in the detector itself. Therefore
Tmax will always be greater than Tcut for cosmic muons.

The differential cross-section of delta electron production in interactions of muons (spin 1/2)
can be written as (CERN, 1992)

dσ
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= 2πr2

em
1
β

1
T 2

[
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T 2

2E2

]
, (2.4)

where T is the electron kinetic energy, E is the muon energy, and the other symbols have the
usual meaning. Far below the kinematic limit, Tmax, the delta electron spectrum is inversely
proportional to the square of its kinetic energy, and the number of electrons produced above
a given threshold is inversely proportional to the threshold energy. There are well established
facts on delta electron production. The lower the delta electron cut, Tcut, the more realistic the
simulation of the ionisation process is achieved. However, the process requires more computing
time as more particles have to be processed.

A muon of energy E moving in the field of a nucleus of charge Z can create an electron-
positron pair through a 4th order QED process with a differential cross-section (CERN, 1985)
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Here, α is the fine structure constant, λ̄ is the Compton wavelength, E+ and E− are the total
energies of the positron and the electron, respectively; the terms φe and φµ can be found in the
CERN (1985) report. There are kinematic ranges for the fraction of muon energy transferred to
pair ν
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There is an energy threshold of 2.04 MeV (4mc2) for this process. The dominant contribution
comes from the low ν region. In GEANT, this process is simulated for the muon energy range
1-104 GeV using parametrised expressions for cross sections with an inaccuracy of no more than
10 % (CERN, 1990). It is possible to set an energy cut for the resulting pair higher than the
kinematic limit. In this case, the energy expended by the muon for the production of a pair is
treated as a quasi-continuous loss, and the muon is absorbed at the interaction point. There is no
reason to use higher cuts in simulations of background induction as the direct pair production is
an important process, and an acceleration of computation is not significant.

As muons are massive particles, muon bremsstrahlung takes a place in the Coulomb field
of the nucleus. We shall not present here any formulae for calculating a differential cross-section
of this process as they are too complicated (CERN, 1985). Muon bremsstrahlung events are
quite rare but very powerful so that a muon can lose a large fraction of its energy in one interac-
tion. Therefore, it contributes significantly to mean energy losses of high energy muons (about
3 MeV/(g cm−2)) for 1000 GeV muons in iron (CERN, 1985). The hard photon produced gen-
erates an electromagnetic shower in the material. Due to its high energy, a shower can contain up
to 105 particles with energies above 50 keV. GEANT simulates this process in the muon energy
range 1-104 GeV with accuracy of parametrised cross-sections not worse than 12 % (CERN,
1990). As for the direct pair production, it is possible to set an energy cut below which the muon
bremsstrahlung is treated as a quasi-continuous energy loss. However, this process is rare and
the computation acceleration is negligible.

The multiple scattering of muons on atoms in the material should be covered as well to
complete the list of electromagnetic processes with muons. This process is characterised by
numerous elastic collisions with the Coulomb field of nuclei, and to a lesser degree with the
electron field, which leads to a statistical declination of a muon from its original direction. It is
important only for muons below about 1 GeV/c, and it gains importance as the muon approaches
zero kinetic energy. However, the expressions are too complex to be presented in this review.

Another process that should be taken into account is the muon decay, a well-known weak
process that occurs mostly when a muon has been stopped within the detector installation. The
cause is a relatively long mean life-time of 2.197 µs, which is prolonged due to the relativistic
time dilatation for energetic cosmic muons. A positive (negative) muon decays to a positron
(electron) and neutrinos escaping from the set-up according to the decay schemes

µ+ →e+ + νe + νµ (2.10)

and

µ− →e− + νe + νµ, (2.11)

respectively. A decay accompanied by a photon emission occurs in 1.4 ± 0.4 % cases. There is
a kinematic limit for the positron (electron) momentum in the muon rest system given as

p0 =
1
2
Mc

(
1− m2

M2

)
= 52.8 MeV/c (2.12)

if we consider mass-less neutrinos. The standard V-A weak interaction model gives for the
positron (electron) momentum, pe, spectrum, neglecting terms of m/E (Morita, 1973)

p (x) =
M5g2

µc4

16π3~7

[
(1− x) + ρ

2
9

(4x− 3)
]

x2 (2.13)
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with

x =
2pe

Mc
, (2.14)

which is in good agreement with experiment for ρ = 3/3. Most of the positrons (electrons) have
high energies and are likely to generate electromagnetic showers if a muon decays in a high-Z
material like lead. GEANT treats decay of particles in a general way so that the four-momenta of
the decay products are generated with isotropic angular distribution in the centre-of-mass system,
and then transformed into the laboratory system. The consequence of such a general approach is
the simplification of the momentum spectra of the decay products. The decay accompanied by
gamma-ray emission is not simulated. However, it was found in a detailed simulation that the
muon decay is only a minor process in background induction by cosmic muons.

Negative muon capture is a concurrent process to negative muon decay in a material. A
negative muon is attracted by the nucleus, and if it does not succeed in decaying, it finally falls to
the 1s level of a muonic atom. Due to its 207 times bigger mass compared to electron, a large part
of the muon probability distribution function in the 1s state rests within the nucleus, especially
in heavy nuclei. The relatively long life-time of muons allows the basic weak process

µ− + p → n + νµ (2.15)

to take place. Simple kinematic calculations show that a free neutron could gain only 537 MeV
of kinetic energy while the rest escapes with the muon neutrino. However, in a nucleus, a higher
energy is transferred to the nucleus (typically 10-20 MeV) because of the non-zero proton mo-
mentum and nuclear effects. The binding energy of negative muons in heavy nuclei can be quite
high, e.g. 10.66 MeV in lead. On the bases of experimental data (Suzuki et al., 1987) it can
be calculated that muon capture without muon decay occurs in natural Pb, Cd, Cu, Fe and Al in
97 %, 96 %, 93 %, 90 % and 61 %, respectively. As more than 99 % of muons in a counting
system equipped with a lead shield stop in lead due to its high mass fraction in the whole sys-
tem (calculated in a simulation), practically all the stopped negative muons are captured without
electron emission. The muon capture is therefore the most intensive source of tertiary neutrons
in laboratories placed in moderate shielding depths. After the negative muon capture the excited
nucleus de-excites by the emission of several neutrons. Emission of charged particles in heavy
elements is suppressed due to the Coulomb barrier at these energies. In lead, 1.64±0.16 neutrons
are emitted in average (Morita, 1973). The probabilities of multiplicities of the emitted neutrons
are 0.6 % for no neutron, 59.1 % for one neutron, 23.6 % for two, 5.1 % for three and 12.4 % for
four neutrons. The neutron energy spectrum for lead was measured by Schröder et al. (1974). It
contains an evaporation part expressed as

dN (E)
dE

∝ E5/11e−E/θ (2.16)

in the energy region of 1 to 4 MeV. The effective nuclear temperature θ is 1.22 MeV. The part of
the neutron spectrum above 4.5 MeV decreases exponentially

dN/dE ∝ e−E/Ed (2.17)
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and is attributed to direct pre-compound emission. The decrement energy Ed is 8± 1 MeV, and
the fraction of the high-energy distribution integrated from 4.5 to 20 MeV accounts for 9.7-1.0 %
of the total spectrum. Later Kozlowski et al. (1985) extended the measurements of the neutron
spectrum up to 50 MeV and found a decrement energy Ed in the energy region 10-50 MeV of
8.6± 0.5 MeV, which is in accordance with that measured by Schröder et al. (1974).

The de-excitation of a nucleus may be completed by emission of several gamma-rays, how-
ever, there are no reliable data on gamma-ray energies and intensities for the materials in ques-
tion. Also X-rays with correspondingly higher energies can be emitted from muon-atomic levels
during the descent of the muon to the 1s level. Although such X-rays are used for material anal-
ysis, they have not been identified in background spectra, and their contribution is considered to
be negligible.

At high muon energies photonuclear muon interactions occur, which can be mediated via
a virtual photon, interacting with nucleons. The total cross-section per nucleon can be expressed
for muons above 30 GeV as (CERN, 1990)

σ = 0.3 (E/30)0.25 (2.18)

It is considered to be constant (0.3 µb/nucleon) for muons below 60 GeV. The macroscopic
cross-section for muons below 30 GeV in lead is only 2.0 ·10−6 cm−1 and increases only slowly
for higher muon energies. As in muon bremsstrahlung, the fast muon interaction is charac-
terised by rare but very hard events. Therefore, despite its small cross-section, it contributes to
mean energy losses of high-energy muons. However, the contribution is still only about 5 %
(< 0.5 MeV g−1 cm2) of the total energy losses of high energy muons in iron, and even less for
heavier materials (RPP, 1994). GEANT treats fast muon nuclear interactions in the same way
as the hadronic shower simulation code GEISHA (Fesefeldt, 1985). The energy and angle of a
final state muon is generated according to the free quark parton model. The hadrons are gener-
ated in an approximate way. The virtual photon replaced by the real pion of random charge with
the same kinetic energy and inelastic scattering of the pion on the nucleus is simulated. While
the final state generated in this way gives a good approximation for calorimetric purposes, the
kinematics of the final state may be a rather poor approximation (CERN, 1990).

Electrons, Positrons and Photons. The muon interactions in a shield result in production of
energetic electrons, positrons and photons. Therefore, processes with these particles will also be
discussed as they mediate the interaction of a muon with a detector medium.

Ionisation and delta electron production is the first process we need to deal with. There are
some important differences between interactions of electrons and positrons due to the quantum
effect of the impossibility of distinguishing between two electrons. The first manifestation is
ionisation and delta electron production by electrons and positrons. The maximum energy trans-
ferable to a free atomic electron by a positron is as much as the initial positron kinetic energy,
while for the electron, only half of the initial electron kinetic energy can be transferred. This
leads to different formulae for continuous energy losses by ionisation (Berger-Seltzer formu-
lae; Sternheimer, 1971), as well as different formulae for delta electron production by electrons
(e−e− Möller scattering) and by positrons (e+e− Bhabha scattering; (CERN, 1992). GEANT
uses explicit theoretical formulae for sampling these processes.

Due to a continuous photon spectrum, a bremsstrahlung of electrons is of interest in the de-
tector background. It was theoretically investigated by Seltzer and Berger (1985) who calculated
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photon spectra for elements with Z = 6, 13, 29, 47, 74 and 92 in the electron kinetic energy range
1 keV – 10 GeV, and they reported reasonable (within a few %) agreement with experiments. The
parametrisation introduces errors of bremsstrahlung cross-sections of less than 15 % for electron
kinetic energies below 1 MeV, and less than 6 % for electron kinetic energies from 1 MeV to
10 TeV. The errors of photon spectrum parametrisation are smaller than 12 %, typically a few %
(CERN, 1990). Energy losses due to soft bremsstrahlung (a photon energy below an energy cut
than can be set by the user) are added to the quasi-continuous energy losses, and no photons are
explicitly generated.

There are important differences between bremsstrahlung of positrons and electrons at low
energies. They can be taken into account using a correction factor which is a function of T/Z2

(Kim et al., 1986). For example, the total electron bremsstrahlung cross-section for production
of photons above 10 keV in lead is greater by almost 50 % than for positrons, if the electron and
positron kinetic energies are 1 MeV (CERN, 1990). This correction is included in GEANT.

Another process of interest is the positron annihilation that can take place with a free or
loosely bound atomic electron, during which two photons are emitted, or with a strongly bound
electron (mostly in the K-shell), during which only one photon is emitted, as the excessive mo-
mentum is taken up by the atom. The cross-sections of the two-photon and one-photon anni-
hilations are given by the Heitler formulae and sampled in GEANT. One-photon annihilation,
with electrons only in the K-shell is considered. More complicated annihilation schemes are not
simulated as their contribution is negligible. The contribution of the one-photon annihilation is
largest for heavy materials, as much as 20 % for ≈ 400 keV positrons in lead, and it decreases
for lower and higher positron energies.

The photoelectric effect cross-sections, as well as the K, LI and LII shell energies are
directly parametrised in the GEANT. The relative errors of the cross-sections are less than 25 %
near the shell-energy edges, and less than 10 % elsewhere. X-ray and Auger electron emissions
are also simulated.

The Compton-scattering total cross-sections are parametrised in the GEANT with relative
uncertainties not exceeding 6 % in the photon energy region from 20 keV up to 100 GeV. The
Klein-Nishina formula is used for the differential cross-sections, i.e. the Compton-scattering is
treated as taking place on free electrons. Neglecting the binding energies and momenta of atomic
electrons has crucial influence on the resulting electron energy spectrum near the Compton-edge.
The Compton-edge is blurred in reality and not so sharp as calculated using the Klein-Nishina
formula. Therefore a response function of a Ge detector can never be computed with sufficient
accuracy around the Compton-edge using the present versions of GEANT.

The electron-positron pair production cross-sections are parametrised in the GEANT with
relative uncertainties less than 5 %. Relative errors of the parametrisation of the cross-sections
for the Rayleigh scattering (coherent scattering on atoms without changing the photon energy,
but changing the photon direction) are less than 10 % for photon energies below 1 MeV.

Hadrons. GEANT for simulation of hadron transport, hadron interactions and hadron showers
utilises translations of hadron transport codes GEISHA (Fesefeldt, 1985) and FLUKA (Aarnio
et al., 1990). These codes are mostly intended for interactions of hadrons at high energies, and
therefore they do not simulate processes important for the background induction properly. Fortu-
nately, except for the negative muon capture, processes with muons which leads to hadronic
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showers (fast muon nuclear interactions, nuclear photoeffect with high energy photons, and
photo-fission) are rare and unimportant for the total resulting background. In particular, neu-
trons are tracked down to 10 keV, and then simply absorbed without generation of particles
emitted during the de-excitation of a compound nucleus. Therefore, even if an additional routine
would be written for the negative muon capture in lead including neutron and photon emissions,
the resulting neutrons could not be transported correctly with the plain GEANT. Other neutron
transport codes, better suited for these processes must be employed. One of such codes is MCNP
(LANL, 1986), frequently used for calculation of production rates of radionuclides, however,
simulations of the background induced by neutrons would need some improvements.

2.2 Simulation Codes

2.2.1 Simulations for Surface Laboratories

As the code is too complicated to be described in detail in this chapter, the reader should see
the GEANT documents for more information on the code system and its environment (CERN,
1990; CERN, 1993). However, we present the code description in such detail that readers can
build a similar application not only for simulation of detector characteristics, but also its possible
applications in radioecology, radiation biophysics and space sciences.

We shall describe first a simulation of background of HPGe detectors placed in a lead shield
at the sea level. Later we shall go underground, and we shall also include an anti-Compton shield-
ing. The GEANT code has already been validated and results compared for HPGe spectrometers
operated in surface laboratories (Povinec et al., 2006a).

The GEANT code (CERN, 1993) is written in FORTRAN and the simplified flow chart used
in simulations is given in Table 2.1. Not all the modules listed in the flow chart must be contained
in the code source (Vojtyla, 1995). Most of them are linked to the executive file from the library
during linking. The modules that must be provided by the users are typed in bold. We shall
describe step by step the code source for simulation of background characteristics of a coaxial
HPGe detector of 200 % relative efficiency located at sea level in a lead shield with 15 cm thick
walls.

The module reserves an array for ZEBRA dynamic memory manager, calls initialization mod-
ule (UGINIT), starts event processing (GRUN) and terminates the run (UGLAST). After declara-
tion of COMMON blocks the standard GEANT initialization is performed and the file spec.dat,
which contains steering variables is opened. Then the routine SPCLEAR is called to clear the
simulated background spectra. Next, kinematics cuts are defined to the default value of 50 keV,
the energy threshold, below which particles are considered to be absorbed, and therefore they are
not further tracked. The cut PPCUTM set to 2.14 MeV refers to the pair production by muons,
which has a kinematic limit. Variables, which are not standard in GEANT, but which are to be
read by the routine GFFGO from spec.dat (unit logical number 5), must be defined prior run-
ning GFFGO. This is done in calls to the routine FFKEY (CERNLIB routine). The parameters
of FFKEY describe amnemonic code – a 4-character string, a FORTRAN name of the variable,
a dimension in the case of an array, and a FORTRAN type (integer, real, etc.). A subroutine
ISEE contains starting seed of the random number generator RNDM (CERNLIB routine). ISSHP
defines a shield shape and DETPOS defines the position of the detector in the shield. Depending
on the shape of the shield, a muon generator for a cylindrical shield or for a rectangular shield
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is initialized calling routines HISRINIT or HISRINIB. The detector parameters are given in a
separate subroutine DETEC.

Separate subroutines simulates ionisation loses of particles (LOSS). Delta electrons above
the cut are produced explicitly, and quasicontinuous energy loss is calculated according to the
restricted Bethe-Bloch formula. The coherent Rayleigh scattering of photons is covered in RAYL.

The DETEC also defines the geometry of the set-up. The geometry of the set-up is reduced
to boxes and tubes filled with materials and tracking media. The large mother volume contains

Tab. 2.1. Simplified flow chart used in simulations.

Routine name Description
GZEBRA Init. of ZEBRA system management
UGINIT User routine to initiate the run

GINIT Initialisation of GEANT variables
GFFGO Interpretation of steering data cards
GZINIT Init. of ZEBRA core div. And link areas
GPART Creation of particle data structure
GMATE Creation of material data structure
User code Description of geometrical set-up
GPHYSI Preparation of cross-section and energy loss

Tables for materials in use
GRUN Loop over events

GTRIGI Initialisation of event processing
GTRIG Event processing

GUKINE Generation of event initial kinematics
GUTREV User defined start of tracking

GTREVE Loop over all tracks in the event
GUTRAK Tracking control by user

GTRACK Tracking of current track
GFINDS Find current volume in the set-up
GUSTEP Recording of space points
GUPARA Called if particle falls below threshold

GTGAMA Tracking of the particle according to type
GFSTAT Fill banks for volume statistics
GSTRAC Store info. about current track segment
GTMEDI Finds in which medium current point is

GUDIGI Computation of digitisation
GUOUT Output of the current event

GITRIGC Clearing of memory for the next event
UGLAST User termination routine

GLAST Standard GEANT termination
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Fig. 2.4. A set-up of a coaxial HPGe detector of p-type in a lead shield used in simulations.

all daughter volumes inserted inside this volume which defines the master reference coordinate
systems. At the beginning of the routine, geometrical parameters of used volumes are calculated
according to dimensions of the shield, and stored in arrays for later use. Similarly, materials,
including atomic and mass numbers, density, radiation length, etc., are described in the GEANT
subroutine GSMATE or GSMIXT for mixtures. Next, the tracking media parameters are calcu-
lated for given materials by calls to the GSTMED.

The volumes used in the set-up are defined in the GEANT routine GSVOLU, including the
geometrical set-up. Their positions are given in the GEANT routine GSPOS. The rotation matrix
for rotation of horizontal part of the detector cryostat is calculated calling the GEANT routine
GSROTM. The HPGe detector configuration, based on a dead layer and the active layer is in-
cluded there as well. An example of a coaxial p-type HPGe detector configuration in a lead
shield used in simulations is presented in Figure 2.4.

The concept of lead with higher cuts was used to speed up the computations, as it is not
necessary to produce low energy delta electrons in the outer shells of the shield, which can have
only negligible influence on the detector background. The acceptable thickness of the inner lead
shell with lower cuts (2.5 cm) was tuned in test simulations, which shortened the computation
time by about a factor of 4.

The next routine provided by the user is the routine GUKINE that generates kinematics for
the particle(s), starting every event. The purpose is to push coordinates of the incident muon
(vertex) and coordinates of its momentum vector into stacks containing kinematics of particles
to be tracked. This is done by calling the GEANT routine GSVERT through the 3-element array
VERTEX. The coordinates of the momentum vector are stored by calling the GEANT routine
GSKINE through the 3-element array PLAB. The type of particle is communicated through the
input parameter IKINE. The communication between the routines goes via the COMMON vari-
ables IKINE and PKINE. This routine also contains a variable ENERGY which defines the energy
deposited in the sensitive volume of the HPGe detector. This is the output that we are interested
in.
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For a simulation of irradiation of a shield with detector in free space (undisturbed by over-
burden materials), we can consider the muon flux to be homogeneous, though not isotropic. This
means that the function describing the differential muon flux j(p, ϑ, φ) is constant in every point
of space. The volume of a shield is convex in most cases, therefore every muon, which hits the
shield, enters its volume only once. We neglect improbable events when muons are scattered
back to the shield, for example from the floor. The time T corresponding to the number of N
simulated events is calculated using a simple scaling equation

T =
N

dN/dt
, (2.19)

where dN/dt is the number of muons that hit the shield in a time t. The number of muons passing
through a unit area during a unit time, and their angle and momentum distributions depend on
whether the area is horizontal or vertical. In general, the number of muons that hit a unit area
with a normal vector ~σ in unit time is given as

dN

dSdt
=

∫
dp

∫
Ω

j (p, ϑ, ϕ)~σ~ωdΩ, (2.20)

where ~ω = (cos ϕ sinϑ, sinϕ sinσ, cos σ) is a unit vector in the direction of the space angle dΩ.
It should be integrated throughout all space from which muons hit the area from outside. For
horizontal areas we have

(
dN

dSdt

)
h

=
∫

dp

2π∫
0

dϕ

π/2∫
0

dϑj (p, ϑ, ϕ) sinϑ cos ϑ (2.21)

Because ~σ = (0, 0, 1) (sinϑ stems from dΩ). For vertical areas

(
dN

dSdt

)
v

=
∫

dp

Φ+π/2∫
Φ−π/2

dϕ

π/2∫
0

dϑj (p, ϑ, ϕ) sin2 ϑ cos (Φ− ϕ) (2.22)

as ~σ = (cos Φ, sinΦ, 0), where Φ is the azimuth angle of the vector normal to the area dS.
The muon impact rate can be calculated integrating Eqs. (2.21) and (2.22) over the whole shield
surface except the basis (there is no muon flux from the bottom). The definition of angles and
vectors is illustrated in Figure 2.5. For a simple model of the muon flux, not depending on the
azimuth angle ϕ, the integrals in Eqs. (2.21) and (2.22) equal to(

dN

dSdt

)
h

=
∫

2π

n(p) + 2
j (0, p) dp, (2.23)

(
dN

dSdt

)
v

=
∫

2I(n)j(0, p)dp, (2.24)
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Fig. 2.5. Geometry for calculation of muon interactions with HPGe detectors using the GEANT code.

where I(n) is an integral of the type

I(n) =

1∫
0

xn
√

1− x2dx. (2.25)

The total impact rate of muons falling from the top on a rectangular shield with a height H and
a basis A×B is given as

dN

dt
=

∫
πr2 2π

n + 2
j(0, p)dp +

∫
4πHRI(n)j(0, p)dp. (2.26)

The total impact rate of muons hitting from sides a rectangular shield with a height H and a basis
A×B is given as

dN

dt
=

∫
AB

2π

n + 2
j(0, p) +

∫
4H(A+)I(n)j(0, p)dp. (2.27)

The first integral represents muons falling on the horizontal area from the top, while the second
one corresponds to muons hitting the shield from sides. As we already noticed the factor n(p)
depends on the muon momentum p.

As the angular and momentum distributions are different for vertical and horizontal areas,
each case is treated separately. The probability that a muon hits a horizontal or a vertical area is
proportional to the first and the second integral in Eq. (2.26) or (2.27), respectively. The prob-
ability that the absolute value of the muon momentum will be p is proportional to the function
standing in the respective integral in Eq. (2.26) or (2.27).

The probabilities of hitting horizontal and vertical areas, as well as probabilities of all con-
sidered muon momentum absolute values are calculated during the initialisation phase of the
simulation code in the user routines HISRINIT or HISRINIB.
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The range of muon momenta 0.2-100 GeV/c was found to be sufficient for background simu-
lations. The muon impact rates both from the top (TOPM) and from the sides (SIDEM), and their
branching ratios were calculated as well. For generating absolute value of muon momentum a
CERNLIB routine HISRAN was used. This routine generates random numbers according to his-
togram values. The whole muon momentum range was divided into 999 bins with 0.1 GeV/c.
The respective values in histogram bins (arrays YTOPM, YSIDEM) are calculated in HISRINIT,
resp. HISRINIB according to Eq. (2.26) and (2.27) as well.

The muon momentum and geometry of the interaction is covered in the routine MUGENT
which works as follow:

i) The case of hitting the shield on a horizontal or on a vertical area is sampled with proba-
bilities proportional to BRANCH;

ii) An impact point on the top horizontal area or on side vertical areas is selected with a
uniform distribution (a constant integral flux);

iii) The absolute value of the muon momentum is selected according to the respective distri-
bution (which has been pre-computed), and the factor n corresponding to the given muon
momentum is then calculated;

iv) In the case of a horizontal area, the azimuth angle φ is sampled from the interval (0, 2π)
with the uniform distribution. The zenith angle ϑ is sampled from the interval (0, π/2)
with the distribution proportional to cosn+1 ϑ sinϑ. In the case of a vertical area, the
azimuth angle φ is sampled from the interval (Φ − π/2, Φ + π/2) with the distribution
proportional to cos(φ−Φ), and the zenith angle ϑ is sampled from the interval (0, 2π) with
the distribution proportional to cosn ϑ sin2 ϑ. The distributions take into account possible
impact angles, definition of the differential muon flux per unit space angle, as well as the
scalar product of the unit vector in the muon momentum direction and normal vector of
the surface area.

v) Finally, the Cartesian coordinates of the muon momentum vector are calculated as

~p = (−p cos ϕ sinϑ,−p sinϕ sinϑ,−p cos ϑ). (2.28)

The East-West effect has not been taken into account as it is important only for muons with
momenta below about 0.5 GeV/c, which do not contribute significantly to the background, and
a system set-up is often cylindrically symmetric. The weak dependence of the muon charge on
the muon momentum was neglected as well, and for all muons the mean value of 1.28 was used.
The muon charge was sampled with the probability of 0.561 for positive muons, and 0.439 for
negative ones.

The defined differential muon flux was tested by comparing the commonly accepted value of
the integral muon flux (p > 0.35 GeV/c) through a horizontal area unit (Allkofer and Grieder,
1984)

Jh =
∫

dp

∫
j(p, ϑ, ϕ) cos ϑdΩ = 144 ± 9 muons/m2

s, (2.29)
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Fig. 2.6. Simulation of muon pass through a HPGe detector using a GEANT code (muon momentum
50 GeV/c; energy deposited in the crystal was 1717 keV).

and of the omnidirectional muon flux

J0 =
∫

dp

∫
j(p, ϑ, ϕ)dΩ = 190 ± 12 muons/m2

s (2.30)

with calculated fluxes, which were in the first case 147 muons/m2s, and 202 muons/m2s in the
second case. Thus a reasonable agreement has been obtained with experimental results of Al-
lkofer and Grieder (1984), as both values are within quoted uncertainties. Figure 2.6 shows a
typical picture of a muon passing and interacting with the shield and the Ge detector.

The next necessary routine provided by the user is GUSTEP which is called at the end of
each tracking step. This routine enables to accumulate energy depositions in single tracking
steps through the GEANT variable DESTEP which contains the amount of energy deposited in
the current medium in the current step. The number of medium is tested, and if it is equal to the
number of sensitive Ge crystal , ENERGY is incremented by DESTEP. The test of DESTEP on
zero prevents multiple incrementation by floating point zero.

The next important procedure performed within GUSTEP is pushing the kinematics of par-
ticles generated during the current step from a temporary structure GCKING into the stack of
particles to be tracked. This is done by calling the GEANT routine GSKING for all particles
except neutrinos in a loop.

After the event has been completed, the user routine GUOUT is called to store the infor-
mation gained during the event tracking. The total energy deposited in the sensitive volume of
Ge detector is stored in the variable ENERGY, and used to increment background spectra. Two
spectra are formed, the first one in the energy region 0-1500 keV in 4096 channels, and the sec-
ond one comprises the energy range 1.5 – 100 MeV, also presented in 4096 channels. After the
last event has been processed the termination routine UGLAST is called. The routine updates
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previously computed background spectra and prepares the steering file for the next run.
The GEANT routine GRNDMO and the CERNLIB routine RDMOUT retrieve the random

number seeds enabling to continue random number sequences in the next run correctly. The seeds
must not be random, otherwise the generators would give unpredictable results. The generator
RNDM starts with the seed 12345 and the first sequence of the generator GRNDMO starts with
the pair of seeds 9876 and 54321. The ith (one of 215) sequences of GRNDMO can be started
with seeds of 1 and 0. The last routine called from UGLAST is the GEANT routine GLAST
which performs the standard GEANT termination with the statistical output.

2.2.2 Simulations for Underground Laboratories

Description of the transport of cosmic muons underground depends on the considered depth. In
shallow depths of a few tens of m w.e., only muons with energies below a few GeV are filtered
out, and the observed spectrum is fed by muons which have had originally bigger energies. The
energy losses of muons below about 500 GeV are mostly due to quasi-ionisation. For muons
of higher energies, discrete processes (bremsstrahlung, fast muon nuclear interactions) start to
dominate. The transport of muons in the lower energy range is simpler as the muons change their
energy almost continuously, and they do not change their directions significantly. In the higher
energy range, significant fluctuations of both energy and direction can occur. If the prevailing part
of the muon spectrum observed underground stems mostly from muons with original energies
below a few hundreds of GeV, the attenuation of the muon flux can be taken into account simply
by accounting for mean ranges and integrated energy losses of muons.

We shall focus in this paper on shallow depth underground laboratories, where several ap-
proximations have to be taken into account:

i) we expect that the overburden rock has the same composition with depth and there are no
fluctuations in muon ranges and energy losses in the rock;

ii) there is no deviation from the original muon direction due to multiple scattering to small
angles.

Although the both effects take place, they are usually ignored in coarse calculations of the
muon transport underground as they are partly smoothed-out due to continuous energy and an-
gle spectra of cosmic muons (Gaisser, 1990). The simulation of the muon–induced background
under the overburden is similar to that at sea-level, however, the muon rejection and the momen-
tum reduction algorithms should be applied. After calculating the kinematics of the muon, the
range of the muon in rock is calculated and compared to the slanted depth of the counting system
X = D/ cos ϑ, where D is the vertical depth and ϑ is the muon zenith angle. If the range is
shorter than the slanted depth, the event is rejected. Otherwise, the original muon momentum p0

is reduced according to the formula

pred = p0 − r−1(x), (2.31)

where r−1(x) is the inverse function of a function describing the range of muons in dependence
on the muon momentum r(p). It is assumed that the rock has a standard rock composition with
a density of 2.65 g cm−3, the average mass number A = 22 and the average atomic number
Z = 11 (Heusser, 1995). The transport of muons through the standard rock was simulated using
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Fig. 2.7. Mean range of muons in standard rock (density 2.65 g cm−3, average mass number A = 22 and
average atomic number Z = 11) calculated using the GEANT code.

Fig. 2.8. Calculated muon energy loss in standard rock from ionisation, bremsstrahlung, pair production
and nuclear reactions.

GEANT and data on mean ranges for various muon momenta are presented in Figure 2.7. The
uncertainty of the muon range distribution in the investigated muon momentum range is below
10 %.

As muons interact with matter by electromagnetic and weak interactions only, their energy
losses are predominantly due to ionisation. This can be noticed from Figure 2.8, where a simu-
lated contribution of ionisation, bremsstrahlung, pair production and nuclear reactions as a func-
tion of muon energy is shown. It can be also seen that at higher energies muons can produce
a significant neutron flux. At depths below 10 m w.e. this contribution is higher than from the
nucleonic component of cosmic rays.

A comparison of simulated fluxes of secondary cosmic ray particles under different shielding
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Fig. 2.9. Calculated fluxes of secondary cosmic rays in standard rock at various depths: muons (solid line);
neutrons (broken line).

layers is presented in Figure 2.9. While the nucleonic component (mostly neutrons) is attenu-
ated at 20 m w.e. by 3 orders of magnitude, the muonic component is reduced by 80 % only.
To decrease the muonic component by a factor of 10 requires shielding below 50 m w.e. The
simulated attenuation of the muon flux with the depth reasonably well follows the experimental
curve obtained from underground laboratories (Figure 1.3).

Table 2.2 summarizes neutron fluxes from fission and (α,n) reactions for different rocks. As
expected the production rates from granites dominate.

2.3 Simulation Results and Comparison with Experiments

2.3.1 Design of an Underground Laboratory - HPGe Detectors with Anticosmic Veto

Simulation Results for a Single HPGe Detector. The developed simulation code was tested
for existing set-ups so the obtained results can be compared with measurements. The simulated
background gamma-ray spectrum of a HPGe detector operating at the surface was in good agree-
ment with measured background continua throughout all energies, except for energies below
100 keV, where the simulated counting rates were lower by about 10 %. The simulation also

Tab. 2.2. Calculated neutron fluxes from fission and (α,n) reactions in different rocks.

Rock type Neutron flux
[kg−1d−1]

Granite 60
Salt 20
Sandstone 5
Limestone 4
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Fig. 2.10. Simulated background spectra for the HPGe coaxial detector of 200 % relative efficiency located
in a surface laboratory in a large (L) and a small (S) lead shield without any lining. The underground
spectrum (U) was simulated for the same detector in the S-shield located at 20 m w.e.

overestimates the count rate in the annihilation peak by about 40 %, which can be explained by
assuming a complete charge collection in the HPGe detector in the simulation.

Shields of three sizes were used in simulations:

(i) small (S) shield is close to the detector and only a minimum of space is available inside
(diameter of the well 42 cm, height 51 cm);

(ii) medium (M) size shield is intended for 1 liter samples (diameter 60 cm, height 70 cm);

(iii) large (L) shield can take even larger samples (diameter 100 cm, height 120 cm).

A thickness of 15 cm of lead has been found to be the optimum shielding thickness for large
volume HPGe detectors situated at sea level or at shallow depths underground. If thicker shield-
ing was used in simulations, the background was higher due to interactions of muons with the
shield. The resulting background spectra of the coaxial p-type HPGe detector (relative efficiency
200 %) are shown in Figure 2.10 for the lead shield without any lining. The simulation clearly
shows that the smallest background is obtained in the smallest shield.

This has been a surprising results as in previous low-level counting studies opposite rec-
ommendations could be found (e.g. Watt and Ramsden, 1964). An equilibration of radiation
takes place for very large shields. If the detector dimensions are small compared to the inner
dimensions of a shield, a larger inner surface area radiating secondary particles generated by
cosmic-muons is compensated by a smaller place angle. The small background obtained for
shields close to the detector (S-size) can be partly explained by a kind of self-anti-coincidence.
The cosmic-muons inducing the highest probable background must pass through material layers
close to the inner surface of the shield. If the shield is tight, these muons also pass close to the
sensitive volume of the Ge crystal and therefore they are likely to hit it. However, if this hap-
pens, tens of MeV of energy is deposited in the sensitive volume, rejecting the given event from
the lower-energy part of the background spectrum. The background spectra of small shields are
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Fig. 2.11. Background gamma-ray spectrum at high energy region (HPGe coaxial detector of 200 % relative
efficiency located in a surface laboratory).

relatively depleted in the region below 500 keV and the effect is more pronounced for the anni-
hilation peak. This implies that this effect indeed takes place. However, the special simulation
with direct deposition by muons in a Ge detector switched-off showed that it accounts for only
about 30-40 % of the total effect. The rest is probably caused by a lesser amount of high-Z ma-
terial radiating secondary particles in small shields. It is interesting that the background depends
only slightly on the shape of the shield if the inner shield dimensions are preserved. Rectangular
shields provide only a few percent greater backgrounds than cylindrical ones.

The background levels also strongly depend on the internal lining of the shield. As can be
seen from Table 2.3 thick layers of low-Z lining increase the detector background. For exam-
ple, the maximum in the continuum for the lead shield lined with 1.0 cm of Cu is over 2 times
greater than that of the corresponding lead-only shield. This effect was also observed exper-
imentally (Lindstrom et al., 1990, Heusser, 1993) and explained as a consequence of smaller
self-absorption coefficients for lower-Z materials. On the other hand, shields with lower-Z lining
have smallest count rates in the annihilation peaks and above about 500 keV.

The shield dimensions should be kept as small as possible (depending on the largest sample
size intended for analysis), as the smallest background is obtained in the smallest shield (without
any lining, i.e. only with lead walls). For example, it is not worth leaving an extra space in the
shield of the well-type detector if samples are only analysed inside the detector well. If the lead
X-rays are disturbing, a thin descending Z lining is superior. It is advisable to design the shield
so that the lining can be easily removed. Thick lower-Z linings should be completely avoided.

The effect of an underground installation on the HPGe detector background can also be seen
in Figure 2.10 and Table 2.3. At the rock overburden of 20 m w.e. the background spectrum has
been reduced by a factor of 3.

The spectra above about 20 MeV are almost identical independently of the shield because this
is the region where direct ionisation by cosmic muons prevails. Figure 2.11 shows a dominant
peak in the simulated spectrum at 61 MeV which corresponds to the track length of muon in the
Ge crystal (the ionisation loses of muons in Ge are 7.3 MeV cm−1).
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Design of an Underground HPGe Spectrometer with Anticosmic Veto. When designing a
new underground gamma-ray spectrometry laboratory we should notice that the most important
recent breakthrough has been production and utilisation of large volume HPGe crystals with
excellent energy resolution that permits the analyses of various radionuclides in composite sam-
ples, selectively and very often non-destructively (e.g. in sea sediments). Efficiencies of recently
produced HPGe detectors reached 200 % (relative to 76 mm dia × 76 mm long NaI(Tl) crystal).
For majority of environmental applications, a simple γ-ray spectrometer with an HPGe detector
of about 100 % efficiency (especially if the sample size permits the use of a well detector) is the
usual choice. In single HPGe spectrometers there is not any protection against cosmic ray muons,
therefore a spectrometer with an anticosmic shielding will provide much better sensitivity.

Tab. 2.3. Simulated backgrounds of the 200 % relative efficiency HPGe detector in various shielding ar-
rangements at the surface and 20 m w.e. (relative uncertainties are below 2 %).

Shielding Integral counting rate
in 0-1.5 MeV interval
[s−1]

Counting rate under the
0.511 MeV peak
[10−2 s−1]

150 mm Pb + 1 mm Cd +
2 mm Cu
Cylindrical - small 0.88 2.2

- medium 1.50 5.2
- large 1.92 6.9

Rectangular - small 0.99 2.4
- medium 1.59 5.6
- large 1.95 7.8

Underground - rect. small 0.32 0.8

150 mm Pb

Rectangular - small 0.91 2.7
- medium 1.40 5.7
- large 1.73 7.5

Underground - rect. small 0.29 (experimental value
at 35 m w.e. is 0.24)

0.9

150 mm Pb + 5 mm Cu

Rectangular - small 1.18 2.3
- medium 1.73 5.4
- large 2.08 7.7

Underground – rect. small 0.39 0.8
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Fig. 2.12. A detail of a lead shield housing 4 HPGe detectors with anticosmic veto made of plastic scintil-
lation detectors.

Fig. 2.13. A view of the IAEA-MEL’s underground laboratory with lead shield housing 4 HPGe detectors
(centre), an anti-Compton spectrometer (left) and a Quantulus liquid scintillation spectrometer (right).

We shall illustrate the applications of the Monte Carlo simulations in designing the under-
ground CAVE (Counting lAboratory for enVironmental radionuclidEs) laboratory which has
recently been constructed at the IAEA-MEL Monaco (Povinec et al., 2004, 2005, 2006a) The
CAVE laboratory is situated in an underground cellar in a car parking area at a depth of 35 m
w.e. The laboratory is equipped with a common lead shield housing four large volume HPGe
detectors (Figure 2.12). An anticosmic veto shielding was made of plastic scintillation detectors
surrounding the lead shield which protect the HPGe detectors against cosmic radiation. Such a
novel design, supported by Monte Carlo simulations, when several HPGe detectors are shielded
against cosmic rays by a common guard detection system has been used for the first time in low-
level gamma-ray spectrometry. The CAVE also houses (Figure 2.13) an anti-Compton gamma-
ray spectrometer, comprising an n-type HPGe detector and NaI(Tl) anticoincidence shielding
placed in a lead shield, and a liquid scintillation beta-spectrometer, which will be described later.

The lead shield housing 4 HPGe detectors is made of two layers. The outer layer is made of an
ordinary lead 7.5 cm thick. The second, the internal layer which is 5 cm thick, is made of very low
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activity lead, which was specially ordered for the underground laboratory (210Pb activity is below
0.1 Bq kg−1). The lead shield is surrounded on all sides and from the top by plastic scintillation
sheets 7 cm thick, which are viewed by 5 cm diameter photomultipliers. The plastic scintillation
detectors are connected with HPGe detectors in anticoincidence, so they work as a guard for
HPGe detectors, eliminating effects of nucleonic component on their background, and partially
also the effects of the hard component of cosmic rays that is composed mainly of muons. HPGe
detectors (coaxial p-type) were specifically designed for low-level gamma-ray spectrometry in an
underground laboratory. They are of U-type with preamplifiers housed outside of the lead shield,
however, the FET is mounted on a Cu plate connected to the cooling finger. Only materials
with minimum radionuclide contamination were used for the detector construction. Four types
of HPGe detectors are housed in the common lead shield surrounded by the anticosmic guard –
(i) A 100 % relative efficiency coaxial detector (CANBERRA) with cryostat made of electrolytic
copper with carbon window; (ii) A 150 % relative efficiency well type detector (CANBERRA)
with cryostat made of electrolytic copper (well dimensions – 32.5 mm diameter, depth 73 mm),
well walls made of thin copper; (iii) A 170 % relative efficiency coaxial detector (EURISYS)
with cryostat and window made of pure aluminium. (iv) A 200 % relative efficiency well type
detector (CANBERRA) with cryostat made of electrolytic copper (well dimensions – 25 mm
diameter, depth 60 mm), well walls made of thin copper. ORTEC NIM modular electronics have
been used for signal processing and data acquisition. During all measurements radon is expelled
from the detector chambers by the evaporation of nitrogen from the detector’s Dewar containers,
thus keeping stable background during measurements (Sykora et al., 1992). It should be stressed
that this detection system is used only for analysis of low activity samples.

The measured background of HPGe detectors with anticosmic veto-shielding is compared
in Table 2.4. As the volumes of the detectors differ significantly, it is necessary to compare
their background characteristics per kg of Ge. It is interesting to notice that the total detector
background per kg of Ge, in the energy window 40-2000 keV, is decreasing with increasing
detector volume, i.e. from 290 h−1kg−1 Ge for the 100 % efficiency detector, to 205 h−1kg−1 Ge
for the 200 % efficiency detector. However, the background with the anticosmic veto-shielding
does not follow this rule, but clearly shows a larger contribution of radioactive contamination
of the detector construction materials to its background. The lowest total background with the
anticosmic veto-shielding was obtained for the 150 % efficiency detector (27 h−1kg−1Ge), the
highest for the 170 % efficiency detector (59 h−1kg−1 Ge). The 170 % efficiency detector have
the cryostat made of “pure” aluminium, however, this has been clearly contaminated by U and
Th (and their decay products), as well as by 40K. Generally aluminium is from the point of
view of radioactive contamination not suitable construction material. It is important therefore
that construction materials are carefully tested by the manufacturing companies for the presence
of radionuclides before the detector construction, especially for the detector’s cryostat and its
window. However, it has also been a surprise that three detectors with copper cryostats ordered as
low background detectors for an underground laboratory from the same company (CANBERRA)
had very different background characteristics. It looks like that the companies cannot guarantee
similar detector background characteristics even when using similar construction materials.

The highest background reduction with the anticosmic veto-shielding (Table 2.4) was ob-
tained for the 150 % efficiency detector (factor 9), and the lowest for the 170 % efficiency detec-
tor (factor 4). The 100 % and 200 % efficiency detectors have the reduction factors within these
limits (factors 7 and 6, respectively). The obtained background reduction factors are considerably
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lower than we would expect from Monte Carlo simulations (see discussion for the anti-Compton
spectrometer). We know from gas counting systems (Povinec, 1978) that an anticosmic veto-
shielding may decrease the background of a proportional detector located in a surface laboratory
even by a factor of 100. The lower background reduction factors obtained for HPGe detectors
located in an underground laboratory may be due to several reasons:

(i) A partial reduction of the detector background due to the underground operation, as the
muon flux at 35 m w.e. has decreased by a factor of 4;

(ii) HPGe detectors have a higher efficiency to scattered gamma-quanta which are both of
cosmic ray origin and of radioactive contamination of detector construction materials;

(iii) Leakage of muons through the anticosmic shielding, either due to the shielding geometry
or their energy off-set in the scintillation veto-detector;

(iv) Cosmic ray secondaries produced by muons passing the lead shield which were not dis-
criminated by the anticoincidence circuit, as it activation time was too short (40 µs in
our case) compared with the development time of a cosmic ray shower in the lead shield
(200 µs). However, because of dead time problems of HPGe spectrometers with anticos-
mic shielding, it is usually difficult to increase the width of the gate signal in the anticoin-
cidence circuit above 50 µs.

As hard cosmic ray particles will produce more secondaries in thick lead shield, the lead
thickness should be optimised for a given depth below the earth surface (e.g. 150 mm for surface
laboratories). Too thick lead shield may be therefore contra productive for obtaining good back-
ground characteristics. As for the operation of a semiconductor detector the diode material, in
our case Ge, must be very clean to keep loses of charge collection on the detector electrodes as
low as possible, the most probably the detector contamination is caused by a cryostat material,
which is usually (and preferably) electrolytic copper.

The detector window may also be important, if a combination of copper, aluminium, beryl-
lium or carbon materials are used. If the threshold energy need not be very low, it looks like
that the best material is electrolytic copper. If a low energy window is required, a carbon fiber

Tab. 2.4. Characteristics of HPGe detectors in the IAEA-MEL’s underground laboratory.

Detector characteristics 100 % 150 % 170 % 200 %
Type Coaxial Well Coaxial Well
Cryostat material Cu Cu Al Cu
End-cap material C Cu Al Cu
Ge mass [kg] 2.15 2.50 3.29 4.18
Background at 40-2000 keV [h−1kg−1] 290 239 230 205
Background at 40-2000 keV with anticosmic 40±3 27±2 59±4 33±3
veto [h−1kg−1]
Reduction factor 7.2 8.9 3.9 6.2
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window may be the best choice. There are other construction materials that could affect the de-
tector background as well. Preamplifier is usually situated outside of the lead shield, however
the FET transistor is connected directly with the diode, as well as a copper cooling finger. These
parts, together with soldering contacts, may be therefore crucial for obtaining a low detector
background.

The first important finding is that the annihilation peak at 511 keV is still dominant in all
background spectra. This peak is produced by annihilation of electrons and positrons in the shield
and in the detector, which are products of the interaction of secondary cosmic rays with materials
surrounding the detector. The second important finding is a large background continuum, which
has a maximum at around 200 keV. This background continuum is produced by the interactions
of cosmic muons with the lead shield, as we already discussed.

From background spectra of HPGe detectors operating in various underground laboratories,
normalized to the detector mass (Figure 1.5) we can see that the CAVE underground laboratory
operating at 35 m w.e. with anticosmic veto-shielding has backgrounds comparable with under-
ground laboratories operating with a passive shielding at 250 m w.e. depth (e.g. Pagava et al.,
1992; Niese et al., 1998; Komura and Hamajima, 2004). This is even better seen in Figure 1.4
where integral backgrounds of HPGe detectors divided by the mass of the Ge crystal, operat-
ing in different underground laboratories are compared (Laubenstein et al., 2004). Therefore,
an anticosmic shielding in an underground laboratory operating at a shallow depth is extremely
important for reducing the detector background, and should be widely used. This figure also
shows that for the present state of the art of HPGe low background detectors the optimum depth
would be around 1000 m w.e. Although in deeper laboratories the cosmic ray muon flux is much
weaker, it does not improve anymore background characteristics of HPGe detectors. We believe
that a further reduction in the detector background would be possible only with a new genera-
tion of HPGe detectors, specially designed (and produced!) for deep underground laboratories.
Special arrangements must be also made how to decrease a radon contribution to the detec-
tor background, especially if frequent changes of samples in the detection system are required
(Heusser et al., 2006).

2.3.2 Design of an Underground Laboratory - Anti-Compton (Coincidence)
Spectrometer

Simulation Results for an Anti-Compton Spectrometer. The anti-Compton spectrometer is
a powerful technique for reducing the detector’s background because it combines both the anti-
cosmic and the anti-Compton suppression of background (Debertin and Helmer 1998). It rejects
electronically principal detector pulses that coincide with signals originating in detectors sur-
rounding the principal detector (the active shield). The coincident electronic signals from the
active shield and the principal detector are generated by Compton scattered γ-rays from the
detector, and by cosmic rays, which give rise to a continuous background spectrum and raise
detection limits for the γ-rays with energies in this spectral region (e.g. in the case of analysis
of 137Cs in the presence of 40K). The scattered photons escaping from the principal detector
volume can be detected by a sufficiently large NaI(Tl) or BGO crystal surrounding the detector.
The simplest anti-Compton spectrometer can be made using a Ge detector and an NaI(Tl) crystal
with a well. Using a Ge detector in a large NaI(Tl) crystal (about 30 cm dia. × 30 cm long),
the Compton suppression factor should reach values above 10 (for Eγ ≤ 1.5 MeV) and thus
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decreasing detection limits more than three times (Zvara et al., 1994).
Usually, a well designed anti-Compton spectrometer can be used simultaneously as a coinci-

dence and anti-Compton spectrometer, and by adding a β-ray detector, as a triple coincidence
spectrometer (e.g. for radionuclides emitting γ-rays in cascades (like 60Co) or for positron
emitters (like 22Na, 26Al). Although detection efficiency is reduced in coincidence spectrom-
eters, a considerable decrease in background (by about two orders of magnitude) makes these
spectrometers superior for very low-level gamma-ray spectrometry (Zvara et al., 1994). The
most sophisticated spectrometric system is the multi-dimensional γ-ray spectrometer (Cooper
and Perkins, 1971; Povinec, 1982) in which signals from the analysing detectors form three-
dimensional spectra (volumetric peaks) which can contain both coincidence and non-coincidence
peaks. Analysing electronics, if two HPGe detectors are used, require 8000 × 8000 channels,
which, with present state of the art computer electronics, is not difficult. The background can be
reduced by about two orders of magnitude and three-dimensional spectra enable better identifi-
cation of the peaks registered (Cooper and Perkins, 1971).

Several detection modes can be used when operating the coincidence-anticoincidence gamma-
ray spectrometer:

(i) A single HPGe mode;

(ii) An anti-Compton mode;

(iii) A gamma-gamma coincidence mode (e.g. Stanı́ček and Povinec, 1986; Povinec et al.,
2006);

(iv) A triple coincidence mode (e.g. Sýkora and Povinec, 1986);

(v) A summing coincidence mode (e.g. Sýkora and Povinec, 1986);

(vi) A beta-gamma coincidence mode (e.g. Zvara et al., 1994);

(vii) A beta-gamma-gamma coincidence mode (e.g. Zvara et al., 1994).

The simulations were done for an anti-Compton shielding made of NaI(Tl) annulus of 11 cm
in the inner diameter, 30 cm of the outer diameter and the height of 40 cm (constructed at IAEA-
MEL, Monaco). An NaI(Tl) stopcock of 7.6 cm in diameter and 7.6 cm long closed the annulus
from one side. An n-type coaxial HPGe detector of 100 % relative efficiency was inserted inside
the NaI(Tl) annulus. The whole detector set-up was placed inside a shield made of 10 cm thick
lead, dimensions of 70× 70 cm, and length of 90 cm. There are two possibilities how to position
the detectors in the shield – horizontally or vertically. A draw of the horizontal installation used
in the simulation is shown in Figure 2.14. Simulations were carried out separately for both
installations.

The code for the horizontal installation has a more complicated muon generator than the
standard codes described earlier. Because the basis of the box is not a square, bombardment of
sides of different areas has to be correctly sampled so that impact rates are proportional to the
respective areas. The anti-Compton shield reduces not only the Compton-continuum but also
the cosmic-muon induced background. The reduction is very efficient due to the high detection
efficiency of NaI(Tl) crystals for secondary cosmic-ray particles and gamma-rays.
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Fig. 2.14. Geometry of the HPGe-NaI(Tl) anti-Compton gamma-ray spectrometer.

Additional codes were used for simulations of the anti-Compton spectrometer in the vertical
and horizontal set-up with fixed shield dimensions as described above. Three energy deposition
variables ENERG1, ENERG2 and ENERG3 containing energy depositions in the HPGe detector,
annular NaI(Tl) and the NaI(Tl) stopcock, respectively, were used. The simulated spectra were
saved in six arrays: HPGe spectrum up to 3 MeV and 100 MeV with and without active Compton
suppression, and spectra of the annulus and stopcock NaI(Tl) detectors up to 300 MeV. The anti-
Compton shield has been regarded active if the energy deposited at least in one of the NaI(Tl)
detectors had been above 50 keV.

The code for the horizontal set-up has a little more complicated muon generator than the
codes described so far. A box is bombarded by cosmic muons instead of horizontally positioned
cylinder allowing us to use the already written functions for kinematics distributions. As the
basis of the box is not a square, bombardment of sides of different areas have to be correctly
sampled so that the impact rates are proportional to the areas.

The obtained results for the vertical and horizontal anti-Compton shield arrangements at sea
level and underground are summarized in Figure 2.15. The simulated background spectra at 20 m
w.e. underground show the same features as those at sea level, but the background is reduced by a
factor of ∼ 3 that was observed also in the passive set-ups. A striking feature of the background
spectra is that the difference between the horizontal and vertical arrangements is small in the
lower energy region, however, it is visible. Therefore, below the energies of 1000 keV the vertical
arrangement may be slightly better than the horizontal one. In the region above ∼ 10 MeV the
spectra differ significantly (Figure 2.16), as the contribution of the secondary processes in the
shields is negligible, and the direct ionisation by muons prevails.

The energy deposition spectra in the annular and stopcock NaT(Tl) detectors placed at 20 m
w.e. for the horizontal and vertical positions are shown in Figure 2.17. The spectra confirm high
efficiency of the anticoincidence detectors. The peak observed in the spectrum represents the
track length of muon in the NaI(Tl) crystal.
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Fig. 2.15. Simulated background spectrum of the anti-Compton spectrometer with 100 % HPGe detec-
tor located in underground laboratory at 20 m w.e. (top – Compton suppression off; bottom – Compton
suppression on; horizontal position – solid line; vertical position – dots).

Fig. 2.16. Simulated high energy background spectrum of the anti-Compton spectrometer with 100 %
HPGe detector located in underground laboratory at 20 m w.e. (top – Compton suppression off; bottom –
Compton suppression on; full lines – a horizontal position; dots – a vertical position).

Background reduction factors obtained by the anti-Compton rejection calculated for the
100 % relative efficiency HPGe detector for energies up to 3000 keV are presented in Figure 2.18.
They depend on the energy, reaching values of about 200 for the lowest energies (50-100 keV)
and decreasing down to about 40 at 1500 keV. A cosmic-muon rejection factor of about 40 (at
around 1 MeV) can be reached when the anti-Compton rejection is operational. However, such
high cosmic-muon rejection factors can be reached only if construction materials with negligi-
ble radionuclide contamination have been used for the construction of the HPGe detector, its
cryostat, NaI(Tl) detectors and the passive shielding.

In such situation, the cosmic-muon background is reduced to such a level that other back-
ground components prevail, like those from the residual contamination of the detectors and
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Fig. 2.17. Simulated high energy background spectra in the annular and stopcock NaI(Tl) detectors located
in underground laboratory at 20 m w.e. in vertical (left figure) and horizontal positions (right figure).

shielding materials, or from radon, especially for the underground facilities.

Design of an Underground Anti-Compton Spectrometer. The tested concidence-anticoinci-
dence (anti-Compton) gamma-ray spectrometer (Figure 2.19) has as the main gamma-ray detec-
tor an n-type HPGe detector (ORTEC) of 100 % relative efficiency (the resolution @ 1.33 MeV
60C line is 2.35 keV, the peak/Compton ratio is 64). The detector arrangement is of a U-type
with a preamplifier situated outside of the lead shield, however the FET is mounted on Cu plate
connected with cooling finger. The detector cryostat is made of electrolytic copper, the window
is made of high purity aluminium. The HPGe detector is surrounded by NaI(Tl) shielding (de-
scribed above). A double side Si beta-ray detector (ORTEC), located between the HPGe detector
and the top NaI(Tl) detector has been used in beta-gamma coincidence studies as well. All de-
tectors are housed in a shield of 10 cm thick, made of ordinary lead previously used for shielding
of gas proportional detectors. The background spectrum of this anti-Compton gamma-ray spec-
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Fig. 2.18. Background reduction factors for the anti-Compton gamma-ray spectrometer at sea level (open
circles – vertical position; dots – horizontal position).

trometer is shown in Figure 2.20. The backgroundwith anti-Compton shielding has decreased in
the energy interval 30-2500 keV by a factor of 5. However, it can be noticed that the 100 % HPGe
detector has in the background spectrum several gamma-lines from natural radionuclides, proba-
bly due to a contamination of the ordinary lead shield (an internal low activity lead shielding has
not been installed yet).

A radioactive contamination of the construction material plays a crucial role in a low-level
anti-Compton spectrometer, which is mainly responsible for its background characteristics, al-
though the shielding geometry of the anti-Compton spectrometer is usually much better than that
of a detector with anticosmic veto-shielding only. As HPGe detectors have similar background
characteristics, the radioactive contamination may originate in the NaI(Tl) annulus and stopcock
detectors, and in photomultipliers. The dominant contaminant in this case is 40K, which is very
difficult to remove from the NaI(Tl) detectors. Another possibility would be to use a BGO scin-
tillation detector, which because of higher detection efficiency could have smaller dimensions.
However, the radioactive contamination in this case is even worse due to presence of radioactive
bismuth and lead in the material.

Because of contamination problems anti-Compton gamma-ray spectrometers will not reach a
lowest possible background. They are, however, useful detection systems when a non-destructive
analysis of samples containing a wide range of gamma-ray emitters should be carried out, e.g.
analysis of low energy gamma-emitters in the presence of high energy ones (e.g. 137Cs (662 keV)
versus 40K (1.46 MeV) in sediments.

Another example is advantageous use of gamma-gamma spectrometers when searching e.g.
for gamma-emitters with cascade gamma-quanta (like 60Co). Figure 2.21 presents gamma-
gamma spectra as measured with a 60Co source using the anti-Compton spectrometer in different
modes. It can be seen that the highest selectivity for cascade gamma-quanta can be reached with
coincidence mode. Such an arrangement can improve the spectrometer sensitivity by an order of
magnitude.
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Fig. 2.19. Construction of the anti-Compton gamma-ray spectrometer in the IAEA-MEL’s underground
laboratory (100 % HPGe detector surrounded by NaI(Tl) detectors in a lead shield).

Fig. 2.20. Background spectrum of the anti-Compton spectrometer with 100 % HPGe detector measured
for 60,000 s in the IAEA-MEL’s underground laboratory at 35 m w.e.

Figure 2.22 compares gamma-ray spectra obtained by a single HPGe detector (70 % relative
efficiency) with HPGe-NaI(Tl) (10 cm in diameter and 10 cm long NaI(Tl) crystal) coincidence
spectrometer installed in the Comenius University of Bratislava laboratory. The sensitivity of the
coincidence mode is clearly visible, as the background and the Compton continuum from 40K
has been decreased more than other of magnitude. The detection limit for 60Co in the IAEA-414
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Fig. 2.21. Spectra of 60Co and 137Cs measured with anti-Compton spectrometer (a – single gamma-
spectrometer; b – anti-Compton spectrometer; c – coincidence gamma-gamma spectrometer; d – coin-
cidence gamma-gamma spectrometer with Compton suppression; e – background in the gamma-gamma
coincidence mode.
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Fig. 2.22. A comparison of single and HPGe-NaI(Tl) coincidence spectra of IAEA-414 refererence mate-
rial.

reference material (a mixture of Irish Sea and North Sea fish) has been given at 80 mBq kg−1

dry weight.

Remarks on Simulations and Laboratory Design. We have seen that the Monte Carlo sim-
ulation tools based on the GEANT proved to be capable to model background characteristics of
HPGe detectors and thus to optimise the design of low-level gamma-ray spectrometric installa-
tions. A computing power is not anymore problem, as desk top computers of sufficient speed and
power are available. Therefore the influence of various parameters on the detector background
can be studied well in advance, and the cosmic-muon induced background can be estimated
before a low-level detector system is constructed. Simulations of characteristics of HPGe de-
tectors placed inside a lead shield without and with anti-Compton shield in surface or shallow
underground laboratories revealed useful trends in design of such systems. Given the detector
set-up, its background spectra induced by cosmic ray muons can be scaled down by a factor cor-
responding to the shielding depth. Generally, a radioactive contamination of construction parts
of the shield and HPGe detectors itself is still dominating factor as the obtained background
was always higher than predicted by Monte Carlo simulations. No important differences were
observed when the anti-Compton system was positioned horizontally or vertically. An NaI(Tl)
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anti-Compton gamma-ray spectrometer inside a passive shield has a detrimental effect on the
cosmic-muon induced background if the anti-Compton rejection is switched off because of a
thick layer of a relatively low-Z material, compared with standard shielding materials like lead.

On the other hand, a cosmic-muon rejection factor of at least 40 (at around 1 MeV) is pre-
dicted when the anti-Compton rejection is operational. In such situation, the cosmic-muon
background is reduced to such a level that other background components should prevail, like
those from the residual contamination of the detector and anti-Compton shield materials, or from
radon, especially in underground facilities. However, such high cosmic-muon rejection factors
can be reached only if construction materials with negligible radionuclide contamination have
been used for the construction of the HPGe detector, its cryostat, the surrounding NaI(Tl) detec-
tors and the passive shield, and the detector operates in a place with low radon concentration.

The underground counting laboratory with anticosmic shielding of detectors has permitted to
effectively decrease the background of large volume HPGe detectors, especially when operating
in anticosmic, anti-Compton or coincidence modes. The anticosmic shielding has proved to
be a valuable investment as the background of HPGe detectors operating at shallow depths is
comparable with underground laboratories operating at moderate depths of about 250 m w.e. For
example, in the case of analysis of 137Cs in seawater samples it has been possible to decrease
the sample volume by about a factor of 10, which greatly reduces sampling time, and the same
seawater volumes could be used for gamma-ray spectrometry as well as for mass spectrometry
measurements (Povinec, 2004).
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3 Radiometrics Spectrometry and Applications in Environmental Studies

In this chapter we shall briefly discuss results on alpha and beta-ray spectrometry, and on in
situ underwater gamma-ray spectrometry. We shall also discuss a few recent applications of
radiometrics techniques in environmental research.

We have seen that muon-induced background becomes important for large volume HPGe de-
tectors as the most prominent peaks observed (e.g. annihilation peak, neutron activation peaks)
have been due to cosmic ray interactions. Alpha-ray spectrometry is free of cosmic ray interfer-
ences as the detector medium is very thin and light (silicon) and the registered energy is relatively
high (typically between 3 and 6 MeV).

Beta-ray spectrometry is somewhere between - the detection medium (gas, liquid scintillator)
is usually of low density, however, typical energies are below 1 MeV. Therefore cosmic ray
background will be especially important for low energy beta-ray emitters (like 3H and 14C),
therefore, tritium and radiocarbon detectors should also benefit from an underground operation.

3.1 Low-level Alpha-Ray Spectrometry

Semiconductor Alpha-ray Spectrometry (SAS) has become a well matured technique for the
analysis of α-ray emitters (mainly actinides, but also 210Po, 226Ra and others) subsequent to
the introduction of semiconductor silicon detectors. As the typical energy range of α-rays from
investigated α-ray emitters is between 3 and 6 MeV, SAS has been widely used in environmental
studies. Other techniques, like ionisation chambers and track detectors have not been so often
used in the analysis of environmental samples, mainly because of poorer resolution.

Therefore, the most important developments in SAS have been in the radiochemistry sector,
as previously discussed. However, one development we would like to mention here, as the major
disadvantage of high resolution SAS compared to mass spectrometry techniques is the difficulty
in resolving 239Pu and 240Pu peaks. Large surface (about 10 mm in diameter) silicon detectors
frequently used in SAS cannot resolve this duplet. However, by using high resolution silicon
detectors and special deconvolution software, this problem can be solved (Leon Vintro et al.,
1996). The disadvantage here is that because of the smaller detector surface, sensitivity is lower
and only samples with relatively higher concentrations of α-ray emitters can be analysed. This
is one of the reasons why mass spectrometry techniques are more widely used for analysis of Pu
isotopes in the environment.

3.2 Low-level Beta-Ray Spectrometry

There are several radionuclides (both natural (e.g. cosmogenic 32P, 32Si) as well as anthropogenic
(e.g. 3H, 85Kr, 90Sr,241Pu)) found in the environment which are still analysed by beta-ray count-
ing or beta-ray spectrometry, mainly because their half-lives are too short to be analysed e.g. by
AMS. For some beta-ray emitters, like 14C and 129I, which were previously analysed by beta-ray
spectrometry, AMS is at present the most widely used technique. Other radionuclides, like 99Tc
are still analysed by β-ray spectrometry, although ICPMS (and AMS) have been successfully
applied as well, and in the future, mass spectrometry techniques will prevail for these radionu-
clides.
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Fig. 3.1. 3H spectra (top: standard; middle: a sample; bottom: background) measured by Quantulus LSS
using Insta-Gel Plus cocktail (11 ml of water and 9 ml of Packard Insta-Gel scintillator).

The most important breakthrough in β-ray spectrometry was the introduction of low back-
ground Liquid Scintillation Spectrometers (LSS) (Theodorsson, 1996), which are now mainly
used for the analysis of short-lived beta-ray emitters in the environment. The advantage over
low-level gas counting (Povinec, 1991b) is their higher efficiency as well as that LSS can in
fact operate as a beta-ray spectrometer, registering only those β-electrons with energies inside
the beta-ray spectrum, and not all beta-electrons registered by e.g. Geiger-Müller counters. We
shall illustrate the possibilities of LSS techniques using a few examples – 3H (maximum en-
ergy of beta-electrons 18.6 keV; T1/2 = 12.3 y) and 241Pu (maximum energy of beta-electrons
20.8 keV; T1/2 = 14.4 years). 3H analysis by LSS without enrichment has a detection limit of
about 2 TU (1 tritium unit (TU) is the ratio of 1 atom of 3H/1018 atoms of 1H). Operation of the
LSS underground can improve the detection limit by about a factor of two. Electrolytic enrich-
ment can further lower the detection limit to 0.01 TU, which is similar to the value obtained by
3He ingrowth mass spectrometry.

For 3H analysis of surface waters contaminated by discharges, simple LSS is the best solu-
tion. Figure 3.1 shows a typical 3H spectrum of a water sample (4 TU), a background sample
(0.4 min−1) and a 3H standard (about 20 % efficiency) as obtained by WALLAC’s Quantulus
spectrometer. The Quantulus spectrometer benefits from the low background resulting from the
anticoincidence shielding of the counting vial. Similar counting parameters are obtained by the
Packard LSS, which uses the pulse shape discrimination method for decreasing the spectrome-
ter’s background. Recently an electrolysis apparatus utilising Solid Polymer Electrolyte (SPE)
has been developed (which greatly simplifies the enrichment procedure) and with LSS 3H con-
centrations in water down to 0.01 TU can be measured (Saito et al., 2000).

Another good example of the advantageous use of LSS is 241Pu. As it is a pure β-ray emitter,
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Fig. 3.2. 241Pu beta-ray spectrum (left) and 238,239,240Pu α-ray spectrum (right) measured by Quantulus
LSS. Pu separated from Irish Sea sediment was electrodeposited on stainless steel disc and inserted into a
Teflon vial with 5 mL Insta-Gel cocktail (Packard).

it cannot be analysed simultaneously with other plutonium isotopes using α-ray spectrometry.
However, the disk with electrodeposited Pu after α-ray spectrometry measurement can be placed
in a polyethylene vial containing a liquid scintillator (e.g. the Insta-Gel cocktail produced by
Packard). Using Pulse Shape Analysis (PSA) method α-rays can be separated from β-rays reg-
istered by LSS (Figure 3.2). Typical counting parameters are: 5 ml of cocktail, 12 % efficiency,
0.3 min−1 background and detection limit 0.03 Bq (Liong Wee Kwong et al., 2001).

241Pu has highest activity concentrations in environmental samples compared to other Pu
isotopes, however, a direct counting is not sufficiently sensitive for many applications. There-
fore, the more preferable method is leaching plutonium from the stainless steel disk after α-ray
spectrometry (or to separate a portion of Pu sample before its electrodeposition on the disk) and
dissolving the sample in the counting vial, enabling 4π geometry measurements, thus increasing
detection efficiency by a factor of two (Liong Wee Kwong et al., 2001).

3.3 In-Situ Underwater Gamma-Ray Spectrometry

A complimentary detection method to a traditional sampling and laboratory analysis can be a
direct, in situ analysis of radionuclides, e.g. in the air, in the soil, water or sediment. We shall
focus in this paper only on underwater gamma-ray spectrometry and applications in the aquatic
environments. Such a novel approach can have several advantages, e.g. complicated and labori-
ous sampling, preconcentration and separation techniques and long-term measurements are not
necessary; mapping of gamma-emitters in large surface areas is possible which would require
long-term programmes (Jones, 2001; Osvath et al., 1999a; Osvath and Povinec, 2001); screening
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of sunken or dumped radioactive object (Osvath et al., 1999b); and continuous analysis of ra-
dionuclides in water replacing a sporadic short-term sampling and analysis, enabling a real time
reporting of data; searching for temporal changes, and development of time series (Wedekind et
al., 2000; Povinec, 2004; van Put et al., 2004; Osvath et al., 2005; Povinec et al. 2006b).

The systems most commonly used for underwater gamma-ray spectrometry are based on
NaI(Tl) (or BGO – bismuth germanate) detectors. The advantage of NaI(Tl)-based systems is
firstly related to the high detection efficiency of NaI(Tl) crystals at much lower cost than equiv-
alent Ge crystals. Moreover NaI(Tl)-based systems can be built sufficiently robust and are ade-
quate for long-term underwater deployment. In addition polycristalline NaI(Tl) materials can be
obtained with identical optical characteristics but far better thermal and mechanical strength than
single crystals, thus further improving the shock resistance and thermal stability of the system.
The drawbacks of NaI(Tl)-based systems are the high power consumption for the operation of
the photomultiplier tube and a relatively poor energy resolution of the detector (with peaks tens
of times wider than those in spectra recorded with Ge detectors).

HPGe-based systems on the other hand have the advantage of good energy resolution and
hence excellent radionuclide identification capability (Povinec et al., 1996). However, in terms of
ruggedness, autonomy and power consumption, they are generally less performing than NaI(Tl)-
based systems. Recently electrically-cooled HPGe γ-ray detectors using Stirling cycle refriger-
ators have been developed. The size of such a detector assembly including the crystal and the
refrigerator is small and its power consumption can be only ∼1 W. A submersible electrically-
cooled HPGe γ-ray detector system of this type, operational to 500 m depth, was successfully
tested by Kobayashi et al. (1998).

Other available types of detectors, such as CsI crystals (pure or doped with Tl or Na), flu-
orides (e.g. CsF, BaF2) or semiconductor detectors which do not require external cooling (e.g.
CdTe, CdZnTe, HgI2, GaAs), have in general not become competitive with NaI(Tl) and HPGe
detectors mainly because of their lower efficiency for the detection of gamma-rays in the energy
interval 30-3000 keV.

Higher energy beta-rays emitters, like 90Sr, could be monitored in water either via Cherenkov
radiation and/or bremsstrahlung. We shall describe in detail two detection systems developed in
IAEA-MEL in Monaco used either for seabed gamma-mapping or for stationary monitoring of
radionuclides in the aquatic environment.

3.3.1 Towed NaI(Tl) Detector Systems

Two towing detection systems were developed at IAEA-MEL Monaco. The larger one consisted
of a HPGe detector (20 % relative efficiency) with propane cryogenic cooling, and a 100 mm in
diameter and 150 mm long NaI(Tl) crystal (Povinec et al., 1997). It was used for investigations of
radioactive dumping sites and gamma-mapping of Novaya Zemlya bays (Osvath et al., 1999b).

We shall describe here in detail the smaller system consisting of a NaI(Tl) probe, a shipboard
computer and a DC power supply (Osvath & Povinec, 2001). The stainless steel tubular probe
casing contains a 152 × 51 mm NaI(Tl) ruggedised crystal, a high gain photomultiplier tube,
pressure, temperature and seabed roughness sensors and electronic circuit boards which provide
power to the sensors and process the signals (Figure 3.3). Data are transferred from the probe
to the logging computer every second and can be sequentially stored with this frequency or at
other user-selected time intervals. A 300-channel spectrum is generated, covering the energy
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Fig. 3.3. Small underwater gamma-ray spectrometer with electronics.

range from 100 keV to 3000 keV. The logging programme on the PC allows the monitoring of
the spectrum recording and of the total count rate, bottom ruggedness, pressure and temperature.
The energy calibration of the gamma-ray spectrometer was carried out using 137Cs and 60Co
radioactive sources. The energy resolution for 662 keV (137Cs) gamma-rays was 6.5 %. The
efficiency calibration was done using a 137Cs source dispersed in a polyethylene tank 1 m in
diameter and 1 m high, filled with fresh water. The tank was also filled with seawater with
natural concentration of 40K (1462 keV), 226Ra, 222Rn and its daughter products. Background
measurements were carried out with the detector immersed in the tank filled with fresh water
(Povinec et al., 2006b).

The system was used in several field trips, e.g. for mapping of gamma-emitters in sediments
in Mururoa and Fangataufa lagoons, in the coastal Irish Sea (Osvath et al., 2005), and for in
situ measurements of radon decay products in coastal Sicily (Povinec et al., 2006) and Brazil
(Povinec et al., 2008a).

3.3.2 Stationary NaI(Tl) Detector System

NEMO (Nautic Environment Marine Observatoire), a stationary underwater monitoring system,
based on a NaI(Tl) detector was recently built in IAEA-MEL (Figure 3.4). It records gamma-
ray spectra in water together with a suite of environmental parameters including seawater tem-
perature, conductivity, current speed and direction (Osvath et al., 2005). These data may be
transmitted via a satellite link to a base station at the IAEA-MEL at Monaco. The monitor’s
capabilities can be further expanded by adding sensors for meteorological (wind speed and di-
rection, air temperature and pressure) and oceanographic measurements (wave height, direction
and period, water temperature and salinity profiles, light attenuation, Chlorophyll-A and hydro-
carbons). Such a complex data set can be useful as input to transport models.

The NaI(Tl) detector (76 mm in diameter and 76 mm long), shown in Fig. 3.4 as RADAM
(Radioactivity Detection and Measuring System), made of ruggedised crystal has 7 % resolution
for 662 keV gamma-rays (137Cs). The calibration of the NaI(Tl) detector was carried out in a tank
filled with seawater spiked with 137Cs. The efficiency was estimated as 2.1×10−4s−1/(Bq m−3)
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Fig. 3.4. NEMO (Nautic Environment Marine Observatoire) buoy in Monaco Bay, and construction details
(RADAM is 5 cm in diameter and 15 cm long NaI(Tl) detector).

net count rate under the 137Cs photopeak. The limit of detection for 137Cs in water is 19 Bq m−3

for a 24 hour spectrum integration time or 4 Bq m−3 for 30 days integration time. The cur-
rent speed and direction are measured with a 3-axis ultrasonic transducer, with ranges of 0 –
300 cm s−1 and 0-360◦ and uncertainties of 3 % and 2◦, respectively. The temperature sensor
has an operational range of -5◦C to +45◦C with an uncertainty of 0.1◦C. Salinity is determined
from conductivity measurements performed with an electrode-less induction type cell. The sen-
sors are suspended 4 m underwater on a structure attached to a floating buoy (Figure 3.4). The
buoy is equipped with signal processing electronics including a microcomputer and a marine
transceiver, and with a set of lead-acid batteries. An integrated GPS receiver continuously records
the buoy’s position. These instruments and batteries are maintained in a nitrogen atmosphere in
an air-tight/water-tight instrument container. The Observatory’s autonomy is supported by a set
of solar panels installed on the instrument container. The satellite antenna and visual signaling
devices are mounted on the top deck, about 4 m above water level.

The NEMO observatory operated in the Monaco Bay, as well as in the northern Irish Sea
searching for changes in the current system and monitoring 137Cs releases from the Sellafield
(UK) reprocessing facility (Osvath et al., 2005).

3.4 Applications of Radiometrics Techniques in Environmental Studies

We shall present a few applications of radiometrics techniques in marine radioactivity studies
where high sensitive methods are required to obtain meaningful results. The applications here
have been limited by availability of suitable size of samples, sampling of which has been time
consuming and very costly (e.g. when we consider that a water or sediment sample should be
brought on the ship deck from depths of a few thousands meters. As the available space is limited,
we present only a few typical examples where new techniques have been applied.
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Fig. 3.5. 137Cs transect along the 20◦S latitude in the Indian Ocean. Clear subsurface 137Cs maxima around
100 and 60◦E can be seen. The observed maximum 137Cs activity concentration (2.1 mBq/L) at 100◦E is
the highest one measured in the Indian Ocean, which is comparable with levels observed in the central
north-west Pacific Ocean (Povinec et al., 2008a).

3.4.1 Caesium-137 Profiles in Indian Ocean Waters

It has been recognised that global fallout 137Cs is powerful tracer for studying exchange of sea-
water between the ocean basins because due to global fallout higher deposition regions are found
in the western part of mid latitudes in the North Pacific. In the framework of the SHOTS (South-
ern Hemisphere Ocean Tracer Studies) project water profile samples were collected during the
round the globe BEAGLE2003 (Blue Ocean Global Expedition) and analysed for 137Cs content
(Aoyama et al., 2008).

The 137Cs transect along the 20◦S latitude in the Indian Ocean shown in Figure 3.5 represents
the first high density sight of 137Cs distribution in the South Indian Ocean (Povinec et al., 2008a).
This has been possible thanks to analysis of 137Cs in underground laboratories, which enabled to
obtain required sensitivity for 10 times smaller volumes of water samples. For sampling of small
(10 L) water samples was thus possible to use Rosette systems, what was not possible before, as
large volume samplers (> 100 L), requiring long sampling times, had to be used.

Figure 3.5 clearly shows a presence of two cores of higher 137Cs concentrations at 100◦E
and 60◦E in the water column depth between 100 and 200 m. The subsurface maximum of
137Cs concentration measured near 100◦E (2.1 mBq/L) is the highest level observed in southern
hemisphere seawater, which is of the same level as the maximum 137Cs concentration observed
in North Pacific surface water (Povinec et al., 2003a).

It is impossible to construct the observed 137Cs cores only from a direct input of global
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fallout 137Cs onto the Indian Ocean. Therefore, the 137Cs cores must be due to an input of the
North Pacific 137Cs throughout the Indonesian seas into the cyclonic eddy of the Indian Ocean
subtropical gyre, which has also been supported by oceanographic measurements. By a factor
of three higher 137Cs inventories than would be expected from global fallout in the South Indian
Ocean along the 20◦S latitude (up to 1240 Bq/m2), which are comparable with 137Cs inventories
in the north-western Pacific, confirm an input of the North Pacific 137Cs into the South Indian
Ocean subtropical gyre.

The estimated residence time of 137Cs in surface waters of the subtropical Indian Ocean
(∼ 30 years) is by a factor of 2 higher than for the North Pacific, documenting an accumulation of
caesium in the Indian Ocean subtropics. All these findings suggest that the South Indian Ocean
subtropical gyre is significant reservoir of anthropogenic pollutants that have been transported
from the North Pacific to the south on a time-scale of several decades, which has important
implications for the protection of the marine environment.

A reasonably good agreement has been obtained between the WOCE tritium and SHOTS
137Cs data for the southern Indian Ocean (Figure 3.6), indicating a similar distribution of both
radionuclides in the South Indian Ocean between 1995 and 2004. The obtained 137Cs data sets
for Atlantic, Indian and Pacific Oceans showed a reasonable agreement with WOCE tritium data.
However, an unexpected transport of 137Cs has been found from the North Pacific to the South
Pacific subtropical gyre, having important implications for circulation of water masses in the
world ocean, with possible impact on climate change (Aoyama et al., 2008).

3.4.2 Applications of in situ Underwater Gamma-ray Spectrometers

Mururoa and Fangataufa Lagoons. A survey of Mururoa and Fangataufa lagoons was carried
out with the aim to assess their radioactive contamination (water, sediment and biota) after nu-
clear weapons testing (Povinec et al., 1999). 60Co and 137Cs were the main gamma-ray emitters
present in lagoon sediment. The in situ sediment measurements were used to guide the sediment
sampling campaign in the most contaminated areas of the lagoons where surface tests of nuclear
weapons had taken place. A distribution of 60Co in the Fangataufa lagoon sediment showed
activities up to 60 kBq m−2 (Figure 3.7). A good correlation (R2 = 0.8) found between 60Co
and 239,240Pu concentrations (239,240Pu is the radionuclide of main interest in lagoon sediments)
enabled the estimation of 239,240Pu inventories on the basis of 60Co mapping and analysis of
239,240Pu in sediments (Osvath et al., 1999a).

Novaya Zemlya bays. Novaya Zemlya bays in the Kara Sea were visited with the aim to
assess radioactive contamination of water and sediment after dumping of radioactive wastes there
(Povinec et al., 1997). Figure 3.8 shows a HPGe spectrum recorded at one of the stations in
Stepovoy Bay. The far superior resolution of the HPGe detector has enabled observation of a
low 137Cs concentration which was not visible in the NaI(Tl) spectrum. The spectra obtained
with the HPGe detector represent the first set of high resolution seabed gamma-ray spectra ever
recorded in situ. The 137Cs sediment contamination close to dumped radioactive containers was
up to 10 kBq kg−1 dry weight (Osvath et al., 1999b).

Mapping of Coastal Sediments in the Irish Sea. Seabed gamma-mapping of radionuclides
(mainly 137Cs) was carried out in the Irish Sea close to the Sellafield reprocessing facility. Fig-
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Fig. 3.6. Tritium transects along the 20◦S latitude in the Atlantic, Indian and Pacific Oceans as constructed
from the WOCE database (www.woce.edu).

www.woce.edu
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Fig. 3.7. Distribution of 60Co in Fangataufa lagoon sediment.

Fig. 3.8. Gamma-ray spectrum recorded by a HPGe detector with propane cooling in Stepovoy Bay, Novaya
Zemlya.

ure 3.9 shows the distribution of 137Cs in surface sediment close to the outlet of liquid discharges
from the Sellafield reprocessing facility. The measured 137Cs levels in the sediment were up to
about 1 kBq kg−1 dry weigth. They were lower by 40-70 % than the results obtained 10 years
ago, documenting that a remobilisation of 137Cs in sediment of the Irish Sea has been effective
(Osvath and Povinec 2001).

NEMO Observatory in the Irish Sea. In situ stationary monitoring of radionuclides in seawa-
ter in the NW Irish Sea with satellite data transmission to IAEA-MEL Monaco was carried out
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Fig. 3.9. 137Cs massic activity of surface sediments (Bq kg−1 dry weiht) in the Irish Sea close to Sellafield
(UK) reprocessing facility.

with the aim to search for resuspension of 137Cs from sediment and to study possible changes
in its concentration in surface water associated with releases from the Sellafield reprocessing
facility, as well as with changes in circulation patterns of the western Irish Sea gyre during the
summer months. The obtained results indicate that at the timescale of months no significant
changes were detectable in 137Cs concentration in seawater. Fluctuations of 137Cs levels over
shorter time-scales would have been within the range of uncertainty of the determinations (Os-
vath et al., 2005). Figure 3.10 shows a gamma-ray spectrum of water (at 4 m depth) taken with
the NEMO observatory in the Irish Sea during a heavy rain when the 137Cs peak (662 keV) was
completely masked by the 214Bi peak (609 keV) as a result of wash out of radon decay products
from the air. The dominant peak in the spectrum is due to 40K.

Submarine groundwater discharge (SGD) studies offshore Sicily. The in situ, fully automa-
tised gamma-ray spectrometers for continuous monitoring of radionuclides in the aquatic envi-
ronment were also applied for monitoring of natural radionuclides such as 40K, 228Ra and radon
decay products, which are commonly used as tracers for studying marine and coastal processes.
One of the frequently studied coastal processes is SGD, because of its potential importance for
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Fig. 3.10. Gamma-ray spectrum of water (at 4 m depth) taken with the NEMO observatory in the Irish Sea
during a rain when the 137Cs peak (662 keV) was masked by the 214Bi peak (609 keV) as a result of wash
out of radon decay products from the air.

management of fresh water resources in coastal areas. The new technologies developed in re-
cent years have been used to carry out temporal and spatial monitoring of SGD via analysis of
radon and its decay products emitting gamma-rays. Radon is a conservative tracer and because
its concentration in groundwater is much higher than in seawater, it is an ideal tracer for studying
groundwater-seawater interactions (Burnett et al, 2006).

222Rn is a decay product of 226Ra (half life 1600 y) in the 238U natural decay chain, and
thanks to its short half life (3.82 d) it is a suitable tracer for studying dynamic systems that are
usually found in coastal regions. 222Rn daughters are short lived radionuclides such as 214Pb,
214Bi, etc., which further decay by alpha and beta decays to medium lived 210Pb (22.2 y) and
210Po (138 d), and finally to the stable 206Pb. In the 232Th natural decay chain there is another
radon isotope, 220Rn (also called thoron), with a shorter half life (55.6 s). 220Rn is a decay
product of 224Ra (half life 3.66 d) which further decays to several short lived daughter products
including 208Tl (half life 183 s), and finally to the stable 208Pb.

As short lived daughter products of both radon isotopes, 222Rn and 220Rn, emit gamma-rays,
in situ gamma-ray spectrometry would be a suitable non-destructive technique of their analysis in
seawater, replacing time consuming analysis of 222Rn in the marine environment. In situ gamma-
ray spectrometry has the advantage that it can also simultaneously analyze other radionuclides,
e.g. 40K, 228Ra (via its daughter 228Ac), 234Th-234Pa and others. The best visible gamma-lines
in the gamma-ray spectrum of seawater are due to 214Bi (609, 1120 and 1765 keV) for 222Rn
daughters, and due to 212Pb (239 keV) and 208Tl (583 and 2615 keV) for 220Rn decay products.

Time series of 222Rn in seawater, salinity and tide were recorded with the small NaI(Tl)
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Fig. 3.11. Time series of radon concentration (kBq m−3) in seawater offshore Donnalucata (Sicily) vs.
salinity and tide.

submersible detector at a site close to the coast in the south-eastern Sicily (near Donnalucata
town). Results presented in Figure 3.11 document that after the maximum tide the 222Rn activity
concentration of seawater was minimum (down to 2.3 kBq m−3), and after the minimum tide
the 222Rn activity concentration was at maximum (up to 4.8 kBq m−3) with a delay of about
one hour. A shift of approximately two hours was observed between the maximum tide and the
salinity maximum. It is interesting to see that even small changes in the water level, observed e.g.
during March 21 and 22, made corresponding changes in 222Rn activity concentrations (Povinec
et al., 2006b).

SGD Studies Offshore Ubatuba, Brazil. Continuous underwater gamma-ray spectrometry
measurements were carried out in several bays along the Ubatuba coast, especially in Flamengo
and Picinguaba Bays, where spatial mapping was carried out, and at the Oceanographic Base of
the University of Sao Paolo, about 20 meters from the coast, where time series of radon daughters
in seawater were investigated Povinec et al., 2008b). The 222Rn activity concentration in seawa-
ter during time series measurements varied between 1.0 and 5.2 kBq m−3, while the tide varied
between 4.4 and 5.6 meters. Generally, the salinity record follows the tide record, however, on
November 26 a delay in the salinity record was observed. The usual inverse relationship between
the 222Rn activity concentration in seawater and tide/salinity was not observed during Novem-
ber 22, despite of large variations in water level. The observed changes in salinity during this
time were, however, also smaller than during 25th and 26thNovember. The inverse relationship
between the 222Rn activity concentration in seawater and tide/salinity was, however, again estab-
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Fig. 3.12. Calculated SGD rates based on continuous gamma-spectrometry of 222Rn decay products off-
shore Ubatuba (Brazil) vs. salinity and tide.

lished from 23rd to 25th November, when a few hours shift between the tide minimum/maximum
and the 222Rn maximum/minimum activity concentration was observed.

Concentration of 222Rn in water can be then used for estimation of groundwater fluxes enter-
ing the sea together with radon from the sea-bottom. The radon flux FRn may be expressed as

FRn =
IRn

(1− e−λt

λ )
, (3.1)

where IRn is the radon inventory of the water column and λ is the decay constant of 222Rn. After
several 222Rn half-lives the SGD flux entering the sea can be expressed as

FSGD =
λIRn − λIRa + E ±M

CRn
, (3.2)

where λRa is the production rate of 222Rn from 226Ra, E is the atmospheric evasion of radon,
M represents the horizontal mixing of radon, and CRn is the 222Rn concentration in the pore
water. The calculated SGD fluxes from radon measurements show similar patterns with time as
the 222Rn concentrations (Figure 3.12). The SGD fluxes varied between 8 and 35 cm d−1 (the
unit is cm3/cm2 per day), with an average value of 21 ± 10 cm d−1, and were in reasonable
agreement with those obtained from seepage measurements. Generally, these results showed
large temporal variations in SGD fluxes, as the spatial 222Rn activity concentrations observed at
8 stations varied between 50 and 200 Bq m−3 (Povinec et al., 2008b).

Thanks to elevated concentrations of 232Th in the region it was possible to measure for
the first time non-destructively 228Ra in seawater (via its daughter gamma-ray emitter 228Ac).
228Ra activity concentrations measured in Flamengo and Picinguaba bays varied between 1.6
and 3.3 Bq m−3. They were following the 222Rn concentrations measured at the same stations.
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4 Mass Spectrometry

Several mass spectrometric techniques have been successfully applied in the past for analysis of
radionuclides in the environment. They have used traditional isotope mass spectrometers, like
those used for the analysis of light isotopes such as 2H, 3He, 4He, 13C, 15N, 18O, etc. 3He,
which is a decay product of 3H, has also been successfully analysed for determination of very
low concentrations of tritium.

ICPMS and TIMS have been used for the analysis of several long-lived radionuclides, along
with RIMS (Michel, 2001; Povinec, 2005; Roos, 2008; Erdmann et al., 2008). Innovations in
SIMS enabled to proceed from bulk sample analysis to analysis of single micro-particles (Betti
et al., 2008).

AMS has increased the number of radionuclides from 14C to transuranics, and because the
background of the system is significantly reduced by accelerating analysed ions to several tens
or hundreds of MeV, and become the most sensitive technique at present for the analysis of
long-lived radionuclides in the environment (Jull et al., 2008; Fifield, 2008).

In the present paper we shall focus on detail description of SIMS and AMS techniques, and
their applications in radioecology and climate change studies.

4.1 3H – 3He Mass Spectrometry

Direct analysis of environmental 3H levels by isotope mass spectrometry is not possible because
of the high background and relatively short half-life of 3H (T1/2 = 12.3 y). However, the 3H
decay product, 3He is very rare, so its analysis is most suitable for measuring 3H concentrations
down to 0.01 TU. At present, this is the most sensitive method of isotopic analysis as isotopic
ratios of 3H/1H can be measured down to 10−20, what represents the lowest isotopic ratio anal-
ysed in the environment. The only disadvantage of the 3He method is the long waiting period
(about 6 months) for in-growth of 3He in a water sample hermetically sealed in a glass flask. On
the other hand, if appropriate sampling techniques and containers are used for water sampling, it
is possible to analyse 3He and 4He gas in the water column simultaneously. The helium isotopes
can give additional information on the water age (3H – 3He method) and on circulation of water
masses in the ocean (4He). If a given water parcel in the sea is not subject to mixing with water
of different ages, the relation between its 3He content becomes the time (age) elapsed since the
last contact with the atmosphere (Schlosser et al., 1999).

As an example, we present in Figure 3.6 the high density profile of 3H in the water column
of the south hemisphere ocean developed in the WOCE programme (www.woce.edu). WOCE
has been the most comprehensive study done till now with radionuclides as oceanic tracers, in
which the spatial resolution exceeded that achieved by GEOSECS programme from seventies by
about a factor of ten. The WOCE 3H sections provide valuable information on differences in
spreading of water masses between the basins, and from the surface into the interior of the World
Ocean on a time scale about 10 years.

4.2 Inductively Coupled Plasma Mass Spectrometry

ICPMS has developed into a powerful technique for the analysis of elements, stable and long-
lived radioactive isotopes in the environment. With the introduction of the present state of the

www.woce.edu
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art high resolution ICPMS machines, this technique competes with TIMS in many respects.
The principal advantages of ICPMS are its capability to determine long-lived radioisotopes of
metallic elements down to fg levels, to analyse aqueous samples directly and rapidly (in a few
minutes), the low cost per analysis and small sample size.

However, ICPMS is not free of matrix and isotopic effects, and the formation of chlorides
and oxides requires extra careful purification procedures, e.g. extraction chromatography. A
steady increase over the past decade in radioanalytical applications using ICMPS has resulted
in a decrease in both the price of instruments and detection limits. New generation sector field
instruments with double-focusing and even multi-collector systems have improved sensitivity
(by about an order of magnitude) and precision over traditional quadrupole machines (Ross,
2008; Wyse et al., 2001). ICPMS has been used in both higher-resolution and lower-resolution
modes. The higher-resolution mode has the advantage of addressing polyatomic interferences,
although it cannot solve all the problems with isobaric interferences, which may be caused by
incomplete separation chemistry. On the other hand, maximum sensitivity can be reached in the
lower-resolution mode. Thus a combination of the two modes appears to be the best compromise
for reaching maximum sensitivity and controlling interferences. The higher count rates under
lower-resolution mode give better analytical peaks with lower uncertainties and optimal data
quality.

Analytes with a relatively strong probability of polyatomic interferences on the isotopes of
interest (e.g. 238U which produces a hydride peak that would interfere with 239Pu) should always
be scanned. Even so there are problems with the relatively poor abundance sensitivity of sector
field ICPMS in the measurement of isotopes with one mass below an abundance peak (e.g. 237Np
in the presence of high 238U), and two mass units below (e.g. 230Th in the presence of 232Th,
or 236U in the presence of high 238U content). Even when sample matrices are reasonably clean
and care has been taken to minimize oxides during tuning, measurements made near the detection
limit are sensitive to overestimation due to polyatomic interferences. The use of chromatographic
resins (Lee et al., 2001) has been found to be a suitable technique for processing small volumes,
removing possible interferences by additional cleaning, as well as for cleaning leached plutonium
samples electrodeposited on stainless steel disks, previously analysed by SAS.

Production and certification of reference materials has also gained from the introduction of
ICPMS , as this has been used as an effective method for the certification of concentrations of
Th, U, Pu isotopes in various reference materials – seawater, sediment and biota (Lee et al. 2001;
Inn et al. 2001; Lee et al., 2008).

Although molecular, isobaric and isotopic interferences remain crucial for successful opera-
tion of ICPMS, this technique has a large potential for automation by direct coupling with new
generation of chromatography instruments.

ICPMS has been widely applied e.g. on analysis of long-lived radioisotopes of actinides in
seawater, sediment and biota, like Th, U, Np and Pu isotopes (e.g. Lee et al., 2001; Roos, 2008).
Long-lived fission radionuclides like 99Tc and 129I have been studied in seawater and seaweeds.
Usually solution neutralisation has been applied for liquid samples with detection limits below
pg. The ETV technique has also been used for determining U and Pu isotopes in seawater and
129I in seaweeds.

Figur 4.1 shows typical example of 239Pu and 240Pu water profile activity concentrations
(together with 240Pu/239Pu mass ratios) taken during the IAEA’97 NW Pacific Ocean cruise close
to the Enewetak Atoll (Povinec et al., 2003a). The medium depth peak, located at 500 m water
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Fig. 4.1. Plutonium isotopes profile in the North-West Pacific Ocean measured by ICPMS.

depth, is clearly visible for both radionuclides, as well as the higher concentrations measured in
the bottom sample. The 240Pu/239Pu ratio is higher than expected from global fallout (0.186),
indicating the influence of close Bikini and Enewetak atolls affected by nuclear weapons tests on
Pu concentrations in the water column of the Pacific Ocean (Povinec, 2004).

4.3 Secondary Ionisation Mass Spectrometry

Mass spectrometry techniques in general and specifically SIMS have found widespread appli-
cations in environmental studies due to their abilities to determine isotopic abundance for the
characterization of radioactive particles both for nuclear safeguards of clandestine nuclear activ-
ities, as well as for monitoring of radioactivity in the environment during routine operations, as
well as in case of radiological alarms (Becker, 2008; Betti, 2005; Betti et al. 2006).



Mass Spectrometry 81

Microparticles bearing radionuclides, such as uranium, plutonium, neptunium and ameri-
cium, can enter into the environment and then into the human food chain via different processes.
These can be related to the nuclear fuel cycle as well as to clandestine nuclear activities. More-
over, nuclear weapons tests and nuclear accidents have contributed in the past to the spread of
radioactive particles in the environment. The necessity of reliable techniques for their charac-
terization, for investigation of their chemical and isotopic compositions, as well as for studies
of oxidation states of elements like uranium and plutonium in the environment, are urgent radi-
ological issues (Jernström et al., 2004; Eriksson et al., 2005). Mass spectrometric techniques,
can be exploited for revealing the isotopic composition of the transuranic elements present in
the particles and in this way to wide information obtained from radiometric methods for better
understanding sources and origin of the particles.

After the first Gulf War (1990-1991), the demand for the determination of trace elements and
for the identification and characterization of microparticles to reveal the existence of unidentified
bulk nuclear materials has increased considerably. Further important applications included the
safeguard commitments to search for undeclared nuclear activities. Several nuclear institutes
have been engaged in the identification of nuclear materials from unknown activities, having the
facilities to handle and to analyze active and/or contaminated samples. Several years ago the
capability of analytical chemistry to reveal ongoing undeclared nuclear activities by the analysis
of environmental and swipe samples was demonstrated. In particular, the determination of the
isotopic composition of single particles has been recognized to be of the utmost importance in
environmental monitoring for nonproliferation in nuclear safeguards and forensic investigations.

The EC Institute for Transuranium Elements (ITU) in Karlsruhe has been actively involved
in development of several physical analytical techniques. SIMS has been applied for the identifi-
cation and the characterization of microparticles stemming from nuclear activities (Tamborini et
al., 1998; 2004). It has also been used in combination with electron probe microanalysis (EPMA)
and glow discharge mass spectrometry (GDMS) for the characterization of environmental sam-
ples contaminated with traces of radioisotopes (Lefèvre et al., 1996. Other authors have used
SIMS for investigations of single particles of uranium and plutonium. In particular, the accuracy,
and precision of SIMS has been studies for the isotopic determination of uranium and plutonium
in glass microparticles (Simons, 1986) and in claymicrospheres (Stoffels et al., 1994) have been
demonstrated. Betti et al. (1999) described the application of SIMS in nuclear forensic investi-
gations with the aim to characterize and identify the origin of plutonium in particles, as well as
highly enriched uranium in environmental particles.

In this review we shortly summarise the principles of SIMS and the application of the tech-
nique in environmental studies are illustrated in a few examples. For a more detailed description
of the technique the reader is can consult Benninghoven et al. (1987).

4.3.1 SIMS Principles

SIMS is based on the mass spectrometry of ionised particles that are emitted when a surface,
usually a solid, is bombarded by energetic primary particles, which may be electrons, ions, neu-
trals or photons. The emitted or “secondary” particles will be electrons, neutral species, atoms
or molecules, or atomic and cluster ions. The large majority of species emitted are neutral, but it
is the secondary ions that are detected and analysed by the mass spectrometer. This is a process
that provides a mass spectrum of a surface and enables a detailed chemical analysis of a surface
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or solid to be performed.
Today, SIMS has an acknowledged place among the major techniques of surface analysis and

micro-structural characterisation of solids. Profiling or other applications of SIMS that are not
static are referred to as dynamic. Dynamic SIMS has found extensive applications throughout
the semiconductor industry where the technique had a unique capability to identify chemically
the ultra-low levels of charge carriers in semiconductor materials and to characterise the layer
structure of devices.

SIMS has been particularly noted for its outstanding sensitivity of chemical and isotopic de-
tection. Quantitative or semi-quantitative analysis can be performed for small concentrations of
most elements in the periodic table, including the lightest. However, the high versatility of SIMS
is mainly due to the combination of high sensitivity with good topographic resolution, both in
depth and (for imaging SIMS) laterally. Its generally superior trace element sensitivity, capability
for spatial resolution in three dimensions and for isotope measurements, as well as potential for
identification of chemical compounds in many cases, make SIMS one of the preferred methods
for the solution of many analytical problems.

Deficiencies, however, still exist in the capability of SIMS for quantitative elemental analysis
compared to other surface techniques (e.g. the Auger spectroscopy, X-ray photoelectron spec-
troscopy, electron microprobe techniques, etc.). These deficiencies can be traced to the extreme
dependence of relative and absolute secondary ion yields on several parameters. Among these
the following are the most important:

• matrix effects;

• surface coverage of reactive elements;

• angle of incidence of primary beam with respect to the sample surface;

• angle of emission of detected ions;

• mass-dependent transmission of the mass spectrometer;

• energy band-pass of the mass spectrometer;

• dependence of detector efficiency on element.

A quantitative elemental SIMS analysis poses a twofold problem. Firstly, spectral interpre-
tation, namely, the extraction of total detected isotopic ion currents assignable to elemental and
molecular ions from a complete SIMS spectrum of the sample; secondly, spectral quantification,
namely the calculation of elemental concentration from total isotopic elemental (and molecular)
ion currents. Difficulties in spectral interpretation are considerably reduced if high resolution
mass analysers (M/∆M > 3000) are used for mass analysis of secondary ions because most
of the commonly occurring isotopic and molecular interferences (e.g., hydrocarbons, oxides,
hydrides) can be resolved.

A diagram of a SIMS instrument with double-focusing mass analyser is represented in Fig-
ure 4.2. The secondary ion mass spectrometry is based on:

• bombardment of the sample surface by focused primary ions, with sputtering of the out-
most atomic layers;
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Fig. 4.2. Diagram of a double focusing SIMS (reproduced from Török et al. (2004) with permission of
Elsevier).

• mass spectrometric separation of the ionised secondary species (sputtered atoms, molecules,
clusters) according the their mass-to-charge ratios;

• collection of separated secondary ions as quantifiable mass spectra, as in-depth or along-
surface profiles, or as distribution images of the sputtered surface.

The primary ions are normally produced by a duoplasmatron type of gas source such as O+
2 ,

O−, N+
2 , Ar+, by surface ionisation as for Cs+ and Rb+, or by liquid-metal field ion emission

as Ga+ and In+. The most common primary ions used are the oxygen ions, Cs+ and Ga+ions.
The ions are accelerated and focused to a selected impact area on the specimen. The collision
cascade following the incidence of a primary ion results in the implantation of the primary par-
ticle, reshuffling of some 50-500 matrix atoms, and emission of secondary particles, neutral or
ionised. Secondary ions from the specimen are extracted into the mass spectrometer, which can
consist of electric (ESA)/magnetic deflection fields or be of the quadrupole or time-of-flight de-
sign. Secondary ions with a given mass-to-charge ratio and within a certain interval of kinetic
energy are collected for pulse or current measurement, ion-optic imaging, and data processing.

The different ways of operating a SIMS instrument are presented in Figure 4.3. In the micro-
scope mode, a defocused primary ion beam (5-300 µm) is used for investigating a large surface.
In the microprobe mode, a focused primary ion beam (< 10µm) is used for investigating a very
small portion of the surface and detecting inclusions in bulk material. The lateral resolution is
defined by the primary ion beam size.

Sensitivity and Quantification. Figure 4.4 shows schematically the types of analytical infor-
mation that can be obtained by SIMS analysis. A SIMS spectrum normally shows mass peaks
that are characteristic of the sputtered solid but affected by experimental factors. For instance,
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Fig. 4.3. Operating Modes of SIMS (reproduced from Török et al. (2004) with permission of Elsevier).

Fig. 4.4. Analytical information obtainable from SIMS analysis (reproduced from Török et al. (2004) with
permission of Elsevier).

among these factors the following should be mentioned: type, intensity, energy and incidence
angle of the primary ions; the transmission of the secondary ions and the selectivity for them in
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the mass analyser; the type of detector. There are, effectively, two spectra: that of the matrix and
that of the impurities.

The task of analytical SIMS is to quantify the secondary ion currents, that is to convert the
intensity of one or several peaks characteristic of an element to its corresponding concentration
ce. When a primary ion beam with a current density, ip, strikes the sample, collision cascades are
initiated, resulting in, among other things, the emission of secondary ions. These ions are par-
tially detected with an instrument transmission, η, as a mass spectrum of ions from an analysed
area, A. The detected positive or negative current of an ionic species M at the mass number M
will be:

IM = IpSPMηMγMbMce (4.1)

where Ip is equal to ipA and P is the probability that the particle (atomic or molecular) will
emerge as the last step of the sputtering and recombination cascade. S is the sputtering yield
(secondary particles per primary ions), γM is the positive or negative ionisability of M (ions per
atom or molecule), and bM is the isotopic abundance of M in the element.

Absolute Sensitivity. In a situation where the prime goal is to detect trace elements of as low
a concentration as possible, without consideration of sample consumption and analytical volume
(e.g., in bulk analysis), the suitable figure of merit is the detected secondary ion current of an
element A per unit of atomic concentration c(A), that is the absolute sensitivity Sa(A):

Sa(A) = Nq(A)/c(A), (4.2)

where Nq is the detected current (in counts per second) of element A in charge state q.

Practical Sensitivity. The practical sensitivity, Sp(A), takes into account the fact that in dif-
ferent analytical situations different primary beam currents may be appropriate:

Sp(A) = Nq(A)/Ipc(A). (4.3)

This definition of practical sensitivity does not provide a figure of merit independent of material
consumption. The same value would be obtained on different samples for the element A if, at
the same primary beam current, the secondary ion currents of element A are identical, even if X
sputters much faster than Y .

Yields. If the amount of sample is limited or the sampling volume has to be small, the appro-
priate figure of merit is the useful yield, τa(A). It is defined as the number of detected secondary
ions/s, Nq(A), of element A per number, n(A), of sputtered A (atoms/s) from the same sampling
volume:

τa(A) = Nq(A)/N(A) = Sp(A)/Ytot (4.4)

Using the previously introduced figures of merit, the fundamental SIMS formula can be alterna-
tively written as:

Nq(A) = Sa(A)c(A)
= Sp(A)Npc(A) (4.5)
= τa(A)NpYtotc(A)
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where Sa is measured in counts per second (cps) and dimensionless units have to be chosen for
Sp and τa. When Sa, Sp or τa are known, Eq. (4.5) provides a simple means for calculation of
elemental concentration, c(A), from the measured secondary particle current, Nq.

Recently, the results of an inter-laboratory round robin exercise on the sensitivity of SIMS
instruments have been published (Tamborini et al., 2004). The exercise has been performed
using metallic uranium and uranium oxide particles as test samples. The practical sensitivity
and useful ion yield were measured as comparison parameters. The inter-laboratory standard
deviation in the determination of the practical sensitivity was 37 % and that of useful ion yield
28 %. Determination of practical sensitivity and useful ion yield using standard samples on a
daily or weekly basis resulted in a good method for optimising the measurement system and
establishing quality control of the SIMS measurements.

Sensitivity Factors. Quantitative results in SIMS can be achieved by external standards or
by utilising the concept of sensitivity factors. Under scrupulously reproducible conditions of
analysis, and using external standards with composition and microstructures not too different
from the analysed samples, useful calibration factors may be obtained. However, long-term
instabilities in analysis (instrumental drift, changes in primary beam conditions, vacuum effects,
crystalline effects) make the use of absolute sensitivity factors hazardous. It is generally found
to be both very feasible and more reliable to utilise the simultaneously measured ion current, ir,
of a matrix reference element, r.

It has been found that relative sensitivity factors (RSFs) remain practically constant within
quite wide ranges of concentrations, that is, that the differences are only weakly dependent on
concentration. Excellent results obtained using RSFs has been reported, for example, for steels,
binary alloys, glasses and semiconductors. The dominant sources of variation and irreproducibil-
ity in absolute and relative sensitivity factors are connected with the ionisability of the elements.

4.3.2 Isotope Ratio Measurements by SIMS

Instrumental Parameters and Matrix Effects. SIMS provides the capability of resolving
fine-scale (some µm) isotopic variations within single mineral grains and analysing fine-grained
minerals without the need for physical separation. Instrumentation and technical advances have
led to improvements in precision to the point where reproducibility is often better than 10/00 and
within 1-5 times that of conventional analysis for H, C, S, B, and O isotopes. These precision
levels allow the ion microprobe to be usefully applied to the study of a variety of geological
processes, as well as opening new areas of research in cosmochemistry. In fact, during the last
fifteen years SIMS has been increasingly used for the analysis of light stable isotope ratios in
geological and cosmochemical studies (Riciputi et al., 1996; Lyon et al., 1995; Leshin et al.,
1997; Deloue et al., 1991; Jones et al., 2004; Ito et al., 2004).

However, limitations still restrict the use of the ion microprobe in geological studies. Isotopic
fractionation occurs at a variety of stages during SIMS analysis, including sputtering, ionisation,
extraction, transmission of the secondary ions through the mass spectrometer, and secondary ion
detection. More problematic is the “matrix effect”, wherein the chemical composition of the
analyte affects measured isotope ratios. The combination of these effects, which almost always
favour the light isotope and can result in fractionations of a few to 100’s of per mil from the
“true” value, is termed the instrumental mass bias. To obtain accurate isotope ratio measurements



Mass Spectrometry 87

the mass bias needs to be adequately quantified and controlled. The correction of mass bias
is straightforward when matrix-matched standards are available. However, most matrices are
complex, requiring either an extensive suite of standards (that can be time consuming, expensive,
and difficult to develop) or predictive models that relate mass bias to sample composition.

Riciputi et al. (1998) reviewed the factors that influence instrumental mass bias during SIMS
analysis of light stable isotope ratios in minerals focusing primarily on compositional matrix
effects. Moreover, they have reviewed empirical models that relate mass bias to matrix compo-
sition. Fitzsimons et al. (2000) have reviewed the analytical precision in stable isotope mea-
surements. Assuming that isotope ratios were taken in such a way as to avoid time-fluctuations,
the precision was determined by the Poisson counting statistics and SIMS could compete with
conventional bulk analysis if counting times of several hours were used. The gradual shift in
mass fractionation with time could be corrected for by the analysis of reference materials. The
final precision of a corrected isotope ratio largely depended on the scatter in the sample and the
reference material.

The introduction of a multicollection system has been a significant breakthrough towards bet-
ter measurement reproducibility (de Chambost et al., 1997). However, there are still some limit-
ing instrumental factors preventing one from reaching the desired precision of a few tenths 0/00.
These instrumental issues are the instrumental mass fractionation variability and the electron
multiplier (EM) gain drift (as far as EM detectors are involved) (Slodzian et al., 2001). Schu-
macher et al. (2004) have reported the results of experimental procedure improvements in order
to control these two instrumental effects for different types of isotope ratios. They demonstrated
that multicollection systems allow improvement of measurement reproducibility for isotope ra-
tios on SIMS instruments provided that the other sources of measurement variability are well
controlled. Results for both silicon and oxygen isotopes demonstrate that an experimental error
as low 0.2 per mil is achievable whenever both were measured either with Faraday cup detectors
or combining one Faraday cup and one electron multiplier (EM).

The introduction of an automatic control of the beam centering for controlling the mass frac-
tionation has significantly improved the measurement reproducibility. For oxygen 16O/18O ratio,
with a total integration time of 2 min per spot, a STDE (%) of 0.2 per mil has been demonstrated
in zircon. A model has been developed to monitor and to apply a post correction for the EM drift.
The pertinence of model has been presented. However, it was found that the EM yield stability
is good enough for reaching an experimental precision in the range of 0.2 per mil without need
for drift correction.

Single Micro-Particles. Single particles in the 1-10 µm range remains a challenging applica-
tion of SIMS. Nittler and Alexander (2003) developed an analytical system for the fully auto-
mated determination of isotopic ratios in µm-sized particles on the basis of ion imaging and new
algorithms to localize the particles. A 75× 75 or 150× 150 µm sample area were scanned with
a Cs+ or O– primary ion beam, focused to a spot with diameter of 1 or 0.5 µm, respectively.
Once localized, the particles of interest were then individually analysed with a focused ion beam
scanned over an area of 3×3 µm. Use of optical encoders circumvented the poor reproducibility
of the commercial sample stage and positioned the beam within 1 µm of a predefined point. The
statistical error on 28Si and 29Si using the peak-jumping mode was 2.6 and 2.7, respectively,
while the intrinsic uncertainty remained within 3. The accuracy of Al isotope determinations
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Fig. 4.5. Images acquired for the masses 235 and 238 of the uranium isotopes over a sample area of
250 × 250 µm. The colours are related to the intensity of the signal that increases from the blue through
the red to white.

was within the counting error of 10-15. The automated analysis typically processed 300 particles
per day, depending on the number of grains per area and their size.

Tamborini and Betti (2000) and Betti et al., (1999) used SIMS for the characterisation of
plutonium and highly enriched uranium in nuclear forensic analysis. They measured the uranium
isotopic composition with a typical accuracy and precision of 0.5 %. As for Pu, the isotopic ratio
239/240 was determined and resulted in agreement with the results from thermal ionisation mass
spectrometry. Figure 4.5 shows the images acquired for the masses 238 and 235 of the uranium
isotopes over a sample area of 250 × 250 µm. Figure 4.6 shows the images acquired for the
masses 239 and 240 of a plutonium particle. In Figure (a) and (b) a particle with a diameter of
3.5 µm and of 15 µm, respectively, are represented.

SIMS data has been used to complement that from TIMS and scanning electron microscopy
(SEM). The isotopic ratios obtained by SIMS for the uranium and plutonium particles have
been compared with those obtained by TIMS. As for the dimension and shape, the plutonium
particles, from their SIMS image, were found to be consistent with those observed by SEM.
Furthermore, SIMS has been used to obtain a complete spectrum of the trace elements contained
in a microparticle. From the trace elements present and their concentration in microparticles of
plutonium and uranium, the history of the sample can be revealed, namely the physical/chemical
and/or industrial processes the sample has undergone.

The same authors have measured 18O/16O isotope ratio by SIMS in uranium oxide micropar-
ticles (Tamborini et al., 2002) for nuclear forensic diagnostic. The same group (Török et al.,
2004) has exploited SIMS, in combination with other instrumental analytical techniques, for the
characterisation of soil particles bearing depleted uranium (DU). The particles localised by the
automated SEM with gun shot residue program were then analysed by SIMS for uranium isotopic
ratios.

An interesting example to mention is discovery of enriched uranium in Mediterranean sed-
iments. SIMS isotope analysis has confirmed the presence of enriched 235U (from 1 to almost
70 %). Earlier film exposures of the sediment sample and its neutron irradiation in a reactor in-
dicated a presence of hot particles. Figure 4.7 presents SIMS images of a particle extracted from
the sediment containing highly enriched uranium. For these particles also the signal relevant to
lead isotopes, which may interfere with uranium isotopes, was recorded. Actually, in the sam-
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Fig. 4.6. Images acquired for the masses 239 and 240 on plutonium particles. (a) Particle with a diameter
of 3.5 µm. (b) Particle with a diameter of 15 µm.

ples the lead is prevalent, but it was not found inside the particles containing the highly enriched
uranium. The uranium mass 235 is well visible in the SIMS scan (Povinec et al., 2008c).

More specific applications of SIMS for the characterisation of real samples are described in
detail in coming sections.

4.3.3 Characterisation of Depleted Uranium Particles

Depleted uranium (DU) is the by-product in the production of enriched uranium for civil uses
(nuclear fuels). If, as feed material for the enrichment reprocessed uranium is employed, DU can
contain traces of minor actinides and fission products (Betti, 2003). Due to its physical properties
(e.g. high density that is about twice that of lead) it finds applications for civil and military uses.
For instance, it is employed in counterweights or ballast in aircraft; radiation shield in medical
equipment; as containers for the transport of radioactive material and chemical catalyst (Betti,
2003). Depleted uranium ammunitions have been used during the Gulf war and the conflicts in
Bosnia-Herzegovina as well as in Kosovo. Radiological assessments on the effects of dispersion
of uranium into the environment as well as investigations of the chemical- and radio-toxicity of
uranium have been carrying out (JERN, 2003).

Several authors characterized depleted uranium particles collected in soil samples in Kosovo
and Kuwait using different instrumental analytical techniques (Danesi et al., 2003; Török et al.,
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Fig. 4.7. SIMS images of a particle extracted from Mediterranean sediment containing highly enriched
uranium. In the upper part the signal relevant to the 206 and 208 mass is shown, which is not present in
uranium masses 235 and 238 shown at the bottom of the figure. The presence of lead in the hot particle is
therefore ruled out. The colour scale indicates the intensity of the signal from black to read.

2004; Salbu et al., 2005). The common strategy consisted in separating the particles from the
soil samples and use X-ray for the determination of their chemical composition coupled, in some
cases with scanning electron microscopy. µ-XRF as well as SEM-EDXRF can be employed to
obtain information of the particle size distribution of the particles. Measurements performed
independently by two different groups of investigation found that the most of the identified de-
pleted uranium particles in the samples were in the range of some µm in diameter (less than
10 µm). Exceptional larger particles, up to 40 µm (Danesi et al. 2003) were also detected.

In order to detect the isotopic composition of the depleted uranium particles, SIMS has been
the most appropriate technique as already extensively used for this scope for particles of different
origin (Tamborini et al.1998, 2002; Tamborini and Betti 2000; Betti et al., 1999; Erdmann et al.,
2000). Soil particle samples collected from Kosovo area a few years after the war showed the
presence of fine particles with depleted uranium as major component which were easily identified
by SIMS (Török et al., 2004). The ultrafine uranium particles were often attached to larger soil
particles and contained Ti and Al being typical components of the penetrator and its cladding.
The particles localized by the automated SEM with gun shot residue program were then analyzed
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Fig. 4.8. Images of the 235 and 238 uranium isotopes in depleted uranium particles separated from soil
samples stemming from Kosovo sites.

by SIMS as for uranium isotopic ratios. The results obtained clearly revealed the presence of DU
and traces of 236U were also detected. In Figure 4.8 the SIMS isotopic images for uranium
isotopes 238U and 235U are reported. Clearly due to the depletion of uranium the mass 235
cannot be revealed. The results obtained from the measurements of the particles are reported in
Table 4.1.

As for 234U and 236U, due to the low signal intensity the error is often larger. In general,
the total uncertainty on the minor isotopes is decreasing (better counting statistics) when the
enrichment increases. The uncertainty on the 236U is significantly higher than that on the 234U
because the 236 intensity is obtained after correction for hydride contribution and the respective
errors are propagated into the 236 uncertainty. With such a particle diameter (≈ 1 µm), the
precision that can be achieved is considered the detection limit of the method in these conditions.
The signal on mass 239 (due only to the formation of 238UH+ molecules) is used to correct the
signal on mass 236 for the contribution of 235UH+. As for 235U in this case the uncertainty is not
strongly depending from the intensity of the signal but from other parameters, e.g. the analysis
time.

Török et al. (2004) investigated also the chemical composition of the DU particles by µ-
XRF and EMPA as well as the uranium oxidation states by µ-XANES. The results showed that
uranium is present in the particles mostly in the U(IV) form, the maximum ratio of U(VI) to
the total U content was obtained as 24 % indicating that the particle contained mainly the less
mobile form of U. Salbu et al. (2003) also analyzed DU particles from Kosovo using micro-
XANES. Based on the results for 12 particles, the authors claimed that approximately 50 % of
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the DU particles were in the form of UO, while the remaining DU particles were U3O8, or a
mixture of oxidized forms. Due to the fact that in both studies the number of particles analyzed
was not statistically significant, we can conclude that the results are in agreement showing the
potentiality of the technique in providing valuable information of the percentage of the presence
of the element as distributed in different oxidation states.

Salbu et al. (2005) also studied the oxidation states of uranium in DU particles stemming
from Kuwait. They found that, compared to well-defined standards, all investigated particles
were oxidized. Furthermore, in this investigation, the authors demonstrated that the DU origi-
nated from reprocessed uranium. In fact, from the analysis of the particles by accelerator mass
spectrometry, the presence of 236U was revealed.

4.3.4 Uranium Particles from a Nuclear Reprocessing Plant

The British Nuclear Fuels plc (BNFL) establishment at Sellafield (UK) has been releasing au-
thorized discharges of low level radioactive waste into the Irish Sea since 1952. The peak period
for the releases occurred in the 1970s, since then the level of discharges has been reduced (Betti
et al. 2004). The most important part of the discharged waste originates both from the cool-
ing ponds in which the spent Magnox fuel elements are being stored prior to re-processing, and
from the ’sea tanks’ where low level liquid wastes are collected and neutralized before being
discharged. Actinides, namely Np, Pu, Am and Cm detected in both cooling pond water and ‘sea
tank’ water have been found to be mainly attached with particulate matter. Bulk profiles of a
core sediment have been studied for Np, Pu, Am and major fission products (Perna et al., 2005).

Tab. 4.1. Isotopic composition obtained by SIMS for particles of depleated uranium separated from a sample
collected at 5-10 cm depth. (Reproduced with the permission of Elsevier from Török et al. 2004).
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Fig. 4.9. Alpha track images of two radioactive particles separated from the sediment. Exposure time
for particle A was 43 days, for particle B 8 days. (Reproduced with permission of the Royal Society of
Chemistry from Jernström et 2004).

The highest level of activity was associated with hot particles, typically less than 20 × 50 µm
in size, originating from spent nuclear fuel debris from the BNFL plant. These most radioactive
particles usually contained uranium together with plutonium, americium and curium as major
alpha emitters. Jernström et al. (2004) separated radioactive particles from an Irish Sea sediment
core after having been localized using solid state nuclear track detection (SSNTD).

Figure 4.9 shows the alpha tracks images of two radioactive particles separated from the
sediments. Then the particles were characterized with electron microscope and different X-ray
microanalysis methods including micro X-ray fluorescence spectroscopy (µ-XRF) and micro
X-ray absorption near edge structure spectroscopy (µ-XANES). After these investigations the
particles resulted to be intact and available for further studies.

Due to the fact that the bulk analysis revealed the presence of Pu and Am, the isolated par-
ticles were investigated also as for these radioisotopes. Only in one particle it was possible
to detect a weak signal of Pu by µ-XRF. Using the same technique, elemental maps were con-
structed in order to find out the position of the highest U intensity, and any existence of elemental
correlation. In particular, only for two particles trace amounts of thorium in the same region as
the high U intensity were detected. A comparison was made with the results obtained from a par-
ticle originating from the same sediment core but one layer below. The measuring of this particle
revealed high intensity of zirconium located with thorium, uranium, yttrium (Y) and hafnium
(Hf). During the scanning of the U-rich particles additional uranium signals with lower intensity
were detected. A common factor for these other few particles is a slightly higher Th intensity
compared to U intensity, the Th/U ratio being approximately from 1 to 4. This strongly differs
from the Th/U intensity ratio as measured for other particles.

Oxidation states were also investigated by µ-Xanes. Comparing to the µ-XANES spectra of
the U(IV), U3O8 and U(VI) standards, the shift in the inflection point energy in the spectra of all
three analysed particles indicates an increase in the uranium oxidation state. Uranium is present
in the particles mostly in the U(IV) form, the ratio of U(VI) to the total U content was between
34± 6 % and 40± 6 %. The uranium in the particles was found to be in two oxidation states at
different percentages: 60-66 % as U(IV) and 34-40 % as U(VI).
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4.3.5 U/Pu Particles from an Inadvertent Destruction of Nuclear Weapons

A lot of attention has been focused on the identification of Pu and U particles released as a conse-
quence of an accident with nuclear weapons which occurred in the Thule area (NW-Greenland)
in January 1968. Details of this accident and obtained results have been published elsewhere
(USAF, 1970; Aarkrog, 1971, Aarkrog et al., 1984; MacMahon et al., 2000; Moring et al.,
2001.). Moring et al. (2001) identified particles containing U and Pu originating form this ac-
cident in sea sediment samples. The environmental radioactive particles, as those analysed in
our laboratory, are generally embedded in a bulk matrix, therefore, it is necessary to isolate them
and perform specific single grain analysis to provide unbiased results. The analytical approach
has been to perform non-destructive measurements in order to reveal their chemical composition
(Eriksson et al., 2005). One of the advantages of using non-destructive methods is the direct
analysis of the samples. Thus avoiding problems of cross-contamination, particularly important
for U at ng levels, as contained in the particles here studied.

Characteristic L X-rays and gamma rays from the radioactive disintegrations were measured.
This provides information on the specific radionuclide composition of the radioactive particles.
Before analysing the particles by microscopic X-ray fluorescence (µ-XRF), they have been ex-
amined by scanning electron microscopy (SEM) combined with energy-dispersive X-ray (EDX)
or wavelength-dispersive X-ray (WDX) spectrometry. This is of particular interest when the par-
ticles are supposed to contain a mixture of U and Pu, revealing the surface and to some extent
subsurface composition. Utilising µ-XRF at a synchrotron radiation (SR) facility, information on
the elemental composition of the particles has been obtained. In particular, by using a beam size
of 2.5 µm the fine structure of the material was observed. The elemental distributions of U and
Pu in a particle were also studied with the µ-XRF tomography technique. Microscopic X-ray
absorption near-edge structure (µ-XANES) has been exploited to study the oxidation states of
uranium and plutonium in U/Pu mixed particles.

In order to obtain single grain hot particles from bulk sediment samples, a sample split-
ting technique was used. The technique is based on the decay of the plutonium isotope 241Pu
(T1/2 = 14.35 y), which is present in the weapons material, to the gamma emitting daughter
241Am (T1/2 = 432.2 y, gamma line: 59.54 keV, intensity: 35.9 %), measurable by gamma
spectrometry. When 241Am activity is identified, the sample is split into two equal halves and
measured again. The part with the activity is again divided and measured. After about 20 sample
splitting, starting with about 150 g of bulk material, only a few grains (∼ µ g) remain. This
technique is explained in detail elsewhere (Eriksson et al., 2002). Only one single radioactive
particle remains after a complete sample splitting of the bulk material. The longest working time
spent on the sample splitting (the particle with the lowest activity, ∼ 2.5 Bq ) was around 4 h.
The single radioactive particle was attached to an adhesive carbon tape. To identify and locate the
particle position on the tape, the Beta Camera was used. Since the Beta Camera is also a light-
sensitive device, and there is need for a position reference system on the tape, five holes were
punched out in a special pattern. The holes were superimposed by light on the image obtained
from the acquisition of the hot particle. For all the particles in the present study, the acquisition
time on the Beta Camera was less than 30 minutes. This is a very short time compared to the
more common autoradiographic film technique, which usually takes weeks before an image is
produced.

All the particles were analysed by SEM with an EDX detector attached. The morphology,
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size and the surface elemental composition of the particles were studied. The secondary (SE)
and back-scattered electron (BE) images also served as guiding maps when relocation of the
particles was done at the SR-facilities ANKA and HASYLAB. The SEM used has a maximum
acceleration voltage of 20 kV, which did not allow the efficient excitation of U and Pu L shells.
In the EDX spectra the M X-ray peaks of U and Pu were not resolved due to the strong overlap
between the Mα peaks of Pu and the Mβ peaks of U. Absolute determination of the Pu/U element
ratio could not be done, as standard mixed Pu/U particles would be required to calibrate the pulse
height spectra in combination with deconvolution of the spectra or a Monte Carlo simulation of
the source-sample-detector system (Ro et al., 2003).

From the BE images with the EDX spectra it resulted that both U and Pu are present on the
surface of all the particles. The particle sizes ranged from 15 to 42 µm and some of the particles
are embedded or to some extent coated. These coatings were analysed with EDX and contained
elements typical in sediment material, i.e. Si, Al, Mg and Fe. Several spots on the high atomic
number areas of the particles where analysed with EDX. All the analyses showed that U and Pu
co-exist on the whole high atomic number surface. From the U and Pu M X-ray peak intensities
variations between different particles were observed, however the magnitude of the variations
could not be determined with this system (Figure 4.10).

In addition, one particle (Thu 79-3) was measured with a SEM equipped with a WDX anal-
yser. The difference between the two systems is that EDX uses a Si(Li) detector with a multi-
channel analyser (MCA), while WDX is based on the diffraction of the produced characteristic
X-rays in a crystal lattice and the X-ray quanta are detected by a proportional counter. WDX
measures only one energy (wavelength) at a time, leading to a better resolution but a lower effi-
ciency. However, the low efficiency leading to low count-rate can be compensated to some extent
by the use of a higher beam current from the filament. With the WDX system used it was possible
to determine the Pu/U elemental ratios from the M X-ray lines without deconvolution of the spec-
tra. This was done by correcting the area for the U Mα and Pu Mβ peaks (non overlapping peaks)
with the emission probabilities. This particle is constituted of many small fragments/inclusions.
Carbon is the main constituent of the particle, indicating that it was formed during the accident,
probably from burning of rubber or similar materials. When the weapons were disintegrated by
conventional explosion, fragments from them were trapped in this piece of burning material. Five
spots/inclusions of this particle were analysed with the respect on the Pu/U elemental ratio. The
determined Pu/U elemental ratios by SEM-EDX were 0.09 to 0.43 in these five spots. The large
variations in the ratio are probably due to the fact that the inclusions originated from different
parts of the weapons rather than to an effect of their preferential leaching.

By performing µ-XRF, it was obtained that U and Pu are homogeneously distributed in the
particles. The Pu/U intensity ratios vary between 0.22 and 0.36. This variation may reflect several
phenomena. Among these we can consider a preferential leaching of one element respect to the
other one; the origin of the particles from different parts of one of the involved nuclear weapons;
or that the particles stem from a different source term. Detailed investigation on the Pu isotopic
ratios by mass-spectrometry, that are on going at the present in our laboratory, complementary to
those below described as micro-spatial elemental distribution and micro tomography, can help in
concluding which of the above mentioned causes is the most probable.

The same particle analysed with the SEM-WDX system was analysed using a 2.5 µm µ-XRF
beam at ANKA (Forschungszentrum, Karlsruhe). The particle, with the size of 350× 250 µm2,
was scanned over an area of 130×100 µm2 with step sizes of 1.25 µm in both z and y directions



96 New isotope technologies in environmental physics

Fig. 4.10. SEM back scattered image (top) of one Thule hot particle with corresponding EDX-spectrum.
Uranium and plutonium intensity maps as obtained by µ-XRF are shown in bottom of the figure. (Repro-
duced with the permission of Elsevier from Eriksson et al. 2005).

and 3 s per point as measuring time. It was observed that the U and Pu Lα intensity maps cor-
respond fairly well, however, in the U/Pu intensity ratio there are variations. Some regions have
a U/Pu intensity ratio as high as 20 (Pu/U 0.05). This means that the inclusions in the particle
originate from different parts of the weapons or from different weapons, rather than due to an
effect of leaching, as the inclusions have been more or less isolated from the aquatic environ-
ment in this large particle. µ-XRF measurements with 20 µm beam would have never revealed
the fine structure of the particle due to the “low” spatial resolution. When analysing individual
Pu/U particles in order to identify the source term and the leachability behaviour, the use of the
larger (20 µm) and the smaller (2.5 µm) spot size is complementary. The large beam provides
the average elemental ratio in the particles and the small beam the possible heterogeneity in the
elemental distribution.
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Fig. 4.11. Reconstructed distribution of elements in U/Pu rich particles recovered from see sediment, Thule
Greenland. The plutonium (blue) and uranium (green) are coated with iron (red) rich sediment matrix.
(Reproduced with the permission of Elsevier from Eriksson et al. 2005).

The elemental distribution in two particles was investigated: in a U/Pu-rich particle recov-
ered from the sea sediment near Thule, NW Greenland, and in a Pu-rich particle embedded in a
coral matrix, collected from the surface soil in the Mururoa Atoll. The particles were scanned
in pencil-beam geometry. For each particle, 64 area projections, separated by 5.625 degrees,
consisting of 64 (horizontal) by 10 (vertical) pixels were collected simultaneously in X-ray flu-
orescence and X-ray absorption modes. The horizontal beam spacing was 19 µm and 11 µm
for the Mururoa and the Thule particles, respectively. The corresponding vertical beam spacing
were 42 µm and 20 µm. The 3D distributions of Pu, U and the matrix elements (Sr for the
Mururoa particle and Fe for the Thule particle) were reconstructed. The individual slices of the
tomographic reconstruction were obtained using a filtered backprojection algorithm. A prelimi-
nary method of absorption effect correction was applied. In this method the data collected by the
X-ray fluorescence detector, the XRF sinograms, were corrected for absorption effects using the
X-ray absorption sinograms collected with the Silicon Drift Detector (SDD) placed behind the
analysed sample. The reconstructed slices were processed by a 3D rendering software AMIRA
to obtain 3D element distribution models. From the reconstructed data it can be noticed that the
Thule particle, recovered from the sea sediment, has been partially coated with Fe-rich sediment
matrix during its long residence (29 y) in the seabed. Uranium and plutonium elemental dis-
tribution is not even in the particles. The Mururoa particle, recovered from the surface of the
coral atoll, was found to be attached to the coral matrix only from one side. It suggests that the
merging of plutonium with the matrix material occurred during the nuclear test explosion, the
source term of this particle. In Figure 4.11 the reconstruction of the U and Pu distribution in the
particle stemming from Thule sea sediments, as obtained by tomography measurements at the
synchrotron, is reproduced.
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In order to study the reactivity of the particles in terms of mobility, leachability, weather-
ing and transport/transfer of radionuclides into the environment and from the environment to
the humans, the determination of their oxidation states is essential to predict fate and transport.
XANES is an established technique for the determination of oxidation states and local chemical
environment, even at relatively low concentrations. As already asserted, studies have systemati-
cally been performed for actinides as aqueous ions (Conradson et al., 1998, Conradson et., 2004)
and it has been recently exploited also for U particles (Salbu et al. 2001; Salbu et al., 2003;
Török et al. 2004; Jernström et al., 2004). The particles separated from the Thule sediments
were investigated by µ-XANES as for U and Pu oxidation states. This was for the first time that
studies on Pu oxidation states in environmental particles has been carried out systematically.

In order to study uranium oxidation states in individual particles U-L3 µ-XANES spectra
were collected from the centre as well as from the edge region of each particle. The U XANES
spectra collected at the centre of four U/Pu particles sampled at Thule (Thu68-3, Thu68-5,
Thu68-6, 975374-5) was compared with the spectra of the standards. The zero of the energy
scale was set to the inflection point of the U(IV) standard. All spectra were processed using the
least-squares fitting method described above. No significant difference was encountered between
the results obtained for spectra collected from the centre and from the edge of the same parti-
cles. The error of the fitting method is within 5 % (absolute). Uranium is present in the particles
mostly in the U(IV) form, the maximum ratio of U(VI) to the total U content was obtained as
25 % indicating that the particles contained mainly the less mobile form U(IV).

Plutonium oxidation states were studied in the same way than those of uranium, i.e. through
recording and fitting Pu-L3 µ-XANES spectra from different regions of each individual particle.
The Pu-L3 XANES spectra collected at the centre of four U/Pu particles (Thu68-3, Thu68-5,
Thu68-6, 975374-5) were compared to the standard spectra. The zero of the energy scale was
set to the inflection point of the Pu(IV) standard. The plutonium oxidation state was also not
significantly different in different regions of the same particle. Two kinds of particles could be
distinguished. The particles Thu68-3 and Thu68-5 contain Pu mostly (more than 90 %) in the
Pu(IV) form. In the particles Thu68-6 and 975374-5, however, the Pu(VI) form is dominant
(67-75 %).

Lind et al. (2005) have recently examined particles stemming from Thule environment by µ-
XANES. Their measurements showed that U and Pu are present in the particles as mixed oxides.
U was found in the oxidation state IV whereas Pu apparently is a mixture of Pu(III) and Pu(IV).

From the results obtained it is clear that the reactivity of the particles in the environment as
well as in human fluids will be different and therefore it would be worthwhile to study to which
extent the preponderance of one or another oxidation state will influence Pu fate and transport.
In order to obtain this information, leaching of the particles in environmental media and human
body fluids needs to be carried out.

4.4 Thermal Ionisation Mass Spectrometry

TIMS belongs to the most sensitive methods for absolute isotope abundance measurements, and
until the introduction of ICPMS, it was the most widely used technique for ultra-low analysis
of long-lived radionuclides (especially actinides) in the environment. TIMS has proved to be a
highly sophisticated analytical method providing the most precise isotope ratio determinations
with precision down to a few ppm (White and Wood, 1988).
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With TIMS positive ions are produced in the spectrometer’s ion source by evaporation of
a sample from a heated metal surface. Source filaments are usually chosen from metals with
relatively high work functions, high melting points and the necessary purity and mechanical
properties (e.g. platinum, rhenium, tantalum or tungsten). After heavy separation chemistry,
samples are loaded as highly purified solutions onto the filament or by electrodeposition. By
adding a known quantity of yield tracer to the sample, isotope dilution analysis is used to measure
concentrations below the fg scale (Dixon et al., 1997; Inkret et al., 1998).

Interferences from isobars and mass discrimination between isotopes of a given element need
to be carefully evaluated and excluded by chemical purification and control of ionization con-
ditions. Nevertheless the problem of interferences with TIMS is not as great as in ICPMS.
Isotope fractionation is more difficult to control, but usually produces smaller systematic errors.
However, using total sample evaporation method this problem has been solved as the sample is
completely evaporated from the filament. The final results are given in averaged isotopic mean
values when measurement has been completed and no measurable amount of sample is left on
the filament. Thus, the limiting factor of TIMS in environmental analysis is very often the purity
of the sample, as improvements and innovations in mass spectrometer hardware have augmented
analytical precision. The new state of the art TIMS machines with multi-collector arrays have
considerably improved operation in multi-dynamic mode (e.g. the TRITON from Finnigan Co.),
producing a sensitivity of around 105 atoms for 239Pu, which is comparable to AMS.

When using measurement techniques with the extreme sensitivity of TIMS at levels below
10−15 g per sample, it is very important to minimize the effects of airborne dust particles,
reagents, glassware, etc. which can all contribute significantly to the sample blank, and as a
result, to analytical detection limits which are actually defined by the contamination of the blank
sample. For this reason, successful TIMS requires more careful sampling, very clean chemical
processing and a higher level of instrumental expertise than any other method.

TIMS has not been widely used in environmental studies because of the high cost of the
machine and the expertise required for its operation (Buesseler, 1993). The main advantage is its
high sensitivity for actinides (more than an order of magnitude higher than for SAS), as well as
the possibility of measuring 240Pu/239Pu ratios in low-level samples and identifying the origin
of plutonium in environmental samples (Bertine et al., 1986; Buesseler and Halverson, 1987;
Buesseler and Scholkovitz, 1987). A wide range of 240Pu/239Pu atom ratios have been found
in the marine environment: from 0.05 in Mururoa lagoon sediment, through global fallout ratio
(0.186) to discharges of plutonium from reprocessing plants (e.g. 0.24 for Irish Sea water or 0.20
for Irish Sea sediment, (Kershaw et al., 1999) to 0.30 for Bikini lagoon sediment (Muramatsu et
al., 2001). It has been found (Buesseler, 1997) that plutonium delivered as stratospheric fallout
appears to be relatively soluble and has a longer residence time in seawater than plutonium from
close-in fallout which is more rapidly removed from the water column to deep ocean sediments.
High sensitive TIMS has recently been used for size-fractionated plutonium isotope studies in
the coastal environment (Dai et al., 2001).

Several studies on natural U and Th in the environment have also used TIMS. It has proved
to be especially efficient for the precise determination of e.g. 234U/238U and 236U/238U ratios on
small samples giving highly sensitive and very accurate measurements (Chen et al., 1986). This
has lately become of great interest in connection with the use of depleted uranium in military
weapons. For Th isotopes (228Th, 230Th, 232Th), TIMS has been even more effective because
of their lower concentrations in seawater (in comparison with U isotopes (with the exception of
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236U)) when performing analysis with RMT, requiring large volume samples (1000 L). TIMS
permits reduction by a factor of 1000 of the size of the sample (Chen et al., 1986; Dixon et
al., 1997). Other long-lived actinides such as 231Pa, 237Np, 243Am, 244Cm and 246Cm as well
as some long-lived fission products (e.g. 99Tc, 135Cs) have been analysed by TIMS, as well
(Dixon et al., 1997; Cooper et al., 2000;), yet more work is needed for the full exploitation of
these tracers in marine studies. Moreover, TIMS can be effectively used in speciation and size-
fractionation studies (Dai et al., 2001) and also for certification of marine reference materials
(Inn et al., 2001; Lewis et al., 2001).

4.5 Resonance Ionisation Mass Spectrometry

Resonance Ionisation Mass Spectrometry (RIMS), which is based on highly efficient and selec-
tive ionization of elements by tuneable lasers (and subsequent analysis of ions by a mass spec-
trometer) has been found to be a powerful technique whose main advantages are almost complete
isotopic suppression, high ionization efficiency, low background ion detection and high isotopic
selectivity, resulting in an overall sensitivity of detection limits down to the fg scale (Wendt et al.,
2000). As only atoms of the desired element (or isotope) are excited and ionized by laser (Wendt
et al., 2000), undesired ions in the mass spectrometer can be suppressed to a significant extent.
Therefore, of the various applications of RIMS, ultra low-level determination of long-lived ra-
dionuclides in the environment has been the most widely acknowledged. As ICPMS is very
often limited by molecular effects which very often create isobaric interferences (as occasionally
occurs with TIMS as well), RIMS together with AMS is currently the most selective technique
with minimum interferences for the analysis of long-lived radionuclides in the environment at
very low levels. For a recent review on RIMS see the paper of Erdemann et al. (2008).

However, compared to the more widely used ICPMS or TIMS, RIMS is still a too compli-
cated technique requiring a lot of skill and a strong technical support. It would seem that RIMS
will remain an alternative technique to AMS where AMS cannot be used effectively because of
insufficient or no production of negative ions (e.g. in the case of 81Kr), strong isobaric interfer-
ences or other sources of background.

RIMS has been successfully applied in the analysis of several long-lived radionuclides in
the environment such as, 81Kr, 90Sr, 99Tc (Wendt et al., 2000) with a detection limit for 239Pu
down to 106 atoms. Especially, ultratrace isotope detection of noble gases (39Ar, 81Kr) are still
a challenging task which has recently been addressed also by AMS, as well as by optical spec-
troscopy using a magneto-optical trap and collinear laser photon burst spectroscopy (Kutschera
et al., 2000; Bailey et al. 2000).

Although the application of RIMS in environmental radionuclide studies has been very lim-
ited, its great potential could be in speciation studies, especially when it is coupled to chromato-
graphic systems. As an alternate mass spectrometry technique it may also play an important role
in certification of reference materials.
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5 Accelerator Mass Spectrometry

The development of accelerator mass spectrometry (AMS) and recent new AMS designs have
transformed the methods to the stage when it has become valuable technique for climate change
studies. In addition to the large emphasis on 14C (radiocarbon), other radionuclides such as 10Be,
26Al, 36Cl, 129I and uranium and plutonium isotopes can be measured using AMS.

AMS revolutionized the way that radionuclides could be analysed at very low levels. It is
easy to understand the usefulness of AMS by looking at the radioactive decay equation

dN/dt = −λN, (5.1)

where the number of 14C atoms N , is related directly to the rate of radioactive decay (dN/dt)
through the decay constant λ. The decay rate is very slow, for 1 g of carbon the decay rate is
13.59 decays per minute. In AMS, we typically measure a sample of 0.5 mg C, and we can count
over 120,000 atoms from a modern sample. If we take a counting rate of 120,000 atoms in 1080
seconds, or 111 s−1 — from 0.5 mg of carbon, then this translates to ∼ 2.22 × 105 s−1g−1, a
difference compared to decay counting of over a million.

In this chapter, we first discuss the capabilities of AMS and we will then highlight some
climatic signals, which can be dated using the small-sample capabilities of AMS. We will also
discuss the use of AMS for 10Be and 129I and how they can be applied to climatic studies.

5.1 AMS Methodology

Since the beginning of radiocarbon dating (Arnold and Libby, 1949; Libby, 1955), the field of
radionuclide studies has expanded widely both as a dating tool and as a tracer. Some early studies
also highlighted the use of radiometrics techniques for analysis of cosmogenic radionuclides,
e.g. 10Be and 36Cl (Lal, 1957), but with extremely large sample requirements. A fundamental
change occurred when much smaller samples became feasible with the development of AMS
in the late 1970s (Tuniz et al., 1998). Since then, AMS machines have evolved from the large
accelerators (∼ 10 MV) and cyclotrons in early 1980 to much smaller accelerators (as low as
250 kV) recently designed specifically for AMS. Commonly measured radionuclides by AMS in
the above research fields are 3H, 14C, 10Be, 26Al, 36Cl, 41Ca, 129I and uranium and plutonium
isotopes.

It is important to understand that radionuclide measurement using AMS differs from earlier
decay-counting methods in that the amount of the radionuclide in the sample is measured directly,
rather than determining individual radioactive decay events (e.g. Jull and Burr, 2006). For nu-
clides like 14C, this greatly enhances sensitivity by 3 to 4 orders of magnitude. For longer-lived
radionuclides, such as 26Al, 10Be, 36Cl and 129I, the analytical advantages of AMS are even
greater. The sensitivity is achieved by ionizing sample atoms efficiently, accelerating them to
high energies and counting individual isotopes using particle detection techniques developed for
nuclear physics. Longer-lived radionuclides, which were very difficult to measure using decay
counting techniques, such as 10Be, are now routinely measured with AMS (Tuniz et al., 1998;
Fifield, 1999; Kutschera 2005; Jull and Burr, 2006).

In the case of 14C, the AMS technique is 1,000 to 10,000 times more sensitive than decay
counting techniques. We can achieve an external precision of about ±0.35 % in 14C content,
or ±30 years in uncalibrated radiocarbon age is possible on a single 0.5-milligram-sized sample
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Fig. 5.1. A diagram of 3 MV Pelletron accelerator mass spectrometer

target in 20 minutes of measurement time. Samples as small as 100 micrograms or less have
been successfully dated to about ±80 years BP and even smaller samples (∼ 10-20 µg) have
been measured for special experiments (e.g. Jull et al., 1998). With longer counting times or
when multiple targets are measured, we can reduce the single target error to about 0.2 %, or
better than ±20 years in radiocarbon age (McNichol et al., 2001; Donahue et al., 1990a; 1990b).
This increased sensitivity on very small samples allows us to date samples which would not
previously have been possible.

In the case of longer-lived radionuclides such as 26Al, 10Be, 36Cl, 41Ca, 129I and uranium
and plutonium isotopes, which were very difficult or impossible to measure using counting tech-
niques, AMS has made measurements of small amount of these radionuclides routine (Tuniz et
al., 1998; Fifield, 1999; Jull and Burr, 2006; Fifield, 2008).

A diagram of a typical AMS instrument, the 3 MV AMS machine operating at the University
of Arizona, is shown in Figure 5.1. For example in AMS radiocarbon measurements, the sample
of interest is usually after cleaning and its combustion to carbon dioxide converted into graphite,
although the successful use of gas ion sources is now increasing. The graphite powder is pressed
into a sample target holder, which is then loaded into the AMS machine ion source, shown on the
left-hand side of Figure 5.1. The graphite is bombarded with Cs+ ions under vacuum, and the
sputtered ions include many C− ions. The C− ions from the ion source are extracted by placing
the ion source at a negative potential of about -50 kV. The accelerated C− ions are then deflected
in a 90◦ magnet, which allows us the first separation of ions of different mass. Because 14C has
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a modern natural abundance of 10−12, a further separation is still needed. Hence, C− ions are
accelerated to 2.5 MV in the accelerator (at the center of Figure 5.1) and these ions then pass
through a gas canal (often called the “stripper canal”), where they lose electrons and become
positively charged. The C3+ ions are then accelerated out of the machine and pass through
electrostatic filters (to select ions of one energy (E) /charge (q) ratio) and magnetic elements (to
select ions of the same ME/q2). The separated ions of 14C3+ can be completely distinguished
from any other ions in the detector, in part because 14N− ions are unstable.

We shall focus in this paper on AMS measurements of radiocarbon, 10Be and 129I, together
with their applications in environmental and climate change studies. AMS analysis of heavier
isotopes, including transuranics can be found in the recent review of Fifield (2008).

5.2 New Machines and Ideas

A recent trend in the AMS field has been the development of increasingly smaller AMS instru-
ments (Hughey et al., 1997; Suter et al., 1997, 2000). Currently, a “small” AMS is one which
has a maximum terminal voltage of less than 1MV. Recent developments have even pushed the
lower limit to about 250kV. These desk-top machines require less space and resources than larger
AMS instruments, and are adequate for standard radiocarbon measurements. Starting in the
mid-1990’s, there was a developing trend to make small AMS machines. The first design for a
< 1MV AMS was that of Hughey et al. (1997), who developed the instrument for biomedical
work. About the same time, scientists at the ETH in Zurich, (Suter et al., 1997) discussed the
possibilities of a 0.5 to 1MV AMS machine which would operate in the 1+ or 2+ ion charge
state (as opposed to 3+, which the reader will recall, is used in the larger machine example given
above). Suter et al. (2000) later reported on the design of a prototype 0.5MV machine which
would use the 1+ ion charge state. In this case, the design resulted in a compact machine of about
4-5 meters on each side. Although the machine could operate in other than the 1+ charge state,
due to transmission considerations most of the discussion on these small machines has involved
the 1+ charge state.

The principal disadvantage of small AMS machines is that their relatively low terminal volt-
ages prohibit the use of stripping to high charge states (& 2+), where filtering techniques used in
nuclear physics are most efficient. A number of 0.5MV machines (Figure 5.2) built by National
Electrostatics Corporation (NEC) are now in use.

5.2.1 Small AMS Machines - the Single Stage AMS

A more recent NEC design, called the Single-Stage AMS (SSAMS) (Skog, 2007) eliminated the
need for a costly pressure tank, so that the SSAMS is now a reality (Figure 5.3) and this design
is now in use at several laboratories and is proposed for many more.

The convenience of this design for radiocarbon laboratories is the absence of the pressure
tank, a ubiquitous feature of accelerators. This device generates the 300 kV by floating the
high-energy part of the machine at 250 kV with a commercial power supply, and having the ion
source at -50 kV. A section of accelerator tube in air provides the acceleration. The stripper
is then at ground potential and the high-energy mass spectrometry is performed following the
stripper without any further acceleration.
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Fig. 5.2. The 500 kV AMS machine developed by National Electrostatics Corporation. (used with permis-
sion from NEC).

This interesting design apparently has similar backgrounds to the 0.5MV machines and is a
new competitor to larger AMS machines for 14C dating. There are some potential drawbacks
to the in-air design, since some labs have reported corona discharges occurring under certain
conditions (e.g. Skog, 2007).

5.2.2 Even Smaller AMS Machines

An alternative small machine, which also eliminates the pressure vessel and uses a 200 kV power
supply was constructed in ETH Zürich (Synal et al, 2006). In general, as the operating terminal
voltage used for AMS decreases, the technical engineering difficulties increase. Below 200 kV,
stripping efficiencies become lower and it is not expected that AMS machines will drop in voltage
below this limit. Synal et al. (2006) also discussed the development of a 200 kV machine which
eliminated both the accelerator tank and also the accelerator tubes.

The device designed by Synal and co-workers consists of two gap lenses and a stripper tube.
The potential is generated by a commercial power supply. The device, of course, must be placed
in the mass spectrometer (which makes it much larger). They reported that a background of
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Fig. 5.3. Diagram of the 250 kV Single-Stage Accelerator Mass Spectrometer.

< 10−14 could be obtained, and this machine is now being produced for other laboratories.
These small AMS machines have considerable potential for applications to 10Be as well

(Grajcar et al., 2004), 129I (Synal et al., 2006) and Pu (Fifield et al., 2004).
However, there are a number of practical limitations to these very small machines. The

control of the stripper-gas pressure is delicate and essential. In the 1+ charge state, molecular ions
can exist. The assumption used for higher energy AMS operating conditions that the molecular
ions are destroyed, cannot be taken for granted at very low energies. Therefore high stripper gas
pressure is needed to remove molecular interferences. Southon et al. (2004) have also reported
on the technical difficulties of these operating conditions.

5.3 Radiocarbon Studies Using AMS

5.3.1 Preparation of Samples and Stable-Isotope Analysis

A very important factor in AMS measurements is proper sample preparation. It is important that
the sample is clean and all contaminants have been removed. In all cases, after cleaning and
combustion, samples are converted to graphite using an Fe catalyst and Zn as the reducing agent
for the reaction 2CO → CO2 + C. Finally, the graphite powder is pressed into a target holder
of Arizona design, which is now widely used in all NEC ion sources. The measurement of 14C
follows the procedures and calculations described in detail by Donahue et al. (1990a, 1990b).

Some basic procedures for AMS radiocarbon samples carried out at Arizona laboratory were
summarized by Jull et al. (2004) and Hatté and Jull (2007):

(i) Acid-base-Acid method for charcoal, wood, cellulose, plant material, animal tissue: After
physical inspection, samples are cleaned with 1N HCl acid, 0.1% NaOH and 1N HCl
(acid-base-acid (ABA) pretreatment), washed with distilled water, dried, and combusted at
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900◦C with CuO. Hatté et al. (2001) discussed some modifications and potential problems
with the acid-base-acid method.

(ii) Carbonates: In general, samples are etched with 100% H3PO4 to remove 50-85 % of the
carbonate, dried and hydrolysed with H3PO4.

(iii) Selective combustion for sediments. After cleaning in 1N HCl and drying, the sample is
combusted at 400 oC in ∼0.3 atm. oxygen gas (McGeehin et al. 2001; 2004).

(iv) Oxidative acid cleaning for old charcoal. Pigati et al. (2006) have constructed a new line
to clean charcoal samples using the oxidative acid method of Bird et al. (1999). This is
of particular interest for charcoal samples > 20 ky. We have also applied this method to
sediments from archaeological settings with the possibility of extending the limit of dating
to 60 ky.

(v) Textiles, parchment, canvas, art works and artifacts: The samples are given the ABA pre-
treatment and after washing and drying, they are Soxhlet extracted with hexane, then
ethanol and finally methanol. After washing in distilled water, and drying, they are com-
busted at 900◦C with CuO. Bruhn et al. (2001) proposed a more complex, 6-stage cleaning
procedure for art works.

Of course, for some specialized samples, other methods need to be developed for these appli-
cations. For example, recently, Hatte et al. (2008) discussed a complex procedure for extraction
of organic material in diatoms from sediments.

Specialized Sediment Sample Pre-Treatment. For sediment dating, methods which combine
physical and chemical pretreatments, followed by stepped-combustion at different temperatures
(McGeehin et al., 2001, 2004) are useful. Inherited clay- or silt-bound carbon can be an important
contaminant for conventional bulk sediment analysis. In some sediments, the humin fraction
(material resistant to the acid and base pretreatment) combusting at 400◦C (“low temperature
fraction”) appears to be to most promising for dating sediment. In some sediments, the humin
fraction could contain pollen, macrofossils, wood or charcoal.

We can apply this method to a wide range of sedimentary environments. For low organic
concentration sediments from the last glacial maximum age, the low temperature fraction can
be 2-4 ky younger than the bulk fraction. We can refine the stepped combustion method by im-
proving our understanding of temperature oxidation thresholds and by characterizing the organic
materials in each temperature fraction.

Another sediment dating technique of interest was designed to remove contaminants left
after a conventional acid-base-acid pretreatment. Preliminary results using a dichromate-wet
oxidation (1M dichromate plus 1M sulfuric acid) method (ABOX), initially developed as a way
to purify old charcoals (Bird et al. 1999) show significant reductions in the amount of total
organic carbon in sediments. The remaining “oxidation-resistant” components are likely to be
composed of charcoal or soot, as opposed to other forms of organic material in soils (Bird et al.,
1999). However, a recent paper by Rebollo et al. (2008) raises some questions about the removal
of too much of the charcoal, since very severe pretreatments probably also remove much of the
sample material of interest. It might be that in some cases, removal of the more soluble material
is not the best method of achieving the best possible age measurement.
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Compound-Specific Studies and Bone Chemistry. There are also other new techniques and
strategies for extracting carbon from highly contaminated materials that are difficult or impos-
sible to obtain accurate radiocarbon dates using standard methods, e.g. a separation of specific
compounds from food remains on pottery, dating of separated fatty acids from marine sediments.
Other alternatives include releasing carbon from bone-specific proteins using Ninhydrin (Nel-
son, 1991; Tisnérat-Laborde et al., 2003; Hodgins and Jull, 2004). This approach of selective
collagen dissolution using ninhydrin is being applied to bones found in tar pits (see Jull et al.,
2002, Hodgins and Jull, 2004). These environments are highly preservative, and thus rich repos-
itories of animal and plant remains. However the tar hydrocarbons that thoroughly contaminate
the samples present large challenges for dating. In another new approach, Hatte and Jull (2004)
have also developed a method for cleaning diatom samples from sediments. This method uses
a series of oxidative-acid cleanings and may also pave the way for the use of diatom dating in
future studies. It is to be expected that such compound or compound-class specific methods will
become more important in future research.

5.3.2 Measurement of Radiocarbon

Calculation and Normalization to Standards. The measurement of 14C follows the proce-
dures and calculations described in detail by Donahue et al. (1990a, 1990b). Further discussion
on the question of interlaboratory differences in calculations was highlighted by McNichol et
al. (2001). The results from radiocarbon measurements are expressed in the form of faction of
modern carbon

F = ASN/A1950AD (5.2)

where ASN is the activity of 14C in the sample compared to the value for “modern carbon”,
arbitrarily defined as the value of 1950AD wood. All radiocarbon measurements are normalized
to a common 13C/12C ratio quoted as δ13C of −25 0/00, to eliminate any effects of isotopic
fractionation which could originate either in the sample and/or during measurement.

Because of depression of the 14C signal due to fossil-fuel burning, the value of 1950AD
material is taken to be

A1950AD = 0.95AHOxI , (5.3)

where HOxI is the original Oxalic acid-I standard. Since that time, a second primary Oxalic
acid standard known as HOxII was developed by the US National Institute of Standards and
Technology (NIST) as is designated as standard reference material SRM-4990C by NIST. This
material can be related to HOxI as

A1950AD = 0.95AHOxI = 0.7459AHOxII (5.4)

It is important to note that the value of AHOxI was normalized to a δ13C value of −19 0/00
instead of the 0.7459AHOxIIwhich was normalized to −25 0/00.

Donahue et al. (1990a, 1990b) discussed the derivation of the calculation of F from the
raw AMS results, depending on the isotopic ratio actually measured (14C/13C or 14C/12C). The
calculation procedures were also discussed by McNichol et al. (2001). The reader is referred
to these papers for details of the calculation and in particular, the importance of the isotopic
corrections.
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Uncertainties. Uncertainties are calculated from the larger of the Poisson uncertainty (deter-
mined from

√
N/N ) and the standard uncertainty of the individual measurements. Various labo-

ratories use different methods to estimate the total uncertainty, but the best practice is to take the
larger of these two uncertainties as the minimum uncertainty. Donahue et al. (1990a) discussed
the practices used at the Arizona laboratory, where an additional uncertainty known as the “ma-
chine random error” is added to the Poisson uncertainty before comparing this uncertainty to the
estimate derived from the standard deviation of the individual measurements.

Blank Corrections. During the processing of samples in the chemistry laboratory, it is impos-
sible to avoid some small amount of contamination introduced either during the chemistry or the
sample conversion into graphite target. The “blank” in the machine itself is negligible. We can
define a blank component, f , as

f = FB/Fstd (5.5)

where FB is the fraction of modern carbon in the blank material itself, this is often assumed to
be recent or modern carbon. However, other studies suggest one component of the blank may be
an “average” contamination from the last samples run on the line. Donahue et al. (1990a, 1990b)
showed that the fraction of modern F for the sample can be expressed as

F = Fm [1− f {1/Fm − 1}] , (5.6)

where Fm is the value of the fraction modern measured for the sample and F is the final corrected
value.

5.3.3 Improvements in the Radiocarbon Calibration

A basic understanding of past climatic changes must include a good chronology in order to de-
termine the time relationship between events. To correlate distinct climatic features, we must be
able to correlate independently-dated events. Hence, the improvement in the radiocarbon calibra-
tion curve has allowed to cross-correlate fluctuations in the 14C curve with climatic fluctuations
observed in such isotopic archives as ice-core records (Reimer et al. 2004). This capability has
improved attempts to cross-correlate different climatic events observed in one record with other
proxy records. This extension of the calibration curve used tree rings to about 11,500 calibrated
years. Beyond this time record, dated corals and varved marine sediments have been used to
extend the calibration curve (Reimer et al. 2004). Other newer records can take us back to
the limits of radiocarbon dating, using corals (e.g. Fairbanks et al., 2005), lake sediments and
speleothem records (Hughen et al., 2004).

Libby (1955) was the first to note that radiocarbon ages sometimes diverged from the “true”
calendar age with his famous “Curve of Knowns”. Since about 1980, a vast amount of time
and energy has been devoted by scientists in the radiocarbon field to calibration of the radiocar-
bon time-scale. This eliminated a growing discord of different methodologies for calibration of
radiocarbon dates (Stuiver and Kra, 1993; Stuiver and van der Plicht, 1998; Reimer, 2004).

The radiocarbon “calibration curve” was originally established by studying the changes in
14C content of known-age tree rings. The first trees studied were Bristlecone Pines from the
White Mountains of California, but this was later expanded to European oaks. Tree ring 14C
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measurements from living and dead wood from these long-lived trees were cross-correlated to
establish a 14C chronology longer than the life of a single tree. Dendrochronology is the science
of correlating and cross-referencing variations in the widths of tree-rings has been used to pro-
duce even longer chronologies using German and Irish Oak tree records, incorporating sub-fossil
wood recovered from buried logs in river sediments and peat bogs. Currently, the continuous tree
ring sequence extends back 11,500 years.

We know that the production rate of radiocarbon in the atmosphere changes with time and
there are also changes in the amount of CO2 exchange with the oceans. Both these effects
lead to changes in the “apparent” age, which we term the radiocarbon age of the sample. The
radiocarbon age is defined simply from the amount of 14C relative to “modern carbon”, defined
as 1950AD wood, where the industrial effect of reduced 14C has been removed, effectively this
is 1850AD wood age-corrected back to 1950AD.

Using these assumptions, the radiocarbon age is easily computed as a modification of the
radioactive decay equation

Age = −8033 ln(14Csample/
14Cmodern). (5.7)

There have been continuing improvements in the length of the calibrated radiocarbon time-
scale. The improvement in the radiocarbon calibration curve over the last 26,000 y (Reimer et al.,
2005) and perhaps beyond to 50,000 y (Fairbanks, et al. 2005), has allowed us to cross-correlate
fluctuations in the 14C curve directly with those in the ice-core record (Reimer et al, 2005). This
capability has improved attempts to cross-correlate different climatic events observed in one
record with other proxy records. This extension of the calibration curve used tree rings to about
11,500 calibrated years and beyond that corals and varved marine sediments were used. There
are also newer but as yet less well-established records which should take us back to the limits of
radiocarbon dating (∼ 50, 000 years), using lake sediments and speleothem records (Hughen et
al., 2004).

An example of a section of the calibration curve is given in Figure 5.4. The fluctuations
in this curve demonstrate changes in the 14C production rate and/or changes in the terrestrial
carbon cycle have occurred. Intriguingly, excursions of the 14C signal to apparent younger ages
(i.e. higher 14C production) are often associated with cold climatic events, this could be due to
reduced solar activity or lowered carbon content of the atmosphere. This suggests a possibility
of linkages to climate driven by carbon-cycle changes, such as might be produced by ocean
circulation changes. Excursions to higher 14C age are likely due to reductions in production
rate or increases in the ventilation of 14C-depleted carbon from the deep ocean. Conversely,
excursions to lower 14C age are likely due to reductions in production rate or attenuated ocean
ventilation rates. Periods of constant 14C over an extended period of time can also be explained
by reductions in production rate.

These differences can be understood as the number of 14C atoms in a given column of atmo-
sphere, which can be approximated for times short compared to the half-life as

N14 = P14t, (5.8)

where P14 is a complex function of production rate over the period the 14C remains in the atmo-
sphere (1-2 y) and t is the (short) residence time of 14C in the atmosphere. This approximation is
valid since the residence time is very short compared to the mean life of radiocarbon of 8,267 y.
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Fig. 5.4. New comparison curve of radiocarbon vs. U-Th ages from Bahamas and other corals, from
Fairbanks et al. (2005), showing the good agreement between corals and tree-ring dates in the period up to
15,000 y.

Beck et al. (2001) suggest that the major features of the 14C record cannot be produced
with solar variability or terrestrial magnetic field modulation alone, but also require significant
changes in the carbon cycle. Superimposed on these large scale trends are millennial and sub-
millennial variations that apparently coincide with abrupt shifts in climate as recorded in the
Greenland ice cores. We expect that these shorter-term shifts are driven by solar effects (Der-
gachev et al., 2005).

Coral records offer the highest possible resolution for radiocarbon calibration beyond the
limit of the tree-ring chronologies, because of their relatively fast growth rate. However, the
existing radiocarbon calibration contains few continuously banded examples from corals. Two
exceptions are a Diploastrea coral head from Vanuatu which lived during the Younger Dryas
(Burr et al., 1998) and a Goniastrea coral from Papua New Guinea which lived approximately
13,000 years ago, according to U-Th dating. This subannual record (Figure 5.4) is the highest
resolution radiocarbon calibration record from that time period.

Speleothems offer similar advantages to coral, with a time resolution of decades or better.
One such record-obtained from a stalagmite recovered from a cave in the Bahamas- provides a
nearly continuous record of atmospheric ∆14C from 45 to 11 ka (Beck et al., 2001; Richards &
Beck, 2001). However, this record differs substantially from recent coral and varved-sediment
data, which raises the question about reliability and consistency between datasets or whether
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Fig. 5.5. Data for the last 50,000 y, excluding the new results of Fairbanks et al. (2005). The radiocarbon
calibration up to 26,000 y was agreed at the 18th International Radiocarbon Conference in Wellington, in
2003. Hughen et al. (2005) and Fairbanks et al. (2005) discuss various possible extensions to this curve.

different proxy records are indeed equivalent.

Extension of the Tree Ring Record. An extended tree ring curve was first published in 1998,
after the success of the initial curves published in 1986 and 1993. This curve included U-Th dated
coral records from the Atlantic and Pacific, and varved marine sediment records from the Cariaco
Basin (Stuiver and van der Plicht, 1998). The International Calibration team (known as IntCal)
established rigid protocols for data integrity for inclusion in the calibration database. In 2004
the IntCal04 calibration dataset was introduced, and is currently incorporated into a number of
computer programs, such as Calib 5.1 (www.calib.org), for dates up 26,000 calendar years
BP (cal. BP).

Because of discrepancies between various records beyond that time, it was decided at the
2003 Radiocarbon Conference business meeting in Wellington, New Zealand, to officially rec-
ognize a record up to 26,000 cal. y BP until these questions were resolved. The records even-
tually included in the most recent INTCAL04 volume (Radiocarbon, vol. 46, no. 3) include tree
ring data, coral data (e.g. Burr et al. 1998, 2004) and varved sediments from the Cariaco Basin
(Hughen et al., 2004). The decision to include the Cariaco sediment record in the INTCAL98
calibration was explained by Stuiver and van der Plicht (1998) as follows – “In addition, as an
exception to the rule, it was decided to include Late Glacial marine varves because this newly
developed data set strengthened the coral/tree ring link considerably”.

An extended curve of Fairbanks et al. (2005) is given in Figure 5.5. This, combined with new
information on the Cariaco marine sediments, show that an extension of the calibration curve to
the last 50,000 y will be completed by the time of the 20th International Radiocarbon Conference
(2009).

www.calib.org
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Coral records appear to have wide acceptance as proxy records of atmospheric 14C at a given
time, but even this might be a problem. Since corals sample bicarbonate in the surface ocean, not
the atmosphere directly, one needs to make a reservoir correction, often assumed to be around
400 y (e.g. Fairbanks et al. 2005), and the compilation of Hughen et al. (2004) make site-specific
reservoir corrections. However, an unsolved problem is whether even site-specific corrections
can be assumed to be constant in the Pleistocene, and, if not, how much error this might cre-
ate. Recent discussions at the 10th International Conference on Accelerator Mass Spectrometry
(Berkeley, 2005) and the 19th International Radiocarbon Conference (Oxford, 2006) demon-
strated that reservoir variations are significant for intermediate and deep waters, especially at
high latitudes.

Other Calibration Records. Many other proxy records have been studied, with the intent
of extending the radiocarbon calibration curves. These included studies of marine sediment
records (e.g. Voelker et al., 2001), lake sediment records (Kitagawa and van der Plicht, 1998),
speleothems (Beck et al., 2001) and Lake Lisan sediments (Schramm et al. 2000). However,
these records are generally considered to be not precise enough for calibration and are referred
to as “comparison/calibration records” by INTCAL (van der Plicht et al., 2004).

5.3.4 Paleoclimate Studies

In order to correlate distinct climatic features, it is important to be able to correlate independently-
dated events. The improvement in the radiocarbon calibration curve over the last 26,400 y (and
possibly to 50,000 y) permits the cross-correlation of fluctuations in the 14C curve with climatic
fluctuations in such isotope archives as ice-core records (Reimer et al. 2005; Fairbanks et al.
2005), as we have already mentioned.

We should also note that the same event might not be expressed in the same way everywhere
and might also have a phase shift (later or earlier) in different regions. Hence, it is also important
that the underlying geochronology is sound for different records to be compared. This is partic-
ularly true during the Glacial/Interglacial transition, which is of great interest due to the scale of
climatic change at that time (e.g. Markgraf, 2001). During the Holocene, we also observe ap-
preciable climatic fluctuations. These are less well understood, but may also be associated with
solar forcing (Damon and Sonnett, 1991). Other periodicities in the Holocene climatic record can
often be related to solar fluctuations, the most obvious being in the medieval warm period and
the Maunder minimum, periods associated with colder weather in Europe (Damon and Sonnett,
1991; Dergachev et al. 2005).

We must also recognize that millennial-scale periodicities (e.g. Bond et al., 1997; Alley et
al. 1999; 2001) are observed in a wide variety of records, including varved lake sediments, loess
deposits, marine records and forest-fire records.

AMS Studies of Natural Climatic Change. We have both direct and indirect evidence of
climatic changes in the past. We know, for example, that the movement of some peoples, such
as the paleoindians in North America was affected by climate and we also know, for example,
that the climate of Europe was much cooler in the 14-19th centuries than it is today (Jull et al.,
2003). Climate has also been proposed as a driver of human movement in Siberia (e.g. Goebel,
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2002; Graf, 2005), although Fiedel and Kuzmin (2007) present a case against this. An important
unresolved question is whether the displacement of Neanderthals by modern humans in Eurasia
was climatically-driven. It is also important to try to understand the past climatic record, since
this gives us important keys to the future. We know that rapid changes are occurring in CO2

concentration in the atmosphere, as well as other greenhouse gases (Keeling et al., 2005).

Ice cores give us a long record of temperature changes during the past 450,000 y. Long-
term records of climatic change over this time interval have been recovered by oxygen-isotope
studies of ice cores. These records show that the climate oscillates in response to orbital forcing
which causes the amount of solar radiation arriving at the surface of the earth to vary with time.
This cyclic behaviour can be tied to the oscillations of the Earth’s orbital motion, particularly
the eccentricity of the Earth’s orbit around the sun (100,000 y) and the tilt angle or obliquity
(41,000 y). Finally, the precession (21,000-23,000 y) of the Earth’s axis around its own center of
mass, causes changes in the timing of seasons as well as the intensity of solar radiation reaching
the northern hemisphere during the summer months (De Pater and Lissauer, 2005).

It has long been recognized that the fluctuations in the 14C record were often coincident with
major climatic events, particularly cold ones. A period of “apparent” radiocarbon age which is
flat is observed at various major cold phenomena such as the Oldest Dryas (15.1-14.5 cal BP),
Younger Dryas (12.9-11.6 cal BP), the 8,200 y “cold event”, 2,500 y and the Maunder Minimum
(17-19th century). Dergachev et al. (2005) noted a striking similarity between the ∆14C and
δ18O records in speleothems analysed by Neff et al. (2001) between 10,000-6,000 y.

It is important to understand these phenomena, since in recent time, we also have evidence of
changes in atmospheric composition. The record of CO2 from Mauna Loa (Keeling et al. 2005),
see Figure 5.6, demonstrates that we have seen a continuous increase of CO2 in the atmosphere
since the mid-19th century, consistent with production from industrial sources. In addition, we
know that perhaps a∼ 0.5-1◦C change in average temperature has already occurred and this may
be correlated with the increase in CO2 in the atmosphere.

Use of 14C in Modern Corals and as a Tracer in the Ocean. The in-growth of bomb 14C into
the oceans has been studied since the early GEOSEC cruises of the 1970s. ∆14C variations in
dissolved inorganic carbon in seawater were used to follow the different rates of carbon uptake
from different parts of the world. These experiments were repeated in much detail in the 1980s
and 1990s as part of the WOCE programme (Key. 1996). Both of these studies represent the
distribution of radiocarbon at the time the samples were collected.

Corals, which grow in the surface waters of the ocean, have since been the object of extensive
study, because they preserve a record of the radiocarbon content of the surface ocean which
allows temporal variations at a particular site to be studied (Schmidt et al., 2004). In addition
to ∆14C variations, modern corals also preserve a record of other geochemical proxies such as
Sr-Ca and δ18O (Gagan et al. 2002; Druffel et al. 2004). This signal can also be correlated with
the intensity of the El-Niño Southern Oscillation. There have also been extensive studies of the
14C record in the oceans, as part of the WOCE, Joint Global Ocean Flux Study (JGOFS) and
other large international programs (Key, 1996). This has resulted in very detailed maps of 14C in
the ocean as a function of location and depth.
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Fig. 5.6. Monthly mean CO2 levels from Mauna Loa observatory, Hawaii.

Record of Forest Fires. There is a sizeable literature on forest-fire history from different re-
gions of the world (see, for example, Meyer et al., 1995, 2001; Hallett et al. 2004; Turcq et al.
1998; Lertzman et al. 2003; Hallett and Walker 2000; Pierce et al. 2004). A characteristic of
many of these studies is evidence for marked periodicities, especially on century and millennial
time scales of fire frequency. Typically, these studies involve either direct dating of charcoal
found in alluvial and colluvial deposits (e.g. Meyer et al;, 1995, 2001; Lertzman et al., 2003;
Pierce et al., 2004) or studies of the charcoal record found in lake sediments (e.g. Long et al.
1998; Cumming et al. 2002).

Meyer et al (1995) demonstrated a spectacular record of forest fires from the Yellowstone
National Park, which is now cited in all subsequent papers. They noted a millennial-scale forcing
and proposed that “Bond” cycles might be a forcing mechanism. Later studies showed similar
periodicities, but a different phase relation at a location in southern Idaho (Pierce et al., 2004).

Jull and Geertsema (2006) reported on radiocarbon dating of charcoal from paleosols and
buried charcoal horizons in a unique sequence which potentially records the last 36,000 14C
years from a fan at Bear Flat, British Columbia. This site included evidence for forest fire
charcoal found over the last ca. 13,500 14C years before present (y BP) or 16,250±700 calibrated
y BP. The latest evidence of fire is during the Medieval Warm Period. The charcoal ages show
a periodicity in large fires on a millennial scale through the Holocene - an average of 4 fires
per thousand years, with increases at intervals of 1-2 thousand years. These authors concluded
that fire frequency was driven by regional or global climate, as well as local phenomena. Over
50 discrete fire-related horizons have been observed. For comparison, Alley (2001) noted that
forest fire frequency increases during North Atlantic cold events. In particular, times of higher
fire frequency may follow North Atlantic ice-rafting events (Bond et al., 1997). A parallel study
has been conducted in collaboration with colleagues at the University of New Mexico on the
forest-fire history in Idaho, this record shows similar periodicities, but with a different phase
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relationship to the fires in British Columbia and Yellowstone Park (Pierce et al., 2004).

Megafaunal Extinctions and Connection to Climatic Change. Apart from some isolated
evidence for earlier settlement with good associations, the predominant view is that early man
arrived in the western hemisphere close to the end of the last Glacial (see Nuñez et al. 1994;
Haynes et al. 1992; Martin and Klein, 1984; Meltzer et al. 1997). The conventional model
assumes that early humans arrived in the new world via a Bering land bridge. We note that since
the Bering Strait is only 30 m deep at its shallowest point, and we can assume that the last sea-
level rise would have closed off this route between Asia and the Americas, which occurred in
two stages of ∼ 60 m and ∼ 50 m. The Bering land bridge should have remained intact until
∼ 10, 000 radiocarbon years BP (11,000 calendar years) based on our knowledge of sea-level
rise.

Hence, we can see there must be a direct connection between global warming at that time,
causing the separation of the Laurentide and Cordilleran ice sheets (c.f. Dyke et al. 2001) and
other factors which drove the expansion of early man further into the New World. The rapid
expansion of early man into central North America does not appear to have occurred until about
12,000 radiocarbon years BP, although the dating of the Monte Verde site in Chile (∼ 12, 500 14C
y BP; Meltzer et al., 1997) suggests a slightly older time.

This period appears to be during the “Older Dryas”, which is observed in many records
∼ 12, 20014C y BP (e.g. Goslar et al., 2000). Dyke et al. (2001) have summarized the available
radiocarbon records for the margins of the Laurentide ice sheet, which indicate that regions east
of the Rocky Mountains were largely free of ice at that time. In addition, the results of Jull
and Geertsema (2006) and others suggest that much of this region may have been ice-free even
earlier. The extinction of many mega fauna at the end of the late Pleistocene is well known
(Martin and Klein, 1984). Hence, the exact time of these extinctions, and whether they are
caused by climate alone, or by a combination of factors, such as the expansion of humans into
previously unoccupied areas is a matter of great interest. Indeed, neither of these factors alone
seems to explain all the observations.

Taylor (2000) has summarized the earliest radiocarbon dates on human bones from the new
world. In all cases, these dates are close to the dates for the last evidence for mammoths and
other large megafauna (e.g. Martin and Klein, 1984) About one half of all species of large land
mammals of North America disappeared at the close of the Pleistocene (Martin and Klein, 1984).

At some locations, we can observe the interplay of climate, early man and megafauna. The
Murray Springs site in Arizona (Jull et al., 1998) is only one of many which show the interplay of
climate, the expansion of humans and the disappearance of large mammals such as mammoths.
In this location, radiocarbon ages on algal mats, which overly the mammoth remains, also fall
into the period of the Younger Dryas cold event at 10,300 to 10,600 y BP (Jull et al., 1998). This
evidence suggests that the Clovis expansion occurred during the European Allerød warm period,
and that we can perhaps associate the period of arid conditions during Clovis time discussed by
Haynes (1991) with the Intra-Allerød cold period (IACP) which occurred about 11,400 to 11,100
14C y BP and was followed by a short warmer epoch before the rapid onset of the Younger Dryas
at 10,900 14C y BP. In addition, we can also compare these radiocarbon ages to the estimates of
sea level rise. In either case, the algal mat deposits date to 10,200 to 10,600 y, within the Younger
Dryas epoch (Jull et al., 1999). This cold event post-dates Clovis, and all Clovis radiocarbon
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Fig. 5.7. The setup for 10Be at the University of Arizona AMS system.

measurements fall between these two sea-level rise events (see Haynes, 1984, 1991, 1992).

5.4 10Be Studies

The cosmogenic-radionuclide 10Be is produced in the atmosphere by spallation of oxygen and
nitrogen by cosmic rays. The intensity of the cosmic-ray flux depends on galactic and solar
sources, and modulation by the heliomagnetic and geomagnetic fields. After formation, 10Be
is quickly removed from the atmosphere by precipitation and deposited onto the surface of the
Earth, where it is transported throughout the ocean and is eventually sequestered within marine
sediments. A record of the cosmic-ray flux, modified by marine processes, may be interpreted
from marine sediment cores and provides a valuable record of past geomagnetic and cosmic-ray
phenomena.

In contrast to 14C, the 10Be sample is processed into the form of BeO, so that the material
pressed into the ion source is BeO. The injected ion is the molecular ion, BeO− and we then
select 10Be2+ after the accelerator. A post-accelerator stripper foil is used to strip the ions to 3+
which are then analysed in a gas detector. The somewhat different setup is shown in Figure 5.7.

Previous work documented the 10Be record in the authigenic fraction of marine sediments
from the Gulf of California, Leg 64, site 480 (McHargue et al., 1995), and the Blake Ridge,
CH88-10P, (McHargue et al., 2000). The 10Be data, normalized to the mass of the authigenic
sediment fraction, is shown in Figure 5.8. Normalization of 10Be to the mass of the authigenic
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Fig. 5.8. Correlation of 10Be and δ18O observed in marine sediment from the Blake Outer Ridge (DSDP
site 72) showing a climatic effect on the 10Be record in addition to cosmogenic effects (McHargue and
Donahue, 2005).

fraction provides a better proxy of paleomagnetic intensity in this core than normalization to the
bulk sample mass or to 9Be. In addition, normalizing 10Be to the authigenic fraction provides
good correlation with 10Be from cores CH88-10P and DSDP 480 normalized in the same man-
ner. This normalization makes the 10Be increase at approximately 60,000 years (observed in
polar ice), and at the Laschamp geomagnetic excursion and possible Mono Lake excursion more
apparent.

Recent lake-sediment studies have highlighted progress done in measuring 10Be in lake sed-
iments. These are from Lake Malawi and Lake Bosumtwi, in Africa and Lake Qinghai in China.
The possibility that 10Be can be used to date lake sediments arose from the observation that in
marine sediments the minimum concentrations of 10Be in the overall data set are similar due to
comparable attenuation of its production in the atmosphere when the intensity of the geomag-
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netic field is near maximum. In addition, we also know that the variations that are expected in
the production of 10Be through time are large (up to two times or more) and that determining a
chronology based solely on the radioactive decay of 10Be alone will not be sufficient. 10Be is
always being produced in the atmosphere and removed within a year by dry and wet precipitation
in the lake. The supply of 10Be is continuous to a lake from precipitation and from runoff into the
lake. The 10Be should be rapidly precipitated and 10Be can be measured from all the sediments
throughout cores.

We also know that the production of 10Be with time varies significantly. This variance in
production is random in time due to the randomness in the intensity of the dipole field that
modulates it. Thus, a 10Be record can be correlated to the paleomagnetic record and should be
unique. The record of the intensity of the dipole field has been progressively pushed back over the
last decade. The long two million record of paleointensity derived from stacked marine sediment
cores is available for comparison. The concentrations of the cosmogenic radionuclide 10Be in
marine and lake sediments can serve as a proxy for the cosmic-ray flux. In turn, the intensity
of the cosmic-ray flux is inversely related to the intensity of the geomagnetic field, the history
of the latter can be derived. The geochemical cycle of 10Be on the Earth begins as high energy
cosmic-rays, primarily in the upper atmosphere, create 10Be from spallation of O and N atoms.
Thus, the production of 10Be at any one time is proportional to the cosmic-ray flux incident upon
the Earth which, in turn, is a function of the intensity of the primary galactic and solar cosmic
rays, and their modulation by the solar and geomagnetic fields. Once 10Be is produced in the
atmosphere, it is quickly scavenged by particulate matter, and is precipitated within a year onto
the surface of the earth. Most 10Be (that which has not decayed) is eventually sequestered in ice,
soils, and lake and marine sediments (e.g. McHargue et al., 2000).

We expect that the 10Be in sediments should reflect the variations in the 10Be concentrations
which are consistent with its production as might be expected from the long-term secular vari-
ations in the geomagnetic field. However, because 10Be is transported through the environment
after production it is subject to environmental influences, such as climate. Hence, there is also
the potential for 10Be to be used as a proxy indicator for climatic effects. We expect that the 10Be
data will give us additional insight into the processes affecting the 14C sources.

5.5 129I Studies

Iodine-129 is easily measured using even a small AMS, since it has no interfering isobar which
makes a negative ion. Sufficient data is now available to show a machine random uncertainty
of 0.4 % for iodine samples. Repeated analysis of the low-level Woodward iodine standard has
yielded results in the low 10−14 range for 129I/127I ratios. Chemical extraction techniques for a
variety of environmental samples including seawater, corals, stalagmites and seaweed have been
developed. With these techniques we can measure 129I/127I ratios in samples with as little as
5 µg total iodine content.

Corals are also known to concentrate iodine. The Arizona AMS Facility has successfully pro-
duced 129I time series from Pacific corals from the Solomon Islands and Easter Island (Biddulph,
2004; Biddulph et al., 2006). Banded corals are well known for their facility in reconstructing
surface temperature, salinity and radiocarbon time series (Burr et al., 1998; Burr et al., 2004). A
summary of this work is shown in Figure 5.9. This plot shows anthropogenic iodine invasion into
corals in the South Pacific. Biddulph (2004) has also reported on a 20,000 y record of cosmo-
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Fig. 5.9. In-growth of 129I into corals from Solomon Islands (western Pacific) and Easter Island (South-
eastern Pacific), adapted from Biddulph et al. (2006).

genically produced iodine in a stalagmite from the Bahamas islands. These results indicate that
transport of 129I is much more rapid than previously thought. There is some preliminary data
suggesting that 129I may track changes in the geomagnetic field and the cosmic ray flux. Data
from a stalagmite (Biddulph, 2004) seems to reproduce magnetic excursions that have been seen
in other radioisotope records such as 10Be and 36Cl. The relatively long half-life of 129I (15.7
million years) would enable us to analyze records that go back nearly 100 million years.
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6 Comparison of Detection Limits for Radiometrics and Mass Spectrometry Techniques

Results of analysis of long-lived radionuclides in reference materials using various techniques
(Table 6.1) indicate that a reasonable agreement has been obtained. The most sensitive technique
for all presented analyses has been AMS.

Tab. 6.1. A comparison of results of analysis of Pu and U isotopes in IAEA Reference Materials (compiled
from Povinec, 2004; Lee et al., 2008).

Method 238Pu 239Pu 240Pu 239,240Pu 241Pu 242Pu 238U 236U
Bq kg−1 Bq kg−1 Bq kg−1 Bq kg−1 Bq kg−1 Bq kg−1 Bq kg− Bq kg−1

IAEA-134 Irish Sea cockle flesh

SAS 3.0± 0.2 16.3± 0.8

AMS

ICPMS 9.8± 0.8 7.7± 0.6 17.5± 1.0

LSS

IAEA-135 Irish Sea sediment

SAS 42± 1 222± 8

AMS 129± 13 92± 9 221± 16 (11.2±2.2) 10−3

ICPMS 127± 10 98± 8 221± 13 3970± 200 0.051± 0.001 (10.3±3.0) 10−3

LSS 3000± 650 0.056± 0.006

IAEA381 Irish Sea water

SAS 3.3± 2 14.0± 1.0 0.042±0.004

AMS 8.2± 0.3 7.0± 0.2 15.7± 0.4 0.0046± 0.0005 (0.019±0.003) 10−3

ICPMS 8.1± 0.8 7.0± 0.7 15.1± 1.1 0.0047± 0.0002 (0.023±0.006) 10−3

LSS 200± 60

IAEA-384 Fangataufa lagoon sediment

SAS 40± 2 111± 3 35.3±1.7

AMS 109± 11 14± 1 123± 11 2.5± 0.4 (8.4±1.7) 10−6

ICPMS 102± 8 18± 2 120± 8 240± 20 1.9± 0.5

LSS 100± 70

IAEA-385 Irish Sea Sediment

SAS 0.45±0.03 2.94±0.09 29±1

AMS 1.79±0.28 1.15±0.14 < 0.0001

ICPMS

LSS 30±2

IAEA-414 Irish and North Sea fish

SAS 0.025± 0.002 0.120± 0.005 0.044± 0.004 1.112±0.070

AMS 0.087± 0.003 0.053± 0.005 0.14± 0.01 0.068± 0.010 (0.024±0.007) 10−3

ICPMS 0.063± 0.007 0.046± 0.005 0.11± 0.02 2.7± 0.6

LSS

A comparison of detection limits for a number of long-lived radionuclides measured by ra-
diometrics techniques (RMT), ICPMS, TIMS, RIMS and AMS is given in Table 6.2. It can be
seen again that the most sensitive technique is AMS which gives the lowest detection limits with
the exception of 3H where the 3H-3He method dominates. The detection limits obtained by RMT
are from three to eight orders of magnitude lower than for the AMS technique.
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Tab. 6.2. A comparison of detection limits (compiled from Povinec, 2004; Erdman et al., 2008; Roos, 2008;
Lee et al., 2008) for frequently analysed long-lived radionuclides in the environment (in Bq).

Method 3H 14C 99Tc 129I 236U 237Np 240Pu
RMT 10−3 10−4 10−2 10−2 10−3 10−4 10−5#

NAA 1 10−7 5× 10−4

ICPMS 10−3* 10−5 10−3 5×10−9 5×10−6 5×10−6

TIMS 8x10−6 10−8 10−10 10−9 0.5×10−6

RIMS 10−5 ∼ 10−6

AMS 10 10−7 6×10−6 10−10 10−10 10−10 0.4×10−6

* 3He in-growth MS
# 239,240Pu
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7 Data Management

7.1 Management of Data Quality

Data credibility is becoming essential in regional and world-wide programmes to which laborato-
ries with different practices contribute, especially if the resulting data are input into regional and
global radionuclide databases. Therefore accurate and precise determinations of radionuclide
concentrations in environmental samples are important aspects of the assessment of the environ-
ment and the use of radionuclides in studies of oceanographic processes. Quality assurance (QA)
as a system of activities and actions has two main components:

i) Quality assessment – a mechanism to verify that the system is operating within acceptable
limits;

ii) Quality control (QC) – a mechanism to control data quality (errors).

The objectives of the QA programme include maintaining a continuous assessment and con-
trol of data quality, identifying proper analytical methods, providing permanent records of the
performance of instruments, standardising analytical procedures, ensuring sample integrity, im-
proving record-keeping and identifying training needs. The common aim of all these objectives is
to provide high quality data. The QA functions include the development (or selection) of proper
methods of sampling, sample preservation, sample pre-treatment, sample analysis and methods
for evaluation and reporting of results. Further, they include intralaboratory and interlaboratory
methods of validation and evaluation, establishing quality control guidelines and maintaining
quality control sample programmes. A laboratory without a proper QA programme cannot op-
erate successfully. This is especially important when the laboratory produces series of data that
are of interest in regional or world-wide programmes (Povinec, 2004).

A QA programme (including good laboratory practices) should be described in one of the
most important laboratory documents – the QA manual. It should contain QA policy and objec-
tives, staff responsibilities, analytical methods (including sampling, field measurements, sample
handling, protocols, data reduction and evaluation (including uncertainty budget (e.g. Dovlete
and Povinec, 1999), materials and standards used, QA procedures, results of interlaboratory com-
parisons, the recording system and database. The QA manual should be regularly up-dated with
any new developments in the laboratory.

7.1.1 Intercomparison Exercises

Both world-wide and regional intercomparison exercises are the most important part of a labora-
tory’s QA programme. They have considerably helped laboratories to assess their performance,
supplied them with reference materials and enabled them to gather information on their perfor-
mance. Although there has been remarkable growth both in the number of participating labora-
tories (from 40 to more than 150) and in the quality of data, the performance of all participating
laboratories is not yet satisfactory.

We shall illustrate recent developments in the performance of laboratories in the intercom-
parison exercise organised recently by IAEA-MEL on Fangataufa Lagoon sediment (IAEA-384)
influenced by atom weapons testing on this atoll. Figure 7.1 compares the results obtained by
different laboratories for 137Cs, 40K, 235U and 238Pu. It can be seen that about 20-25 laboratories
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Fig. 7.1. Results of the intercomparison exercise organised by IAEA-MEL on natural and anthropogenic
radionuclides in Fangataufa lagoon sediment (IAEA-384). Values behind the vertical lines are outliers. The
median (solid line) and corresponding 95 % confidence intervals (dashed lines) are also shown.

out of the 30-40 which submitted their results (the total number of participating laboratories was
much higher – about 140 laboratories), performed well in this intercomparison exercise (Povinec
and Pham, 2000). Although 137Cs is the most frequently analysed anthropogenic radionuclide
in the environment, surprisingly some of the laboratories had problems when analysis this ra-
dionuclide in the sediment, mainly because its concentration was relatively low (0.3 Bq kg−1
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dry weight). However, the laboratories’ performance was not great even when analysing natural
40K in the sediment, as some of them encountered problems with calibration and the correct es-
timation of the background under the 40K photopeak. For 238Pu alpha-ray spectrometry and for
235U both alpha- and gamma-ray spectrometry was used, which showed reasonable agreement
between laboratories.

Z-score methodology has been recommended by the IUPAC (International Union of Pure and
Applied Chemistry) for assessment of laboratory performance in the evaluation of intercompari-
son results (ISO, 1997)

Z = (xi − xa)/sb, (7.1)

where xi is the robust mean of the reported values of massic activity in the sample, xa is the as-
signed value (a mean value of accepted results), sb is the target standard deviation. The selection
of the right target value depends on the objectives of the exercise, usually it is required to have a
relative bias below 20 % (sb < 10). The uncertainty of the assigned value stu is included in the
target value for bias as

Z = (xi − xa)/
√

(s2
b + s2

tu). (7.2)

The performance of a laboratory is considered acceptable if the difference between the robust
mean of the laboratory and the assigned value (in sb units) is less than or equal to two. The
analysis is regarded as being out of control when |Z| > 3. The Z-score evaluation represents a
simple method which gives participating laboratories a normalised performance score for bias.
As an example, Figure 7.2 shows a symmetric Z-score distribution for 137Cs and 235U (after
excluding outliers) with Z-scores below 2, indicating that the performance of the laboratories
was satisfactory.

7.1.2 Reference Materials

Reference Materials (RMs) represent samples of well established properties used for the assess-
ment of analytical methods. More rigorous materials – Certified Reference Materials (CRMs) or
Standard Reference Materials (SRM, issued by the National Institute of Standards and Technol-
ogy – NIST, USA) have property values certified by technically valid procedures (at least with
two independent methods) traceable to SI units (ISO, 1996).

RMs and CRMs have great impact on the development of methods of known accuracy.
They represent important benchmarks in QA, identifying weak methodologies, detecting training
needs, up-grading the quality of laboratories’ performances and assessing the validity of analyt-
ical methods. The reference methods can only be accepted on the basis of interlaboratory tests
performed on selected CRMs.

In order to improve data quality, to provide the required traceability to SI standards and to
improve the accuracy and precision of laboratories’ measurements, priority should be given to the
production of CRMs. The CRMs should be available for the different environmental matrices e.g.
sediment, water and biota (Povinec et al., 2002). The required long-term availability of CRMs
(over 10 years) necessitates their long-term stability and the collection and preparation of large
volume samples (over 100 kg). The relative precision of all reported data should be better than
5 %. This would require highly homogenised samples thoroughly tested for any inhomogeneities
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Fig. 7.2. Z-score values (after excluding outliers) of 137Cs and 235U for participating laboratories in the
intercomparison exercise IAEA-384. For |Z| ≤ 2 the performance of a laboratory was considered accept-
able.

of major elements (inhomogeneities should be below 1 %). The principal analyses should be
accompanied by supporting characterisation e.g. for multielemental composition, mineralogy,
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particle size distribution, radionuclide speciation studies etc. At least two independent analytical
methods should be used for reporting certified values (Povinec et al., 2001). This may not be a
major problem in the case of radionuclides, where different methods are available (e.g. RMT,
ICPMS, TIMS, AMS, NAA, etc.).

The specific needs for the production of CRMs for mass spectrometric methods (e.g. AMS,
ICPMS, TIMS), where usually small samples with very low radionuclide concentrations are nec-
essary and which require special treatment, should be addressed. Table 7.1 lists RMs produced
by IAEA for the analysis of anthropogenic and natural radionuclides in environmental samples.

7.2 Database Management

In order to study the spatial and temporal distribution of radioactive and stable isotopes in the
environment it is necessary to organize and storage the data in a database. For example if we
need to estimate radionuclide inputs from local sources, radionuclide distributions in the lo-
cal/regional environment must be well known so that results from recent sampling missions can
be reviewed objectively, comparatively and comprehensively. This requires a detailed study of
the present distributions of the main radionuclides of interest in the environment, as well as pos-
sible predictions of their concentrations in the near future. As an example we shall introduce
the IAEA-MEL GLOMARD (Global Marine Radioactivity Database) database which was de-
veloped in collaboration with several institutes in the framework of the WOMARS (Worldwide
Marine Radioactivity Studies) project (Povinec et al., 2004). The GLOMARD has been created
to serve the following important functions: (i) provide a snap-shot of activities at any time, which
may be used as a baseline for any impact assessment studies; (ii) provide immediate and up-to-
date information on the levels of radionuclides in the world’s seas in different environmental
matrices; (iii) permit investigation of temporal trends in environmental levels of radionuclides

Tab. 7.1. IAEA Reference Materials for anthropogenic and natural radionuclides in the marine environment.

Code Matrix Place of origin Reference
IAEA-MA-B3/RN Fish flesh Baltic Sea www.iaea.org
IAEA-135 Sediment Irish Sea www.iaea.org
IAEA-300 Sediment Baltic Sea www.iaea.org
IAEA-315 Sediment Arabian Sea Pettersson et al., (1997)
IAEA-352 Tuna fish flesh Mediterranean Sea www.iaea.org
IAEA-381 Seawater Irish Sea Povinec et al. (2002)
IAEA-384 Sediment Fangataufa Lagoon Povinec et al. (2007)
IAEA-385 Sediment Irish Sea Pham et al. (2008)
IAEA-414 Fish Irish and North Seas Pham et al. (2006)
IAEA-418 Water Mediterranean Sea In preparation
IAEA-415 Fish flesh Atlantic Ocean In preparation
IAEA-412 Sediment Pacific Ocean In preparation
IAEA-410 Sediment Bikini Atoll In preparation

www.iaea.org
www.iaea.org
www.iaea.org
www.iaea.org
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and identify gaps in available information. To satisfy these aims, the final system should be
flexible and extendible and should be able to be interrogated by region/sea, by time period, by
nuclide and by environmental matrix. The GLOMARD database is available on IAEA web site
as a part of Marine Information System (www.IAEA.org/MARIS).

7.2.1 Design of a Database

The data requirements for recording marine radioactivity measurements are relatively complex
and extensive but can be functionally divided into two categories: (i) definition of the environ-
mental sample and its processing; (ii) radioanalytical procedures undertaken and their results. A
complete data profile provides sufficiently detailed information to ensure that data verification
and evaluation can be carried out. Such detail strengthens the data interpretation and analysis
and forms the basis of data validation. The division into these two distinct data categories is
reflected in the database structure which has two primary data files. A further reason for this
structure is that frequently a single sample will give results on several radionuclides. Four broad
classes of sample type were defined, namely water, suspended matter, sediment and biota. These
are the main marine environmental media considered. Associated with each are a number of
further data fields which together provide a complete sample profile. A complete profile incor-
porates the sample description (including volume, salinity, temperature, oxygen content, pH, as
appropriate), sampling location and pre-treatment (ashing, drying etc.).

The second category defines the data profile for the radionuclide information and includes
method of analysis as well as results. The main considerations in the design of the data require-
ments were the different ways of reporting results, the difficulties in dealing with the limits of
detection, the possibility of decay corrected results and the various uncertainties which could be
quoted.

The information incorporated in the database is both current as well as retrospective. It re-
flects current research and environmental priorities as well as those of the past. Retrospective
data acquisition is a demanding task and/as there are a variety of sources of the necessary data,
providing varying degrees of detail concerning the samples and results. In the initial develop-
ment of the database, it was decided to undertake a retrospective search for data making use of
published literature and research reports. Particular areas of the world’s oceans and seas were
targeted and an intensive data search begun. Currently, the database holds a great deal of histori-
cal data from a number of technical reports and papers. Laboratories have been asked to provide
data directly to the database. Therefore, consideration has been given to prospective data entry,
through electronic transfer of data from the source laboratory to the central database. Various
data transfer protocols and programmes have been developed to facilitate the exchange of data.
The general organisation of the database is shown in Figures 7.3 and 7.4. There are several suit-
able software packages available which can be used for the database construction (e.g. Oracle,
SQL, Access, etc.). The sample description has been classified into seven key areas.

Sample Type. Four sample types were identified; water, suspended matter, sediment and biota
corresponding to the environmental media most commonly used. The biota data entries are
accompanied by further information which details the species and general classification of or-
ganisms. An internal coding scheme has been developed by IAEA-MEL staff and forms the
basis of the organism classification. Such a design allows broad interrogation of the database,

www.IAEA.org/MARIS
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Fig. 7.3. General organisation of the database (inputs).

Fig. 7.4. General organisation of the database (outputs).
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but also will permit very specific queries since sample type is one of the key fields. For biologi-
cal samples, the hierarchical description of the sample allows user choice in the specificity of the
query.

Laboratory Information. As the primary data source, laboratory information provides the
necessary background information. Participation in proficiency tests and intercomparison exer-
cises provides a broad indicator of good laboratory practice and may be used in individual cases
to assess the validity of observations.

Sampling Period. The date of sample collection or period of sampling (for suspended matter),
defined by two limiting dates is required. Since temporal features will be an important analysis
product from the database, these fields are essential and form the basis for temporal interrogation.

Sample Location. All the data entered in the database are geographically registered. The de-
gree of spatial registration recorded will, of course, be varied, ranging from precise (i.e. latitude
and longitude) to less specific information (e.g. a specific sea). Provision has been made for
this information to be entered in a variety of forms following a hierarchical structure. Level 1:
information on the region in which the sample was collected is sought. The regions are de-
fined according to the nine principal regions of the International Hydrographic Bureau (IHB:
www.iho.shom.fr). In addition, direction may also be specified, encouraging more detailed
descriptions. Level 2: at this level, the area within the region is defined again using IHB criteria.
Level 3: the primary data is the exact location given by the latitude and longitude of the sampling
location. The name of the sampling station may also be entered and used in data searching.

Sampling Method. Information on the specific sampling method used to collect the sample is
requested. Although not considered as a central data requirement, availability of such informa-
tion may be used in the data evaluation and description stages.

Laboratory Treatment. A number of physical and chemical treatments may be applied to the
sample prior to radionuclide analysis. General information on the processes to which the sample
has been subjected is required as part of the profile. As for the sampling method, the primary
function of this data is for data verification and in certain circumstances, e.g. in the identification
of outliers it may be used in the validation process. Again, when results from different labora-
tories are being combined, such information may be used to ensure the comparability of results
and to explain any observed discrepancies.

Data Source and Reference. Given a primary database function as a data archive and repos-
itory, it is important that the source of any data be fully referenced, thus part of the database
system includes a full reference to the primary source, be it a published paper or internal lab-
oratory report. Although within the main database only a limited entry is made, a further third
database file contains the full bibliographic reference with key words.

www.iho.shom.fr
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7.2.2 Presentation of Results

Analytical information in the database is less complex than for the environmental description of
the sample. It does, however, have a number of features which must be accommodated within the
primary data file. Key issues which had to be resolved included the different uncertainty struc-
tures, data recorded at the limit of detection, below detection or not detected and the information
concerning the different counting methods. The nuclide is identified by standard convention
using scientific notation.

Results - Units of Measurement. Although an international convention on units does exist,
it is noticeable and to be expected that results are presented in a variety of units. The primary
database file holds the information on radionuclide activities in the original units. Later, the data
management system converts the data to a standard form for further manipulation and analysis.

Uncertainty and Limit of Detection. Uncertainties in both absolute and percentage form are
accommodated (at 1σ level). Measurements made at the limit of detection or recorded as below
detection or not detected are flagged in an additional character field.

Method of Measurement. The particular analytical method of sample analysis is incorporated.
The analytical data file also includes the sampling date (a secondary link to the environmental
data file), date of measurement, whether a decay correction has been made and to which date. A
further series of data fields is used to accommodate a further data format, namely summary data.

Bibliographic References. The third basic information type gives details of the bibliographic
information on the data source. It includes the authors/source of the data, if from a report, the
full title and date of publication and a number of keywords.

7.3 Examples of Data Evaluation

Well organized data then can be used for data evaluation, e.g. spatial and temporal variations,
estimation of residence time of isotopes in different environmental compartments (atmosphere,
soil, groundwater, etc.). Of course, suitable software is required for data evaluation and viewing
(e.g. Surfer, VoxPro, ArcView/ArcInfo, etc.). As an example we present in Figures 7.5 a spatial
distribution of 137Cs in surface water of the Northern European Seas in different time intervals,
documenting an impact of the nuclear reprocessing facility located in Sellafield (UK) on the
Irish Sea and the North European Seas. Possible results after evaluation then could be a mean
concentration in a given sea, a mean residence time, a mean transit time, etc. (Povinec et al.,
2003b). For example the mean transit time of surface waters from the central Irish Sea has been
estimated to be 0.5± 0.1 y to the North Channel, 2± 0.2 y to the north of Scotland, 2.5± 0.2 y
to the east coast of England, 3 ± 0.5 y to the southern North Sea, 4 ± 0.5 y to the central and
eastern North Sea, 1.5 ± 0.2 y to the Celtic Sea, 2 ± 0.2 y the English Channel, 5 ± 1 y to the
Baltic Sea, 4.5± 0.5 y to the Norwegian Sea, 5± 1 y to the Barents Sea and 6± 1 y to the Kara
Sea (Novaya Zemlya).

As another example we present in Figure 7.6 an impact of the Chernobyl accident (26th

April 1986) on the 137Cs concentration in surface waters of the Baltic Sea. We see clearly
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Fig. 7.5. Spatial distribution of 137Cs in surface waters of the North European Seas compiled from the GLO-
MARD/MARIS database, documenting an impact of the nuclear reprocessing facility located in Sellafield
(UK) on the Irish Sea coast. (1976-1980 (top); 1981-1985 (bottom)). The authorised 137Cs discharges from
the Sellafield plant peaked in 1975 at 5.2× 1015 Bq, the recent discharges have been below 1 TBq.

elevated 137Cs concentrations exceeding 1 kBq m−3 in the central Baltic Sea, which then have
been decreasing with time. Due to the Chernobyl accident the Baltic Sea has been the most
contaminated sea with 137Cs in the world.
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Fig. 7.6. 137Cs in surface water of the North European Seas compiled from the GLOMARD/MARIS
database after the Chernobyl accident (1986-1990).
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8 Conclusions and Outlook

The main conclusions may be summarised as follows:

(i) A real breakthrough in radiometrics techniques for analysis of environmental radionuclides
at very low-levels (down to µBq kg−1 scale) has been the development of underground
laboratories and their applications in environmental studies. HPGe detectors of 200 %
relative efficiency (in comparison to 76× 76 mm NaI(Tl) crystals) have become available,
and they can be produced with minimum radioactive contamination. Semiconductor alpha-
ray spectrometry and liquid scintillation spectrometry remain powerful technique for the
analysis of alpha- and beta-emitters because of the simplicity of measurement, reasonable
resolution and sensitivity. Generally, the radiometrics sector will dominate also in future
in the analysis of short- and medium-lived radionuclides. Monte Carlo simulation codes
have become an important pre-requisite for the design and formulation of detection system
characteristics before the detectors are constructed and installed.

(ii) In situ underwater gamma-ray spectrometers based on NaI(Tl), BGO and HPGe detectors,
sometimes working with satellite data transmission from the field to the laboratory, con-
siderably improved analytical capabilities in cases when large surfaces should be scanned,
or continuous monitoring should be carried out. It would be of great public interest if such
monitoring devices would accompany in real-time all releases of radionuclides from nu-
clear installations to the aquatic environment, so information on radionuclide levels would
be accessible to the public, e.g. by Internet. Such monitoring systems can also be adapted
for environmental monitoring for safeguards purposes with the aim to search for unde-
clared nuclear activities in regions of interests.

(iii) In the mass spectrometry sector the most exciting breakthrough in the analysis of long-
lived radionuclides in the environment has been made by AMS which offers the best sensi-
tivity, requires minimum sample size and minimizes matrix and interference effects. How-
ever, its operation is complex and experienced staff is needed, which means that analysis
is more expensive. On the other hand, desk-top AMS machines have become available,
which will further increase their applications in environmental studies. A direct coupling
of AMS with new generation of chromatographs has enabled to proceed from a bulk sam-
ple analysis to a compound specific analysis.

(iv) SIMS matured into powerful technique for isotopic analysis of surfaces. It represents a
real breakthrough in the philosophy of analysis, jumping from a bulk sample analysis into
isotopic analysis of micro-particles, which open new possibilities in many investigations,
including speciation studies of isotopes associated with colloids and particles, important
for better understanding of processes in the aquatic environment, and biological uptake of
isotopes.

(v) ICPMS has proved to be powerful tool for the analysis of long-lived radionuclides be-
cause of its high sensitivity, rapid analysis, multi-isotopic composition and the low cost
per analysis. Nevertheless, there could be problems with molecular, isobaric and iso-
topic interferences even if careful purification procedures are used. A new state of the
art TIMS operating in multi-dynamic mode with a multi-collector detection system has
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produced even better precision and accuracy in isotopic ratio and concentration measure-
ments. RIMS, although still very sophisticated technique, represent important innovation
especially as an alternative method in areas where other techniques have difficulties, e.g.
with production of positive ions (analysis of 39Ar, 81Kr).

(vi) A few applications of radiometrics and mass spectrometry techniques in environmental
research and climate change studies presented in this paper were not possible to carry out
before either because of lack of sensitivity or absence of suitable samples.

It is expected that due to decreasing concentrations of anthropogenic radionuclides in the
environment, and applications of lower radiation dose limits for public, more sensitive methods
will be needed, which may include quicker and simpler methods of chemical multi-radionuclide
separations from one sample and a decrease in manpower by the use of new generation of chro-
matographs and robotic systems, directly coupled with spectrometers. These new techniques
will not only greatly improve detection limits, but they will also decrease required sample vol-
umes. Bulk sample analysis will be replaced by isotope analysis of different minerals and organic
compounds present in samples, thus contributing to better understanding of biogeochemistry of
different elements in the environment. Quality assurance and quality control including the certi-
fication of laboratories, will further improve the data quality to the extent that national, regional
and global isotope information systems will be built. More attention will be devoted to the pro-
tection of the total environment (a transfer from the egocentric to the ecocentric approach).

New isotope techniques will be mastered, e.g. Laser Microprobe Mass Analysis (LAMMA),
Fourier Transform-Ion Cyclotron Resonance (FT-ICR) and others, which may further improve
detection limits. More isotope tracers (e.g. 39Ar, 81Kr, 135Cs, and others) will be frequently
applied in environmental and climate research. Thanks to new isotopic tracer techniques new
exciting investigations are expected to be carried out, which will further improve our knowledge
of environmental processes, and they will also contribute to better understanding and protecting
the total environment.

The authors hope that this review will help readers in better orientation on recent develop-
ments in the field of ultra low-level spectrometry, and it will advice potential investigators on
construction principles of underground laboratories, as well as on criteria when and how to apply
low or high energy mass spectrometers in environmental investigations.
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Niese, S., Köhler, M. and Gleisberg, B., 1998. Low-level counting techniques in the under-
ground laboratory Felsenkeller, Dresden. J. Radioanal. Nucl. Chem. 233, 167–172.

Niese, S., 2008. Underground laboratories for low-level radioactivity measurements. In Anal-
ysis of Environmental Radionuclides, 209-240, P.P. Povinec, ed., Elsevier, Amsterdam.
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Stanı́ček, J. and Povinec, P.P., 1986. Internal pair production in alpha-decaying nuclei and
gamma-ray intensities of 241Am. Nucl. Instr. Methods B17, 462-466.

Sternheimer, R.M., 1971. Phys. Rev. B3, 3681.

Stoffels, J. J.; Briant, J. K.; Simons, D. S., 1994. A Particulate Isotopic Standard of Uranium
and Plutonium in an Aluminosilicate Matrix, J. Am. Soc. Mass Spectrom. 5, 852-858.

Stuiver, M. and Kra, R., eds., 1993. Calibration issue. Radiocarbon 35, 1-244.

Stuiver, M., and van der Plicht, J., eds., 1998. INTCAL98: Calibration issue. Radiocarbon
40, 1041-1159.

Suter, M., Jacob St. and Synal, H.-A, 1997. AMS of 14C at low energies, Nuclear Instrum.
Methods Phys. Res. B 123, 148-152.

Suter, M., Jacob, S. W. A. and Synal, H. A., 2000. Tandem AMS at sub-MeV energies.
Nuclear Instrum. Methods Phys. Res. B 172, 144-151.

Suzuki, T., Maesday, D.F. and Roalsvik, J.P., 1987. Phys. Rev C35, 2212.
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