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Solid state physics made a considerable progress towards nanometer- and subnanometer-size
structures during the last decade. The structures encompass ultra thin films, multilayers,
tubes, pillars, particles, clusters, etc. In this work, we address some of them. In particular,
multilayers and spin valves with nm and sub-nm thickness of individual layers and ordered
monolayers of nanoparticles are discussed in detail. These structures are at the forefront of
further progress in the soft X-ray and extreme ultraviolet optics, spintronics and the whole
emerging nanotechnology era. Attention is paid to the design, layer growth control with pi-
cometer resolution, interface phenomena and interlayer formation which is also responsible
for thermal stability of both multilayers and spin valves. Interfaces are characterized by a full
set of parameters including various types of roughness, its lateral and vertical correlations
and fractal dimension. For the analyses of interfaces, X-ray diffraction, X-ray reflectivity and
diffuse scattering have been elaborated in detail. The results are completed by local methods,
like electron and atomic probe microscopies. Layered structures are studied in view of their
applications in X-ray and extreme ultraviolet mirrors, giant magnetoresistance and spintron-
ics devices. Development of novel nanosized structures with embedded arrays of magnetic
nanoparticles is a challenging task nowadays. Magnetic nanoparticles offer a possibility of
quantized electron tunneling and additional spin blockade. An ordered array of such nanopar-
ticles can be used as natural double tunnel barrier of novel tunnel magnetoresistance devices.
The Co, Fe3O4, CoFe2O4 magnetic nanoparticles prepared in colloidal solutions are of main
interest for us. The process of spontaneous nanoparticle self-assembly leads to well correlated
nanoparticle arrays. Such bottom-up approach presents a fast and cost-effective way of fab-
rication of nanoparticle monolayers. It will be shown that the grazing incidence small-angle
X-ray scattering is a powerful technique for characterization of nanoparticle arrays, allow-
ing in-situ studies of the ordering process. In particular, it can resolve the problem whether
the arrays are formed on the substrate surface or on the surface of the drop of the colloidal
solution. We hope that tutorial style of our presentation with insight into basic theories and
experimental approaches completed by simulations will result in a useful introduction into
some areas of the nanometer world.
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List of basic symbols and abbreviations

Symbols

dA, dB, dm [nm] thickness of the respective layers in multilayer
d [nm] thickness of multilayer period, spacing, bilayer thickness
e [As] electron charge, 1.602× 10−19 As
f [Hz, s−1] frequency
h Hurst or fractal parameter
h [Js] Planck constant, 6.624× 10−34 Js
kB [J/K] Boltzmann constant, 1.38× 10−23 J/K
m diffraction order, number of the respective layer in multilayer
n index of refraction
p [Pa] pressure
~q [nm−1] wave vector transfer, scattering vector
qx, qy, qz [nm−1] components of the scattering vector
~r [nm] position vector
x, y, z [nm] components of the position vector
r Fresnel reflection coefficient
t Fresnel transmission coefficient
t [s] time
C correlation function
D [cm2/s] diffusion coefficient
D topological dimensionality (D = 0, 1, 2, 3)
Df fractal dimensionality (Df = 3− h)
DWF Debye-Waller factor
E [eV] energy
F [J/cm2] laser fluence
H [Am−1] magnetic field
I [A] electric current
Lvert [nm] vertical correlation length of roughness
M [T] magnetization
N number of layers, periods, pulses, etc.
Nat [cm−3] atomic density
NCF Nevot-Croce factor
∆Q [J/g.at] heat of mixing
R,Ro reflectivity (reflectance), reflectivity from an ideal surface (interface)
T [K] temperature
λ [nm] wavelength of radiation
ξ [nm] lateral correlation length of roughness
ρ [g/cm3] density
σ, σN [nm] interface roughness, substrate surface roughness
σeff [nm] effective interface roughness (interface width)
φ [◦] angle of incidence of radiation with respect to the surface normal
θ [◦] angle of incidence of radiation with respect to the surface
θc [◦] critical angle
∆ ellipsometric parameter
ψ ellipsometric parameter
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Abbreviations

bcc body-centered cubic
fcc face-centered cubic
e-beam evaporation electron beam evaporation
hcp hexagonal close-packed
rms root mean square
AES Auger electron spectroscopy
AFM atomic force microscopy
ALE atomic layer epitaxy
BA Born approximation
BL maxima Bragg-like maxima
CIMS current induced magnetization switching
CIP current-in-plane (configuration)
CPP current-perpendicular-to-plane (configuration)
CVD chemical vapour deposition
DECR distributed electron cyclotron resonance
DWBA distorted-wave Born approximation
ED electron diffraction
EDX energy-dispersive X-ray spectroscopy
EUV extreme ultraviolet region of radiation
EUVL extreme ultraviolet lithography
EW Edwards-Wilkinson equation
FEG field emission gun
FM ferromagnetic metal
FWHM full width at half-maximum of a peak
GISAXS grazing-incidence small-angle X-ray scattering
GI XRD grazing incidence XRD
GMR giant magnetoresistance
HS heated substrate
IBP, IBS ion beam polishing, sputtering
KPZ Kardar-Parisi-Zhang model
ML, MLs multilayer, multilayers
NM non-ferromagnetic metal
PLA, PLD pulsed laser ablation, deposition
PSD power spectral density (function)
PVD physical vapour deposition
RM refractory metal
RBS Rutherford backscattering spectroscopy
RSM reciprocal space map
RT room temperature
RTA rapid thermal annealing
SEM scanning electron microscopy
SIMS secondary ion mass spectrometry
STM scanning tunneling microscopy
SV spin valve
TEM, CS TEM transmission electron microscopy, cross-sectional TEM
TER total external reflection
TMR tunnel magnetoresistance
UHV ultrahigh vacuum
X-EUV X-ray – ultraviolet region of radiation
XFA X-ray fluorescence analysis
XPS/ESCA X-ray photoelectron spectroscopy/electron spectroscopy for chemical analysis
XRD X-ray diffraction
XRIDS X-ray interface diffuse scattering
XRR X-ray reflectivity
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1 Introduction

Advanced nanometer-size thin film structures with characteristic dimensions in the nm range
have found wide interest both in research and applications. In this work, we pay attention to
three types of such structures: multilayers for X-ray and extreme ultraviolet (X-EUV) optics
[DUM40], magnetic multilayers (MLs) and spin valve (SV) structures with giant magnetoresis-
tance (GMR) effect [BAI88, BIN89], and magnetic nanoparticles assemblies [CAO].

The main motivation for the expanding research of multilayers is the possibility to combine
various materials and layer thicknesses in wide range of scales - from tenths of nm to several
hundreds of nm – and thus to create structures with new physical properties. We discuss here
only thin layer systems with the individual layer thicknesses in a multilayer stack below 10 nm.

The most important application fields of metallic multilayers are:

a) multilayer mirrors (Bragg reflectors) as elements for EUV and soft X-ray optics,

b) magnetic multilayers and spin valves for recording/reading systems of magnetic informa-
tion storage media and various sensors.

In addition to X-EUV optics and GMR applications, we should mention a solid state amor-
phization reaction observed for the first time in metal/metalloid multilayers [SCHW83] as an-
other ML application field.

Using the multilayer technology, it is possible to affect the anisotropy of layered struc-
tures in a particular way. For example, in superconductor/non-superconductor multilayers or
in metal/insulator multilayers, the degree of anisotropy can be easily affected by changing the
non-superconductor or insulator layer thickness [RUG85].

There are also other areas where the multilayer structures bring new interesting results, e.g.
in multilayer coatings with good mechanical properties [TSA86].

In spite of the fact that different physical phenomena are exploited in X-EUV and mag-
netic multilayers, interfaces critically determine their properties and applications in both of them,
though in different ways. The role of interfaces increases when the layer thicknesses scale down
to few nm or even less. The quantitative characterization of interfaces is important for a deeper
understanding of the interplay between structure and properties of layered systems and also for
further improvement of particular structures and devices. Interface morphology is determined by
various processes and parameters. The most important of them are type of deposition technique,
deposition temperature and material combinations, discussed in the following sections.

With decreasing size of characteristic dimensions of thin film structures (first of all the layer
thickness), new or modified analytical techniques for interfaces studies with resolution in 0.1 nm
range or below are developed. Here both direct and reciprocal space analytical methods applied
for interface studies are introduced.

Nanostructuring, i.e. fabrication of layered structures with lateral dimensions of several hun-
dreds of nm or less launched intense research activity, especially in the field of magnetic nanos-
tructures. Analogically to the development in semiconductor microelectronics, mostly top-down
approach was used for the nanostructuring of layered structures so far. Typical lithographic tech-
niques accessible in research laboratories usually do not allow resolution below 100 nm over
large areas and this is often not sufficient. New phenomena have been observed in magnetic
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thin film structures with the lateral size well below 100 nm [STO]. Therefore, new progress was
achieved by nanoparticle synthesis and a shift from magnetic layered nanostructures to magnetic
nanoparticles (bottom-up approach) with the size in 10 nm range [SCHM]. The preparation and
properties of magnetic nanoparticles and their tendency to form ordered 2D arrays is included
into this paper as well.
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2 Basic principles and applications of X-EUV mirrors

2.1 Principles

Multilayers are artificially produced structures consisting of periodically alternating layers of
two or more materials without any closer specification of the crystalline structure of the indi-
vidual layers. When a multilayer consists of single crystalline layers and the atomic planes are
coherently stacked, it is customary to label the structure as a superlattice. The periodic modula-
tion of chemical composition along the direction perpendicular to the layers plane is a significant
property of such systems and in the early stage of multilayer research they were also named
compositionally modulated structures [MCW]. Nowadays besides layered systems of strict pe-
riodicity (e.g. multilayer interference mirrors), also non-periodic multilayers are developed. In
this paper only few examples of non-periodic multilayer structures will be given. Absence of pe-
riodicity in layered structures is more frequent for magnetic structures. A typical example is spin
valve as it will be discussed in Sec. 4. In addition to simple periodic structures of A/B type, also
more sophisticated systems were reported [LEV89, MIK95, MAT06] where the layers alternate
according to a deterministic rule (e.g. Fibonacci rule). However, these structures are beyond the
scope of this work.

The artificial periodicity is a decisive property of most multilayers. Generally, it enables us
to observe phenomena which are weak (e.g. interface phenomena) or which do not exist in struc-
tures with low number of interfaces or in non-periodic systems (e.g. constructive interference of
the radiation diffracted at interfaces). This is the reason why also other types of multilayers are
often prepared and studied. On the other hand, especially the X-EUV multilayers have initiated
an extensive research of interface phenomena both in theory and experiments.

Soft X-ray multilayer mirror is considered as the most attractive optical element developed
during the last two decades of the past century [YAM92]. This mirror, called also Bragg mirror,
opened a lot of new applications of soft X-rays and EUV radiation in various analytical and
technology equipments. The authors have published recently an extensive review on X-EUV
interference mirrors [MAJ08].

In the visible light optics, two basic optical elements - lenses and mirrors - are used to process
the light beam. For lenses it is necessary to use transparent material with index of refraction
n larger than 1. Such materials could be found in the nature and have been used for several
centuries. In a classical mirror, the light is absorbed in the near-surface region ≈ 1/λ. Usually
metals fulfil this condition.

In the X-EUV wavelength range, the refractive index of common materials is lower than 1,
n = 1 − δ − iβ. Here, the real decrement δ represents scattering and the imaginary part β
represents absorption. The behaviour of refractive index in the X-ray region is given as

δ = (ro/2π)λ2Natf1,

β = (ro/2π)λ2Natf2. (2.1.1)

Here, ro = 2.82 × 10−13 cm is the classical electron radius, λ stays for wavelength, Nat is
the atomic density in the film, f1, f2 are real and imaginary parts of atomic scattering factor
(f = f1 + if2). As follows from Eq. (2.1.1), δ, β decrease quadratically with decreasing
wavelength [JAM].
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Fig. 2.1.1. Scheme of A/B multilayer with the period d = dA + dB. The dA and dB are the thicknesses of
layers A and B, respectively, N is the number of periods.

Using the Fresnel equations (derived from the Maxwell equations), the amplitude r of the
X-ray beam at normal incidence reflected at the interface of materials with optical indices n1 and
n2 is given as

r =
n1 − n2

n1 + n2
≈ δ2 − δ1

2
. (2.1.2)

For all available material combinations, the difference (δ2 − δ1) is extremely small in X-EUV
region. Therefore, high normal incidence reflectivity cannot be obtained at a single boundary
between any two materials. Considering the above mentioned facts, classical lenses and mirrors
cannot be used. Another principle should be used to process the beam: either total external re-
flection discovered by Compton [COM23] or the interference principle (Fresnel optics) [SPI72].

The phenomenon of total external reflection (TER) has been used in optical elements for the
X-EUV region. Considering that n < 1, the radiation is totally reflected (reflectivity∼= 1) for the
angle of incidence θ < θc where θc is a critical angle. For θ > θc, the radiation penetrates into
the material and the reflectivity decreases as sin−4 θ. The value of θc depends on the wavelength
λ of the beam (θc ≈

√
2δ) outside the regions close to the K, L, and M absorption edges. For

hard X-rays, θc is of a few tenths of degree, for soft X-rays it does not exceed 30◦ as a rule.
Consequently, optical elements utilizing the TER phenomenon work in the region of grazing
incidence. The beam can be only deflected. The mirrors and size of the whole equipment are
large. When more TER mirrors are used, the random phase relation exists between the waves
reflected from different mirrors [SPI].

Multilayer interference mirrors are thin film stacks composed of two materials with alter-
nately high and low scattering power (electron density) [ATT]. The number of periods (bilayers,
repetitions, spacing) is from tens to hundreds. The period thickness d = dA + dB where dA and
dB stay for thickness of the respective layers. Sometimes sequences of three or four different
materials can be used in the stack. In a simple multilayer (Fig. 2.1.1) the stack is periodic along
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Fig. 2.1.2. Scheme of laterally modulated multilayer.

z axis whereas there is no periodicity along the x and y directions. Therefore, these multilay-
ers are sometimes called 1-dimensional (1D) crystals, independently of the structure of their
individual layers which could be even amorphous. It is possible to create an additional artificial
periodic structure in x or y direction, too. This is the case of laterally modulated (nanostructured)
multilayers (Fig. 2.1.2).

The idea that multilayers can act as inference mirrors reflecting X-EUV radiation at normal
incidence was suggested almost a century ago. The first Au/Cu mirror reflecting at the wave-
length λ ≈ 7 nm was prepared by DuMond and Youtz in 1940 [DUM40]. The structure was
designed as dispersion element of soft X-rays. The quality of the structure (period accuracy) was
not sufficient but the compositional modulation was observed by X-ray diffraction. The structure
was not stable due to the interdiffusion between Au and Cu. The authors analyzed the diffusion
process and they established the basis for studies of diffusion effects in compositionally modu-
lated materials. In this way it was possible to determine much lower diffusivities than by any
other technique. Since this pioneering work, the diffusion studies in compositionally modulated
films became a subject of wide interest. Up to now the X-ray diffraction method for determining
the interdiffusivity in compositionally modulated films enables to detect subtle profile changes
involving atomic jumps of one per hundred atoms [GRE85, GRE88].

In 1970 Esaki and Tsu [ESA70] prepared the first semiconductor multilayers and a new
complex program of multilayer structures for electronic and optoelectronic devices was launched.
At that time, real development of X-EUV multilayer mirrors, based on deposition techniques
providing good quality and high accuracy (±0.1 – 0.3 nm) of layering, started.

The interfaces in a multilayer are an analogy of the atomic planes in a crystal. Diffraction on
such a structure obeys the Bragg equation modified for refraction [ALS]

mλ = 2d
√
n2 − cos2 θ, (2.1.3)

where m is the diffraction order and θ is the angle of incidence of radiation. Only the first few
peaks have the intensity appropriate for practical application [ATT]. For θ = 90◦ the multilayer
period d = λ/2. The θ = 90◦ corresponds to normal incidence mirrors which are of the highest
importance. However, θ only approaches to 90◦ in practical applications. Therefore, d is slightly
higher than λ/2.

The X-EUV interference mirror spectral region shown in Fig. 2.1.3 is approximately defined
as 40 – 0.2 nm (25 eV – 6 keV). EUV range covers 40 – 10 nm. From 10 to 1 nm, there is
soft-X ray region. Under 1 nm, hard X-rays may be reflected by interference mirrors in grazing
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Fig. 2.1.3. The spectrum of electromagnetic radiation.

Fig. 2.1.4. Propagation of X-ray radiation in a multilayer.

incidence regime [ATT] or by single crystals at higher angles of incidence.
Assuming the given wavelengths, the thickness of mirror layers ranges from several nm to

few atomic planes. Typical multilayer mirror consists from thirty up to several hundreds of pe-
riods. At each transition from one material to another one, a partial reflection of the incoming
radiation appears. Although the reflectivity from each interface is small, a constructive inter-
ference occurs when the thickness of layers is properly designed and all partial reflections add
together (Fig. 2.1.4). To achieve the reflectance near the theoretical value, the thickness errors
must be minimized and compositionally sharp and atomically smooth interfaces are required.
Roughness and intermixing suppress the reflectivity of a mirror. At shorter wavelengths, they
should be as low as a few tenths of nm.

In the literature it is often simply stated that one should use a combination of high- and low
atomic number materials, i.e. high and low absorbing layers. Spiller [SPI72] proposed that a
multilayer composed of high Z (Z is the atomic number) and low Z materials with precise layer
thicknesses can be used as an interference mirror in the soft X-ray and EUV ranges.W, Mo, Nb,
Pt, Ru, Rh, Ni, Co, Fe, Tb, Gd, Cr are examples from the first group, C, Si, B, Al, Be, Sc,
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Ti, B4C, BN, SiC represent the second group [BHA06]. Absorber limits the number of periods
which in turn limits the selectivity or bandwidth of the reflection peak. More exact criterion is
that the material with the lowest possible absorption be selected first as a spacer material and
then the second material – absorber - be selected with the largest possible reflection coefficient
at the boundary with the first one [SPI94].

Modeling of the properties of the mirrors can be done using atomic or macroscopic approach.
In the first one, each atom is considered to scatter or absorb the radiation, in the second one, the
complex refractive index is attributed to each layer.

Unlike single layer- or bulk X-ray mirrors operating below critical angle θc (in the total reflec-
tion region), multilayer mirrors operate at near-normal incidence of the radiation and therefore,
the optical systems are much smaller in comparison to the grazing incidence optics. Therefore,
they open the way for diverse equipments applicable directly on laboratory tables [SAT55].

2.2 Applications

In the EUV wavelength region, ML mirrors are successfully utilized for various normal inci-
dence imaging optics [ATT, KIN86, SPI94] such as microscope, telescope and a next generation
lithography tool. Multilayer interference mirrors provide a well-defined bandpass with relatively
high throughput. Besides mirrors and common antireflection coatings, optical elements with var-
ious spectral functions are developed (filters, beam splitters, polarizers, phase retarders). These
elements are important in surface science instrumentation, astronomy, plasma diagnostics, X-ray
fluorescence analysis (XFA), X-ray photoelectron spectroscopy/electron spectroscopy for chemi-
cal analysis (XPS/ESCA) equipments, synchrotron facilities, etc. These applications were devel-
oped especially in the 90-ies of the previous century (e.g. [BAR81, BAR85, BAR90, SEE93]).
It should be noted that air is absorbing between 1 and 190 nm, therefore EUV and soft X-ray
mirrors should work in vacuum. Grazing incidence multilayer mirrors are used as beam com-
pressors, collimators and monochromators in laboratory diffractometers.

Important advantage of multilayer mirrors is that they can be fabricated on specially figured
substrates. These applications for beam conditioning in X-ray diffractometry became very suc-
cessful since the introduction of “Göbel” mirror [MIC00]. Being covered by multilayer with
layer thickness gradient (laterally-graded), the mirror fulfills Bragg law for the wavelength of
interest across the entire mirror length. Most important is the multilayer mirror curved into the
form of parabola which allows the conversion of divergent beam into a parallel one [MIC00].

Potentially the most important application of multilayer mirrors is the extreme ultraviolet
lithography (EUVL). Currently this technique, based on the reflection optics operating near
13.4 nm, is developed using Mo/Si multilayers. They achieve the reflectivity of ≈ 70% in the
case of interface engineered stacks [LAR02, CHA03]. This value is close to the theoretical limit
of 74% at the given wavelength [SKU95, LAR02]. Mo/Be multilayer provides a higher theo-
retical reflectivity of 80% provides at 11.1 nm [SKU95]. However, beryllium is toxic. Further
increase of Mo/Si mirror reflectivity is based on Mo/X/Si/X multilayers with interposed diffusion
barriers X. An example is a multilayer with the Mo/B4C/Si period [PAT04]. If interdiffusion is
suppressed, the interfaces and the respective change in the refractive index are sharper. In the
EUVL, up to ten mirrors are used including the lithography mask. Therefore, further increase
of the reflectivity of Mo/Si is desirable. For example, an increase from 70 to 72% in the system
with ten elements would correspond to the (72/70)8 = 32% increase of the photon throughput.
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This improvement is important because at the reflectivity of 70% and ten elements, the overall
efficiency is only 3%.

Another important area of multilayer mirror applications is the soft X-ray microscopy of
biological objects in the water window range between the K absorption edges of carbon at the
photon energy of 283 eV and of oxygen at 523 eV [MAC] which corresponds to wavelengths
from 4.4 to 2.4 nm, respectively. In this range, the water is transparent for radiation whereas
the C containing organic or biological materials are absorbing. Using a soft X-ray microscope
working in this wavelength range, it is possible to observe living cells in vivo in their natural
environment [PAL]. The short period multilayer mirrors are a key factor for the development of
laboratory microscopes independent of the synchrotron radiation source. Here, multilayers with
Sc spacer (absorption edge at 3.11 nm) combined with Ni, Cu, Cr, Co, Fe, Mn or V are possible
candidates.

Multilayer mirrors achieved a wide range of applications. They can be produced with high
quality performance which will be further improved. In the field of non-periodic mirrors, depth-
graded structures like broad-band multilayer mirrors important for astronomy and/or chirped
MLs for reflection of soft X-ray attosecond pulses are developed [SPI94, ATT].
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3 Design and in-situ fabrication control of X-EUV mirrors

3.1 Physical optics of multilayer mirrors

Extreme ultra-violet light having photon energy of approx. 100 eV is attenuated by material
because of the interaction with the core electrons of atoms of the material. The light is absorbed
by air within a few mm which requires technical means to avoid the absorption along the op-
tical path. There is neither transparent material nor “reflector” in this wavelength range, even
with metals having refractive indices close to unity. Therefore, as already mentioned, an X-ray
multilayer utilizing constructive interference of the electro-magnetic waves is used for a mirror.

X-ray multilayer development for practical use was started by the forefront research by
Spiller [SPI74]. He used the electron beam deposition combined with in-situ X-ray reflectom-
etry for the thickness monitoring and period thickness control with sufficient accuracy. Spiller
[SPI81, SPI88] described the theoretical background in his review on X-ray multilayers where he
makes use of the absorption contrast based on a combination of light and heavy elements, unlike
the high reflectance multilayer for visible region utilizing the contrast in refractive indices. As
the materials pairs to be used, he concentrated on materials with high-melting points forming the
smallest crystallites. Several pairs with C as the light element were used, e.g. combination of
C(light)/W(heavy).

Barbee Jr., on the other hand, used magnetron sputtering method having high stability of the
deposition rate and enabling the thickness control via the deposition time. With this method, he
made a break-through for practical applications of Mo/Si multilayers showing reflectance above
60% at the wavelength of 13 nm [BAR85]. This allowed for the development of the Extreme-
Ultraviolet Lithography (EUVL) technique started by Kinoshita et al. [KIN89].

The combination of Si/Mo does not fulfill the Spiller’s criterion mentioned above since both
materials have a low absorption and show low contrast. As it will be shown in the following
sections, these elements fulfill the optical criteria for high reflectance X-ray multilayer mirror
[YAM92] which are well described by the theory of the electro-magnetic waves used in the
visible region with the accuracy sufficient for various practical applications [ATT].

X-ray multilayer mirror criteria for high reflectance

In comparison to the multilayers in the visible region, the X-ray multilayer has characteristics as
follows:

a) much smaller (by two orders of magnitudes) period thickness, typically of 7 nm because
of the short wavelength,

b) much larger number of periods from a few tens to several hundreds because of the smaller
Fresnel reflection coefficients (by several orders of magnitude) at the surfaces and bound-
aries (interfaces),

c) no transparent material is available and the extinction coefficients k of the materials are of
the order of 0.01 or less,

d) design principle for the mirror is a constructive interference with weakly absorbing mate-
rials which limits the maximum theoretical reflectance well below 100%,
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Fig. 3.1.1. Reflection loss factor by surface roughness σ at three wavelengths of soft X-rays.

e) short wavelength of light enhances scattering effects by the surface and interface roughness
which are the dominant source of deterioration of the achievable reflectance.

For theoretical description of scattering losses by the roughness, the Debye-Waller factor, com-

monly used in the X-ray diffractometry, is used in the form of DWF = exp
[
−2
(

2πσ cos φ
λ

)2
]

where σ denotes the root mean square (rms) roughness of the surface. The Debye-Waller factor
was introduced originally to describe the scattering effect by the lattice vibrations. The equation
of the same form can be used to derive reflectivity attenuation by the rough surface where the
surface topology has a Gaussian distribution within the surface area of coherence of the illuminat-
ing light [CAO94]. However, the DWF should be used as a qualitative measure of performance
since the verification of its applicability by a quantitative analysis is still needed. For example,
it has been known that the surface roughness should be evaluated with its spatial frequency for
the explanation of the flare observed in the EUVL images. In fact, usually different roughness
values are obtained from the measurements by the AFM, a visible light scatterometer, profiler,
X-ray diffractometry at grazing incidence, and the soft X-ray reflectometry at normal incidence.
In addition, the reflection loss by the scattering of the surface and interface roughness shows
substantial differences depending on the coherence of the illuminating light [YAN96].

Common rms surface roughness of an optically super-polished substrate and the thin films
fabricated on it are found in a range from 0.2 nm to 0.8 nm. Such a roughness σ gives a con-
siderable effect on the loss of reflectance in the soft X-ray region as shown in Fig. 3.1.1. It can
be seen that the reflectance reduction by the roughness dramatically increases as the wavelength
decreases. At an angle of incidence of 15◦ with a wavelength λ = 12.4 nm (the photon energy
is λ(nm)/0.124 = 100 eV), the roughness σ of the surface and interfaces should be smaller than
0.3 nm as can be seen in the figure. In fact, when the multilayer is fabricated for the use at
λ = 3.11 nm in a so-called water window region, the scattering loss of the reflectance by the
roughness reaches from 50 to 80% since it is not possible to reduce the roughness below 0.2 nm.
Thus the compositionally abrupt and flat surface and interface formation is of primary importance
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Fig. 3.1.2. Soft X-ray spectral reflectance of Mo/Si periodic multilayer (period 6.9 nm) calculated at various
angles of incidence [YAM01].

in addition to the period thickness control. The highest reflectance multilayer mirror fabrication
requires four items, namely: (1) a low absorption material pair, (2) the exact thickness, (3) layers
with flat and smooth interfaces, and (4) super polished substrate.

Optical characteristics of multilayers

For fabrication of high performance X-ray multilayer mirrors, it is of primary importance to es-
tablish the methodology of smooth and flat multilayers by improving the fabrication conditions.
However, prior to the detailed studies for improving interface smoothness and stability in the
viewpoints of material science, optical simulations should be useful to know about the suitability
of the material combination for the highest reflectance, the best thickness ratio within the multi-
layer period and the number of pairs needed for practical use. Such calculations can be done by
using optical simulation codes for the visible region accepting weakly absorbing elements with
external optical constant tables. Among optical simulation methods available, a layer-by-layer
method [YAM92] is particularly useful for soft X-ray multilayer designing and simulation. By
this method, the optimal thickness structure for a given pair of layer materials can be calculated
to show the absolute theoretical maximum reflectance. Selection criteria of materials based on
the optical constants or the Fresnel reflection coefficients can also be discussed easily. A typ-
ical example of Mo/Si multilayers will be taken to show the basic characteristics and design
examples.

Figure 3.1.2 shows the theoretical spectral reflectance of a typical Mo/Si multilayer with the
period thickness of 6.90 nm. For calculation, a periodic layered structure with a 2.76 nm thick
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Mo layer and a 4.14 nm thick Si layer as a pair stacked to 40 periods on a Si substrate was
assumed. Optical constants available at the web page of Lawrence Berkeley National Laboratory
[CXRO] were used for Mo and Si. In Fig. 3.1.2, the reflectance spectra at various angles of
incidence from 0◦ to 85◦ are shown with different marks. Reflectance above 70% is expected
at the angles from 0◦ to 25◦. The spectrum shows characteristics of a reflection filter with the
full width half maximum FWHM ∆λ of 0.6 nm, which corresponds to the resolution λ/∆λ of
approx. 20. In general, the resolution increases as the number of periods but the absorption of
the layers saturates the reflectance increase. Practical resolution with the effect of fabrication
error causing period thickness variation would be from 10 to 50.

Fig. 3.1.2 also shows that the peak wavelength of the multilayer moves to shorter wavelength
with the increase of the angle of incidence following the 1st order Bragg equation of diffraction.
Since the refractive index in the soft X-ray is close to unity, the peak wavelength λP may follow
2d cosφ = λP with d being the period thickness (6.90 nm in Fig. 3.1.2) and φ being the angle
of incidence. At the normal incidence with φ = 0◦, the peak wavelength is proportional to the
period thickness as λP ≈ 2d.

Peak reflectance, on the other hand, shows dependence on the interface roughness, the thick-
ness ratio γ within the period, the total number of periods and the dispersion of the refractive
index. As an example, the parameter γ defined as the ratio of the high absorption layer thickness
to the multilayer period was taken as γ = 0.4 since the Mo layer has higher absorption. As
shown in the spectrum for the angles of 25◦, 30◦, and 35◦, the peak reflectance drops to a half as
the interference peak crosses the absorption edge of Si LII,III at the wavelength of 12.5 nm. This
drop at the higher photon energy side indicates the large effect of the optical constant variation
caused by the absorption increase.

Reflection increase and layer-by-layer method of calculation

For calculation of the X-ray multilayer mirror reflectance, the Fresnel equation in the visible
region and the Bragg equation of the X-ray diffraction theory are used as equivalent methods. In
the following, Fresnel equation is used to describe and discuss constructive interference of the
light.

In the multilayer systems including X-ray range, the amplitude reflectance for p- and s-
components can be written in the same form. Let us suppose we fabricate the multilayer up
to the (m − 1)th layer as shown on the left-hand side of Fig. 3.1.3, and let the complex am-
plitude reflectance be Rm−1. By adding a layer of material with the complex refractive index
ñm = nm− ikm as shown on the right-hand side of Fig. 3.1.3, the complex amplitude reflectance
Rm and the complex amplitude transmittance Tm can be written with the Fresnel reflection co-
efficient rm of the material surface to the vacuum as

Rm =
rm (1− rmRm−1) + (Rm−1 − rm) exp (−iδm)
1− rmRm−1 + rm (Rm−1 − rm) exp (−iδm)

, (3.1.1)

Tm =
Tm−1

(
1− r2m

)
exp (−iδm/2)

1− rmRm−1 + rm (Rm−1 − rm) exp (−iδm)
, (3.1.2)

where

δm = (4π/λ) ñmdm cosφm (3.1.3)
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Fig. 3.1.3. Multilayer model for the layer-by-layer calculation.

is the phase delay by the return passage within the layer. Parameters λ, φm, dm denote the
wavelength of light, the complex angle of refraction to the layer, and the thickness of the layer,
respectively.

The equation (3.1.1) represents complex amplitude reflectance Rm of the m-layer system
by the complex amplitude reflectance Rm−1 of the (m − 1)-layer system before adding the
mth layer and the parameters determined solely by the mth layer. It should be noted that in
the ordinary calculation of optical thin films, the interface Fresnel reflection coefficient at the
boundary rm−1 is used to represent the buried interface between (m− 1)th and the mth layer on
the top. Exclusion of such interface parameters renders the above equations to be useful in the
layer-by-layer designing when the material of the mth layer on the top needs to be tested.

For m = 0, the thickness of the substrate is much larger than the wavelength of light and
the substrate absorbs completely in the X-ray range. Then the equation above is simplified as
R0 = r0 with exp (−iδ0) = 0. Recursive application of this equation fromm = 1 tom = mwill
result in the complex amplitude reflectanceRm for them-layer system. The intensity reflectance
can be calculated as |Rm|2.

In the calculation process described above, the variation of Rm directly shows the complex
amplitude variation during the multilayer fabrication. The amplitude and the phase can be seen
directly. The same procedure for the amplitude transmission will give the variation during the
multilayer fabrication from the substrate.

Complex plane representation

Fig. 3.1.4 shows an example of the complex plane plot of Mo/Si multilayer growth as observed
by the growth curve of the complex amplitude reflectance. The calculation corresponds to a
point at the wavelength of 13.5 nm on the curve in Fig. 3.1.2 with the angle of incidence of
10◦. At this point outside the peak, the reflectance value is 48.5% since the peak wavelength is
located at 13.2 nm. The complex refractive index (n-ik) for Si (0.998994 − 0.001827i) and for
Mo (0.92377 − 0.006439i) are used for the calculation. The Fresnel reflection coefficient of Si
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Fig. 3.1.4. Mo/Si multilayer growth as seen by the amplitude reflectance for 10◦ angle of incidence in
Fig. 3.1.2.

coincides with the origin since the value is very close to zero. As the fabrication proceeds from
Mo (2.76 nm), Si(4.14 nm), Mo(2.76 nm), and so on, the amplitude reflectance Rm spirals out
by turning right and saturates radial expansion at Rm = 0.8. The Mo layers appear in the left-
upper region in the figure, being shown by the material switching points (open circles) aligning
on a curve in the complex plane. The reflectance varies as the fabrication proceeds as shown
in Fig. 3.1.5 where the total thickness is taken as horizontal axis. On the upper horizontal axis,
the number of period is shown. In this calculation with the condition of off-peak, the reflectance
reaches the maximum at 200 nm total thickness and then decreases. A similar calculation with
the condition of the reflectance peak shows also saturation in reflectance but fine oscillations
remain.

Fine oscillations within 3% reflectance variation corresponding to the growth of one period,
as expected by the off-centered circle movement of the amplitude reflectance variation, are plot-
ted in Fig. 3.1.5. The fine structure is shown enlarged in the inset of the figure from the 36th to
the 40th periods. It is shown that the local maximum in reflectance is observed at the switching
from Mo to Si and then the reflectance decreases as the Si layer grows.

In general, for a given pair of layer 1 and layer 2, or more specifically for a given pair the
complex refractive indices, the absolute maximum reflectance achievable by the pair and the
corresponding structure thickness are given as a unique solution. The ideal thickness structure
is aperiodic and is approaching to the periodic one as the number of pairs approaches or sur-
passes 10 [YAM92]. The resulting periodic structure coincides with that obtained by the standard
designing of the ideal periodic multilayers for the maximum reflectance. It should be noted here,
that for an exact discussion of the highest reflectance within a few % accuracy, the last layer
thickness should be controlled separately. In the case of the extreme ultra-violet lithography
(EUVL), where the gain of a few % has important consequences, the last layer should be opti-
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Fig. 3.1.5. Mo/Si multilayer growth as seen by the amplitude reflectance for 10◦ angle of incidence in
Fig. 3.1.2.

mized to the next layer, i.e. hypothetical vacuum layer, according to the best thickness condition
for the highest reflectance as discussed in the next section. In other words, even in the optimized
periodic multilayer structures, the last layer should be treated separately.

Growth curve and the maximum reflectance

The curve in Fig. 3.1.4 can be called as a growth curve which is characterized by the Fresnel
reflection coefficient of the material with “vacuum”. In Fig. 3.1.6, the region close to the origin
in Fig. 3.1.4 is shown in detail to depict the character of the growth curve.

In the complex plane, the reflectance amplitude is represented by the radial distance from the
origin. The task to increase the reflectance is the task to depart the growth curve from the origin
as effectively as possible. The growth curve starts from the Fresnel amplitude reflectance point
of the Si substrate shown by a cross mark and moves to the right along the solid curve as the Mo
layer grows. This curve continues to form a spiral curve shown by the dashed curve for a few
spiral movements. Because of the weak absorption of Mo, this Mo continuation curve gently
spirals in to reach the open triangle at the infinitely thick growth, which is the Fresnel amplitude
reflection point of Mo.

Now by switching the material to Si at the switching point shown by the open circle, the
growth curve turns the direction. Although the growth curve comes inside the Mo continuation
curve in the initial stage, it eventually goes outside and goes along the Si growth forming a Si
continuation curve till the next switching point. The Si continuation curve also spirals in to the
Si Fresnel reflection point close to the origin, though the curve looks like a circle because of
the much smaller absorption of Si. After the material switching to Mo, the multilayer growth
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Fig. 3.1.6. Enlarged view of the Mo/Si multilayer growth by the amplitude reflectance in Fig. 3.1.4.

curve now swings outwards by the Mo growth forming another Mo growth curve with a different
starting point. The process is thus repeated till the outward expansion reaches saturation as shown
in Fig. 3.1.4

As expected by the symmetry in the Mo growth segments shown in Fig. 3.1.6, all forming the
initial part of different Mo continuation curves, the growth curves of a specific material with a
specific complex refractive index never cross each other regardless the starting or switching point
location in the complex plane. Therefore, the most effective increase of the reflectance should
be defined by the tangential condition at the switching point. In other words, the multilayer
growth curves should be formed by smooth connections between the current growth curve and
the continuation curve of the next material. According to the smooth connection criterion of
the best switching, the 1st switching should be delayed with a thicker Mo since the bending
is obvious at the switching point shown. Similarly, the 2nd switching should be earlier with
a thinner Si layer because the bending of the growth curve is opposite for the case at the 1st

switching.

The growth curve shown in Fig. 3.1.4 indicates that the effect of changing the substrate mate-
rial is manifested within a few layers. In particular, the shape of the growth curves in the satura-
tion region is not affected by the optical constants of the substrate but by the Fresnel reflectance
amplitude points rA and rB of materials A and B. The maximum reflectance achievable by a
given pair is thus given by the smooth connection point of the saturated growth curve to a circle,
which is the growth curve of the next hypothetical layer of vacuum. Therefore, the last layer
thickness is decisive independently of other layer thicknesses and the last switching point to the
vacuum should be located in the 1st quadrant.
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Selection of materials

In the visible region, the multilayer mirror is formed by a material pair of high and low refractive
indices. As mentioned earlier, Spiller described the material selection criteria of the X-ray multi-
layer mirror as “select spacer material by the smallest possible k and pair material of the highest
|n− ik| difference with the spacer material.” By expanding the equation for Rm and ignoring
the 3rd and higher order terms, we obtain

Rm = rm + (Rm−1 − rm) exp (−iδm) . (3.1.4)

Assuming the normal incidence for simplicity, this can be written as

Rm = rm + (Rm−1 − rm) exp (−4πkmdm/λ) exp (−i4πnmdm/λ) . (3.1.5)

In Fig. 3.1.6, the growth curve of the mth layer can be understood by referring to the equation
above as a circular curve drawn with a radial line connecting the origin rm and the switching
pointRm−1 rotated by a specific angle defined by the thickness. The radial line of (Rm−1 − rm)
× exp (−4πkmdm/λ) is rotated by the angle (−4πnmdm/λ) for the mth layer. For the alternat-
ing layer of two materials, the complex amplitude reflectance point Rm will draw a curve with
the centers of rotation of rA and rB alternatively which are the Fresnel reflectance amplitudes
of the two materials A and B. Therefore, the distance |rA − rB | should be as large as possible.
At the same time, the damping of the radial length should be small which requires small km.
There is a simple relation between the complex refractive index n− ik and the Fresnel amplitude
reflectance. At normal incidence, the amplitude reflectance

rm0 =
1− ñ

1 + ñ
=

δ + ik
2− δ − ik

∼=
δ + ik

2
(3.1.6)

is located in the complex plane at a point
(

δ
2 ,

k
2

)
. This shows that the material with a smaller km

will be located at rm close to the real axis in the complex plane. Thus, the selection criterion can
be written as:

(I) among the plots of the Fresnel amplitude reflectance in the complex plane, choose two
materials located both close to the real axis and far apart from each other.
Another formulation of the criterion can be based on the complex refractive index of the
materials -

(II) materials both having small k but with the largest difference in n.
Finally, a practical description utilizing the characteristics of anomalous X-ray dispersion
in materials can be -

(III) select materialA having absorption edge on the shorter side of the wavelength region to be
used and select material B having small absorption and small refractive index n (large δ).

At the wavelength of 12.4 nm close to the Si absorption edge, material A can be e.g. Si
and Be and material B can be e.g. Rh, Ru, and Mo. Another example can be found for the
case of CuKα radiation at the wavelength of 0.154 nm [MAJ03a]. The layer-by-layer design
principle shown here is effective for multilayers in the visible region. An example can be the
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Fig. 3.1.7. Spectral reflectance and reflection phase as calculated for the Mo/Si multilayer.

laser mirror for high power application where the weak absorption should be taken into account
in the design. Our method gives such a solution easily and with high accuracy as demonstrated
by the case treated by Carniglia and Apfel [YAM89]. Their design is based on a pair of materials
as a unit while in our design each layer includes three or more elements.

Reflection phase of the multilayer

The multilayer mirrors can be used for imaging by applying the multilayer on a curved substrate
with appropriate period thickness distribution [HAT03]. The reflection phase of the multilayer
structure has consequence for imaging application. In Fig. 3.1.7, spectral reflectance and the
reflection phase are plotted for an angle of incidence of 5◦. The reflection phase is symmet-
ric around the reflection peak wavelength. The absolute reflection phase shown here depends
strongly on the thickness and material structure. As expected from Fig. 3.1.4, the thickness of
the last layer also shifts the phase linearly with the thickness. In Fig. 3.1.8, the reflection spectra
data of Fig. 3.1.7 are traced back to the amplitude reflectance and shown in the complex plane.
The data points for the wavelength from 10.5 nm to 14.5 nm are shown at every 0.02 nm. The
numbers in the figure show the wavelength. The maximum reflectance is obtained at the 4th

quadrant where the complex amplitude reflectance spectrum meets the circle as a tangential con-
dition. As seen in Fig. 3.1.7, the reflectance peak is located at the wavelength of 13.4 nm. In
Fig. 3.1.9, the data shown in Fig. 3.1.2 were traced back to the amplitude reflectance to show the
spectral evolutions at various angles of incidence. With the scale of Fig. 3.1.9, the data of 0◦, 5◦,
10◦, 15◦ and 20◦ are overlapping with each other. The open circles close to−0.9 on the real axis
show points of the peak reflectance. At 25◦, large variation is induced at the absorption edge by
the change of the optical constants of Si, which continues to the angles 30◦ and 35◦. The curve
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Fig. 3.1.8. Complex plane representation of the reflection peaks and phase of the Mo/Si multilayer.

shown by open squares in Fig. 3.1.9 represents the switched material multilayer starting with Si
and ending with Mo. As can be seen in Fig. 3.1.2, the spectral reflectance of both structures
shows no obvious change of amplitude but the reflection phase is much different.

Reflection phase compensation by milling

The tolerated wavefront error of the imaging optics for illumination wavelength λ is defined as
λ/4 for the micro-focus optics of paraxial rays (Rayleigh criterion). For wide field imaging, the
error should be within λ/14 known as Marechal criterion. For the mirror optics with the reflection
imaging, the wavefront errors should be a half of these, i.e. λ/8 and λ/28, respectively, for the
micro-focus and imaging optics. These values show that at the typical application wavelength of
13 nm, the wavefront error should be of the order of 0.1 nm. This extreme accuracy is difficult
to achieve in combination with the most advanced super-polishing technique and the evaluation
techniques.

Correction by physical optics

An alternative method can be the wave front error correction based on physical optics. In general,
the shape error ε of an optical element causes wavefront errors of 2ε and 2(1−n)ε in the reflection
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Fig. 3.1.9. Complex plane representation of the spectral reflectance at various angles of incidence calculated
for the same conditions as in Fig.3.1.2.

optics and the transmission optics of refractive index n, respectively. In the soft X-ray region, the
term (1− n) = δ is of the order of 10−2 to 10−4. This means that the transmission optics in the
X-ray can tolerate large shape errors in principle. Here, the multilayer mirror function is based on
a constructive interference of weak reflections at the multilayer boundaries. Thus the reflection
is the volume effect of the whole multilayer stack which indicates that the layers at the surface
should behave as the transmission layer even for the soft X-rays. In fact, the reflectance will
saturate with an increase of the number of layers as it can be seen in Fig. 3.1.4. In the saturation,
the surface layers are actually found to work as the transmission layer for the expected phase
error correction [YAM01].

In Fig. 3.1.10, the effect of milling of the surface of the Mo/Si multilayer mirrors is shown for
the wavelength of 12.78 nm at normal incidence. In this simulation, the layer-by-layer calculation
is very effective and straightforward:

1) Calculation of the amplitude reflectance of the growing multilayer system at every 0.1 nm
increase by using Eqs. (3.1.1) and (3.1.3) where the thickness dm is varied and recorded
as a data file. After the calculation, the last data for the top surface is referred to the origin
of the reflection phase before the milling of the surface.

2) The reflection phase after milling can be traced back in the data file stored but by adding
the exact thickness of “vacuum layer” added on top of the back-traced data. This addition
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Fig. 3.1.10. Reflection phase and reflectance variation by milling from the surface of the Mo/Si multilayer
providing the means of digital phase correction (simulation).

of the vacuum layer is necessary to keep the reference of the reflection phase to the sur-
face before milling. This process is essential to find the real effect of the milling without
changing the reference surface of reflection phase because the multilayer top surface is
always referred to as the origin of the calculation in usual optical reflection calculation of
the phase.

The reflection phase variation by milling calculated in the method above shows a stepwise
decrease as seen in Fig. 3.1.7. The averaged rate of decrease in the reflection phase is around
−1◦/nm whereas the reflectance does not change except for the small sinusoidal variation of
amplitude of 1%. A detailed inspection of the milling shows that a large change in phase and
amplitude is caused by the milling of Mo layers whereas much smaller variation is seen in the
Si layer milling. This means that a digital milling correction of phase with a step of 6◦ can
be realized by detection of the surface appearance of Si, which can be done by utilizing ions,
electrons, or visible light reflectance. The reflection phase of 6◦ = 360◦/60 for the wavelength
of 13 nm corresponds to the required shape error correction at the mirror substrate surface of
13 nm/(2 × 60) = 0.1 nm. The reflectance variation by the digital milling will be within 0.1%
as shown by the dashed lines showing the regions finished by milling which is controlled by the
detection of Si appearance.

The reflection optics by the multilayer mirror thus converts the standard error term of 2ε to
the term of 2(1−n)ε, equivalent to the error term of transmission optics in general. In the X-ray
applications, the multilayer mirror is particularly effective since the refractive index is very close
to 1, making the (1−n) small enough to control the minute phase. Another advantage applicable
to all electromagnetic wavelength regions is the realization of an accurate phase manipulation
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Fig. 3.1.11. Theoretical reflectance and transmittance of a free standing Mo/Si multilayer at a photon energy
of 97 eV. Thick curves are for the s-polarization components.

such as in reflection filtering and holography. Particular emphasis should be put on the large area
application which could only be realized by the mirror optics with a multilayer coating on a large
substrate.

Polarization characteristics and devices

One of the new important application fields of the X-ray multilayer structures are the polarization
measurements in the soft X-ray region. In the vacuum ultraviolet wavelength range, reflection
polarizers were used for a long time. However, the poor reflectance of such reflection polarizers
at the polarization angle limited their use in the soft X-ray range [HUN78]. The polarization
angle of incidence in the soft X-ray range is around 45◦ since the Brewster angle is defined as
tan−1 n and the refractive index n is very close to unity. As it was shown above, the multilayer
structure can be designed with a sufficiently high reflectance at a desired wavelength and angle
of incidence. Using the multilayer structures, the polarization measurements in the soft X-ray
range are available at present.

The multilayer reflection polarizers utilize the difference in Fresnel reflection coefficients
between the p- and s-polarization components at the Brewster angle or, more specifically, at the
pseudo Brewster angle where the p-reflectance reaches the minimum value. Design calculation
examples are shown in Fig. 3.1.11 for the photon energy of 97 eV with a multilayer composed of
81 alternative layers of Si and Mo (i.e. 40 periods and one additional layer of Si). The refractive
indices and thicknesses used for the calculation are (0.9324− 0.00598i) and 3.09 nm for the Mo
layers, and (1.00276− 0.00150i) and 5.93 nm for the Si layers, respectively. The calculation of
transmittance is also shown and indicated by the arrows with the scale at the right-hand axis.

As it can be seen in Fig. 3.1.11, the peak region of the s-reflectance Rs is above 10% while
the p-reflectance Rp stays small of approx. 0.2%. Therefore, a single reflection at the peak
angle results in the linear s-polarization reflection with the reflectance ratio to the p-polarization
of the order of 103. With an analyzer unit composed of the polarizing multilayer mirror and a
detector mounted to receive the s-reflection at the polarization angle of approx. 42◦, the incoming
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Fig. 3.1.12. Theoretical transmittance ratio between the p- and s-polarization components as calculated for
the free standing Mo/Si with the number of layers of 41, 81, and 161.

polarization can be analyzed by the azimuthal rotation of the unit. With this high performance
polarization analyzer unit, a so called “rotating analyzer” method can be realized [DHE87].

The single reflection polarization inevitably changes the direction of the incoming light and
therefore, it is not convenient for the use as a standard polarizer for production of the linear
polarization from the unpolarized light. In Fig. 3.1.11, the s-transmittance Ts curve shows a
deep minimum (which coincides with the Rs maximum) whereas the p-transmittance Tp does
not show any obvious effect. This confirms that a multilayer can also be used as a transmission
polarizer suitable for applications requiring a straight light path. However, special techniques
should be used to prepare the freestanding structures [FU96, NTT-AT].

Figure 3.1.12 shows calculation examples of the polarization function
∣∣∣Ts

Tp

∣∣∣2 for a transmis-
sion polarizer. The calculations were performed for multilayers with the number of layers 41,
81, and 161 (i.e. 20, 40, and 80 periods, and Si cover layer). As it follows from the figure, the
minimum at 42.6◦ becomes deeper when increasing the number of layers. For 81 layers, the
p-transmittance of 21% with the transmission ratio of 10−3 is achieved. By doubling the number
of layers, the transmission ratio can be better than 10−6 with the p-transmittance of 4.4%. For 41
layers, the transmission ratio is 0.04 only but the p-transmittance is of 46% (the total thickness
of the multilayer is 186 nm). Further advantage of the transmission multilayers is in the phase
shifting function.

Figure 3.1.13 shows the relative phase shift between the p- and s-transmissions calculated at
the same conditions as for Fig. 3.1.12. The phase shift starts from zero at the normal incidence
since there is no relative difference between the p- and s-components of the transmission ampli-
tude. A typical behaviour can be described for the multilayer with 81 layers shown by the solid
curve in the figure. As the angle of incidence increases, the phase gradually becomes more neg-
ative and shows a large resonance like a deflection centered at the polarizing angle of 42.6◦ with
a negative peak of −108.3◦ at the 40.4◦ incidence angle followed by a positive peak of 192.2◦
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Fig. 3.1.13. Theoretical relative phase shift between the p- and s-polarization components of the free stand-
ing Mo/Si multilayers. Calculation conditions are the same as in Fig. 3.1.12.

at the 44.8◦ incidence angle. Between the peak at 44.8◦ and the next positive peak of 213.2◦ at
the 77.6◦ incidence angle, there is a plateau region with a phase shift larger than 57.5◦. If the
deviation of the phase angle of 2◦ is allowed, the angles of incidence from 53.8◦ to 60.6◦ with
the phase shift of 58.5 ± 1◦ can be used for the phase shifting. This large acceptance range of
the angles of incidence could be useful in imaging optics with a large numerical aperture. Fig-
ure 3.1.13 also shows that the phase shift is proportional to the number of layers. For 161 layers,
the phase shift of 113.8◦ can be obtained which implies that the phase shift of 0.71◦ per layer
can be expected.

These theoretical expectations have been proved by the fabrication of free standing transmis-
sion multilayers [NOM92, YAM99a]. With the multilayer polarizers and phase shifters, various
polarization measurements and control are now realized including the most advanced soft X-ray
ellipsometry [YAM93, TSU08].

3.2 In-situ ellipsometric monitoring

Multilayers of several tens of periods are formed by depositing alternate layers composed of
two materials of appropriate optical constants. For the constructive interference of specific EUV
radiation, individual layers should be controlled to the exact thickness of around λ/4. Thus, in the
EUV region, each layer thickness of a few nanometers should be controlled precisely over several
tens up to hundreds periods. To achieve high reflectance, the thickness error over layers should
be within the inverse of a number of layers because the top layer should be in a constructive
interference condition. For example in the water window region, since a large number of layers
> 200 is required for practical use, the thickness error should be within 0.5% which means that
each layer is monitored and controlled with a thickness accuracy better than 0.005 nm [TSU04].
Furthermore, for imaging optics composed of multiple mirrors, the reflection peak wavelength
should be matched by controlling the period thickness to attain a high throughput [HAT99].
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In addition to the period thickness control, a smooth and sharp interface at every boundary is
required for high reflectance. However, a real multilayer has some imperfections at the bound-
aries due to interdiffusion, intermixing of materials and interface roughness [SPI94, SLA94,
ISH02] which reduce the reflectance. When the wavelength of the employed EUV light becomes
shorter, suppression of such imperfections is still more urgently required.

Preparation conditions are carefully optimized to achieve stable operation in the multilayer
fabrication by sputtering. Consequently, the layer thickness control by the duration of deposition
is possible assuming that the sputtering rate is constant. However, it is found that a thickness
deviation from the designed value can be caused by any slight fluctuation in the environmental
temperature, target surface erosion and ion beam current. To control the period thickness exactly,
the sputtering rate monitor with the sensitivity better than 0.01 nm (described above) is necessary.
Since each layer is only a few atoms thick in the EUV wavelength region, commercially available
thickness monitors are lacking sufficient sensitivity for the sputtering fabrication.

Ellipsometry [AZZ, TOM] exhibits a high sensitivity to thickness and optical properties of
thin films. Therefore, a carefully tuned ellipsometer is adequate to study ultra thin film fab-
rication for EUV multilayer optics. Although many designs of ellipsometers are in use, these
are generally classified into two types: a null instrument and a photometric instrument. In the
measurement by the null ellipsometer, the null position is found by adjusting alternately the po-
larizer and the analyzer. In the photometric instrument, the sinusoidally varying light intensity
is recorded during the rotation of the polarizer or the analyzer. In principle, null ellipsometer
can easily realize a high thickness sensitivity because careful calibrations such as nonlinearity of
detector, fluctuations of light intensity and so on are of less importance.

Automatic null ellipsometer by two-phase modulations

The null ellipsometer developed by us has a standard polarizer (P) – sample (S) – compen-
sator (C) – analyzer (A) configuration. For automation, two Faraday rotators operated at a
common frequency with 90◦ phase difference are installed [LAY69, MAT74, YAM03, TSU03,
TSU04, TSU05]. Two Glan-Thompson polarizers with an extinction ratio better than 10−7 and a
mica quarter wave plate as a compensator are mounted on optical rotary encoders with an angular
resolution of 0.0001◦. A power stabilized He-Ne laser of a wavelength of 632.8 nm irradiates
the sample at an angle of incidence of 75◦.

Since the azimuthal angles of P and A are modulated by the Faraday rotators, the effect of a
small sinusoidal optical vibration of azimuths by the rotators is equivalent to an additional small
mechanical vibration of P and A azimuths. The output signal Iout in the P-S-C-A configuration
is expressed as

Iout = I0{sin2(P − Pn) + sin 2Pn sin 2P sin2(A−An)}, (3.2.1)

where Pn and An are the azimuths at the null positions. By setting the sinusoidal modulation
signal of P in sine form and of A in cosine form at the angular frequency of ω, the output signal
Iout can be expressed with Bessel function Jn as

Iout = 2I0{J0(α0)J1(α1) sin 2α0 sinωt+ J0(β0)J1(β1) sin 2β0 cosωt+ ...}. (3.2.2)

Here we use the following relations with respective azimuthal miss-settings of α0 and β0 from
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Fig. 3.2.1. Schematic drawing of an in-situ automatic null ellipsometer mounted on an ion beam sput-
tering system for fabrication of EUV multilayer mirrors. P: polarizer, PF: polarizer Faraday rotator, C:
compensator, AF: analyzer Faraday rotator, A: analyzer, D: detector.

the null positions of Pn and An:

P − Pn = α0 − α1 sinωt, (3.2.3)

A−An = β0 − β1 cosωt. (3.2.4)

As can be seen in the first and second terms on the right-hand side of Eq. (3.2.2), the output
signal near the null position is proportional to the errors α0 and β0 of the azimuthal settings of
P and A. Therefore, the relative azimuth displacements α0 and β0 from the null position can be
directly measured with no cross-talk as the outputs of cosine and sine phase with plus and minus
signs by a two-phase lock-in amplifier tuned to the fundamental frequency.

Schematic drawing of the automatic null ellipsometer attached to the ion beam sputtering
system for the multilayer fabrication is shown in Fig. 3.2.1. This system can be operated in two
modes, i.e. a standard mechanical servo-mode and a mechano-electronic tracking mode. In the
servo-mode, the error signals are used with the repetition of 150 ms as feed back signals for
the stepping motor drives to eliminate the errors of the azimuthal setting. In the tracking mode,
the error signals near the null position are used to calculate the relative azimuth displacement
from the current origin of the azimuthal angles. The origin can be renewed by driving small and
appropriate angles when necessary.

In the in-situ ellipsometric measurement, the azimuths of P and A are recorded by the control
system and used for the plotting the complex relative amplitude attenuation ρ in a Gaussian plane
which directly represents the properties of the thin film during fabrication. The complex relative
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Fig. 3.2.2. Theoretical ellipsometric growth curves of Au: n = (0.44 − 3.50i), d = 100 nm, C: n =
(2.25− 0.37i), d = 300 nm, Cr: n = (3.13− 3.31i), d = 100 nm, Mo: n = (4.08− 4.47i), d = 100 nm
and Si: n = (4.81 − 1.02i), d = 300 nm single layers on a Si substrate: n = (3.875 − 0.0205i) in the
complex plane. A wavelength of 632.8 nm and an angle of incidence of 75◦ are chosen for the calculations.
The circle marks are distributed with 1 nm interval. The broken and dotted lines indicate the ellipsometric
parameters Ψ and ∆, respectively.

amplitude attenuation is defined as

ρ =
Rp

Rs
= tan Ψexp(i∆), (3.2.5)

where Rp and Rs are the complex amplitude reflectances for the p- and s-components and Ψ
and ∆ are the relative amplitude attenuation and relative phase shift, respectively. In the null
ellipsometry, actual null conditions exist as a combination of the azimuthal settings falling in the
symmetric halfspace separated by the plane of incidence. Rotational symmetry of the polarizing
elements by 180◦ also gives more read-outs for the single state of polarization. Azimuth selection
of the compensator at ±45◦ provides plural read-outs. Such combination is classified into 4
groups and called “zones” [AZZ] which define the relation between the azimuthal angles and the
ellipsometric parameters. For zone 3 used in our measurement, ρ is calculated by the azimuths
of P and A as tan(−P ) exp{i(2A− 90◦)}.

In the ellipsometry, we can not directly measure the thickness and the optical constants of
films. Ellipsometers measure the complex relative amplitude attenuation ρ or the ellipsometric
parameters ψ and ∆u Therefore, prior to the experiment, it is helpful to know the ρ trajectories
of the films as the growth curves simulated by model calculation with expected film thickness
and optical constants. Fig. 3.2.2 shows the ρ trajectories for several absorbing materials on a
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Fig. 3.2.3. Theoretical ellipsometric growth curve of a Mo/Si multilayer composed of 40 periods on a
Si substrate with a wavelength of 632.8 nm and an angle of incidence of 75◦. Solid marks (•) and open
marks (◦) indicate 3 nm Mo layer formation and 4 nm Si layer formation, respectively, both at every 1 nm
thickness increment.

Si substrate at angle of incidence of 75◦. A standard single layer model was used for the cal-
culation with the optical constants of Au (0.44 − 3.50i), C (2.25 − 0.37i), Cr (3.13 − 3.31i),
Mo (4.08− 4.47i) and Si (4.81− 1.02i). When the thickness is zero, ρ represents the substrate.
Although the circle marks are separated from each other in the early stage, ρ proceeds gradually
towards the value of the bulk material as the thickness increases. Consequently, the trajectories
depict spirals towards the bulk value. The extinction coefficient k determines how fast the spiral
converges into the bulk value. As shown in Fig. 3.2.2, the direction and the length of the trajec-
tories qualitatively correspond to the optical constants and the thickness, respectively. Fig. 3.2.3
shows the theoretical growth curve of Mo/Si multilayer composed of 40 periods on Si substrate
simulated with the optical constants and thickness of (4.08− 4.47i) and 3 nm for Mo layers and
(4.81 − 1.02i) and 4 nm for Si layers, respectively. The angle of incidence and the irradiation
wavelength are 75◦ and 632.8 nm, respectively. The circle marks are distributed with 1 nm inter-
vals. Starting from the substrate, the ρ trajectory of Mo appears to form a smooth line of which
the direction and interval are the same as for Mo single layer shown in Fig. 3.2.2. Therefore, the
direction is changed at the material switching point from Mo to Si. Such alternate movements of
the Mo and Si segments continue up to the final layer. As the deposition proceeds, the multilayer
is stacked beyond the penetration depth of the probing light and the bottom part of the multilayer
stack ceases to contribute to ρ variation. At the final stage the growth curve moves between two
points as a closed-loop, since the light probes the top part of the multilayer due to the lack of con-
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Fig. 3.2.4. Theoretical variations of the ellipsometric parameters Ψ and ∆ of a 40 period Mo/Si multilayer
shown in Fig. 3.2.3. Solid marks (•) and open marks (◦) indicate formation of 3 nm Mo layer and 4 nm Si
layer at every 1 nm interval, respectively. The horizontal axis corresponds to the growth duration.

tribution of the reflected light from the substrate [YAM03, TSU04, TSU05 TSU06]. Fig. 3.2.4
shows simulated variations of the ellipsometric parameters Ψ and ∆ at this stage. As can be seen
in this figure, the periodicity directly follows that of the fabricated multilayer. The simulation
software programmed by JAVA applet is available at the web site [YAM 1].

Layer-by-layer analysis of multilayers

To determine the thickness and the optical constants of every layer in a multilayer structure,
we devised a layer-by-layer method of in-situ ellipsometric data analysis [TSU04, TSU06]. Al-
though many methods have been utilized to analyze in-situ data measured by an ellipsometer
including a spectroscopic ellipsometer [ASP84, ASP93, COL00], our method is applicable for
a multilayer structure consisting of absorbing materials with no pre-determination of the dielec-
tric functions. We assume that (1) a homogeneous, isotopic and parallel-plane layer is growing
regardless the growth stage, (2) variations of the optical constants are negligible when the layer
thickness increases by a very small amount. Since our automatic null ellipsometer can detect and
record the null positions in a sequence with an interval of less than 150 ms during multilayer fab-
rication, two neighbouring in-situ data should satisfy the assumptions formulated above, having
common optical constants n and k and a slight difference in thickness. The method is described
in detail in refs [YAM92, URB94, COM95, TSU06].

In the ellipsometric measurement, the jth in-situ data of the complex relative amplitude atten-
uation within the mth layer is defined by the amplitude reflectance for the p- and s-components
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as

ρm, j =
Rp, m, j

Rs, m, j
. (3.2.6)

When the p- and s-polarized light of the wavelength λ irradiates a multilayer composed of m
layers at an angle of incidence φ, the jth amplitude reflectance of the mth layer for both p- and
s-components is expressed as

Rm,j =
rm,j +R′m−1 exp(−iδm,j)
1 + rm,jR′m−1 exp(−iδm,j)

, (3.2.7)

δm, j =
4πdm, j

λ

√
ñ2

m, j − sin2 φ, (3.2.8)

where rm,j is the jth Fresnel reflection coefficient at the vacuum/mth layer interface, R′m−1

is the resultant amplitude reflectance including the effect of the multiple reflection in the layer
beneath, dm,j and ñm, j are the jth thickness and optical constant of the mth layer, respectively.
If we take the infinitesimally small limit for the thickness in Eq. (3.2.7), the multilayer composed
of the m layers is converted into a (j − 1) structure which yields the following relation

Rm−1,j =
rm,j +R′m−1

1 + rm,jR′m−1

. (3.2.9)

Equation (3.2.9) can be rewritten to calculate R′m−1,j with Rm−1,j and rm,j as

R′m−1 =
Rm−1,j − rm, j

1 + rm,jRm−1,j
. (3.2.10)

By in-situ ellipsometric data acquisition, a series of the complex relative amplitude attenua-
tions starting as (ρ1,1, ρ1,2, ρ1,3, . . . , ρ1,j) for the first layer till (ρm,1, ρm,2, . . . , ρm,j) for the
mth layer can be obtained where the first and second subscripts indicate the layer number and the
data number in the mth layer, respectively. To determine the four unknown parameters of (nm,j ,
km,j , dm,j , dm,j−1) from ρm,j and ρm,j−1, the following procedure is used. (1)R′1,j for the first
layer in Eq. (3.2.7) can be easily derived by using the optical constants of the substrate measured
separately, where the R0 in Eq. (3.2.10) can be calculated as the Fresnel reflection coefficient of
the substrate. Thus, a set of solutions can be determined by Eqs. (3.2.6) – (3.2.8) and (3.2.10). (2)
From the second layer, Eq. (3.2.10) can be calculated by the last set of solution of the preceding
layer. For example, in the second layer, the last solution (n1,j , k1,j , d1,j is used for calculation
of R′1. A set of solutions for each data point in the current top layer can be iteratively derived
by employing Eqs. (3.2.6) – (3.2.8) and (3.2.10). This layer-by-layer procedure is graphically
shown in Fig. 3.2.5.

With the theoretical growth curve of Mo/Si multilayer shown in Fig. 3.2.3, the layer-by-layer
analysis is demonstrated to determine the optical constants and the thickness. The results of the
analysis plotted as a function of data number are shown in Fig. 3.2.6. The values coincide well
with the values used for the simulation within the calculation precision. Therefore, this method
was applied for a detailed analysis of the multilayer fabrication.
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Fig. 3.2.5. The layer-by-layer analysis diagram to determine the optical constants and thickness of each
layer in a multilayer. Rm, rm and R′

m−1 are, respectively, the amplitude reflectance for the p- and s-
components, the Fresnel reflection coefficient at the vacuum/mth layer interface and the resulting amplitude
reflectance including the effect of the multiple reflection in the layer beneath. dm,j , nm,j and km,j are the
jth thickness, the refractive index and the extinction coefficient of the mth layer.

Fig. 3.2.6. Proof of the correctness of the optical constants and thickness determination by the layer-by-
layer analysis. The theoretical complex relative amplitude attenuations of the Mo/Si multilayer shown in
Fig. 3.2.3 were used for the analysis.
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Ellipsometric in-situ monitoring of Mo/Si multilayer fabrication

As shown in Fig. 3.2.1, an ion beam sputtering system equipped with two electron cyclotron res-
onance type ion guns is used for our multilayer fabrication. The system is pumped down to a base
pressure less than 10−5 Pa and is operated with Ar gas at 3.5×10−3 Pa. A triangular prism shape
target holder is rotated by 120◦ for switching the deposition materials by a sequencer timer. In
the automatic operation mode with sequential target switching, the period thickness is controlled
by the deposition time. The target holder position is sent to the computer of the ellipsometer
for recording the target materials. Vacuum windows of BK7 glass plates of 3 mm thickness,
which were annealed to remove the residual birefringence, are used for the precise ellipsometric
measurement [YAM80]. Since the deposition rate is directly affected by the fluctuation of the ion
beam intensity, the stabilization of the ion beam intensity during the fabrication is essential for
the periodicity of the multilayer structure. By careful optimization of several parameters of oper-
ation and employment of a stabilized AC power supply, fluctuations of the ion emission current
as monitored by the current at the acceleration electrode was suppressed within ±0.2 %.

In this study, two Mo/Si multilayers were fabricated at Ar ion acceleration voltages of 1400 V
and 900 V while other sputtering conditions were kept constant. The in-situ monitoring enables
us to characterize variation of the layer properties and boundary structure formations. By the
ion beam sputtering system, two Mo/Si multilayer composed of 30 periods were stacked on Si
wafers. Using multiple-angle-of-incidence ellipsometer, the optical structure of Si substrate was
determined independently to be nSi = (3.87 − 0.0292i). For a native oxide on the substrate,
nSiO2 = 1.45 and dSiO2 = 1.79 nm values were found. In the preparation runs, the deposition
rates of Mo and Si as determined by X-ray diffractometry were 1.958 and 3.382 nm/min, respec-
tively, at 1400 V. The respective rates at 900 V were 1.252 and 2.256 nm/min. The sputtering
times for Mo and Si were set to 120 s at 1400 V and 140 s at 900 V to compensate for the
deposition rate difference.

Figure 3.2.7 shows the ellipsometric growth curves observed at different acceleration voltage
settings. Starting from the Si substrates, both growth curves are drawn by alternating Mo and Si
segments up to the final layer, behaviour of which is qualitatively explained by the theoretical
curve shown in Fig. 3.2.3. However, the curves follow different paths depending on the optical
constants of layers in the multilayer. As mentioned above, the direction and length of each
segment in the complex plane represent the optical constants and layer thickness. Therefore,
the ellipsometric growth curves visualize differences of layer properties and directly give the
information on the behaviour at the layer boundaries related to layer structure and/or mixed layer
formation.

The 27th periods of the two multilayers are compared in Fig. 3.2.8 where both growth curves
move repeatedly between two points forming closed loops. The thickness determined by the
layer-by-layer analysis is plotted by triangular marks on the curves. A clear difference is ob-
served between the growth curves just after the target switching points. On every Mo layer
deposited at 1400 V, downward movement was observed in the earliest stages after the target
material was changed from Si to Mo. Judging from the characteristic shape of the curve, this
movement corresponds to an island structure formation [YAM92]. When the layer was de-
posited up to thickness of approx. 1.5 nm at 1400 V, the island structure formation was over
and the growth process was converted to homogeneous and optically isotropic layer formation.
At 900 V on the other hand, no island structure formation was observed below 1 nm and ho-
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Fig. 3.2.7. Measured ellipsometric growth curves of Mo/Si multilayers composed of 30 periods fabricated
at Ar ion acceleration voltages of (a) 1400 V and (b) 900 V. Squares indicate target switching points.
Sputtering times of one period were for 240 sec at 1400 V and for 280 sec at 900 V.

mogeneous layer was formed as deposition proceeded. Therefore, a silicide layer is likely to be
formed on Si without Mo island growth at 900 V. Sharper and smoother interfaces suited for the
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Fig. 3.2.8. Close-up view of the ellipsometric growth curves at the 27th period of Mo/Si multilayers fab-
ricated at Ar ion acceleration voltages of (a) 1400 V and (b) 900 V. Solid marks (•) and open marks (◦)
denote data points for Mo layers and Si layers, respectively. The thicknesses determined by the layer-by-
layer analysis are indicated by triangular marks. There are 146 and 76 data points in 1 nm growth of Mo
and Si layers at 1400 V, and 154 and 100 data points at 900 V, respectively.
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Fig. 3.2.9. The refractive index n, extinction coefficient k and thickness d values for a 30 period Mo/Si mul-
tilayer, determined by the layer-by-layer analysis, as a function of the sputtering time. Ar ion acceleration
voltages were set to (a) 1400 V and (b) 900 V.

EUV multilayer are expected to be formed at 900 V rather than at 1400 V.
To determine the optical constants and the thicknesses of individual layers in Mo/Si multilay-

ers fabricated at 1400 V and 900 V, the ellipsometric growth curves in Fig. 3.2.7 were analyzed
layer-by-layer. Fig. 3.2.9 shows the results from the 26th to 28th period as a function of the
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sputter-deposition time. During these periods, the growth curves draw the closed-loops in the
complex plane as shown in Fig. 3.2.8. While an island structure and/or a mixed layer formation
is expected just after the target material switching, no solution was found for the optical con-
stants which indicates that they are not constant in reality. However, as the deposition proceeds,
solutions with the optical constants can be found implying a stable morphology or growth phase
in the initial growth. Later, the optical constants gradually change and become stable at certain
values. An exception can be found for Mo layer deposited at 900 V. It is quite likely that the layer
was still in the stage of silicide layer growth. Averaging from the 21st to 30th periods, where the
closed loops are formed, the optical constants of the layers were found to be nMo = 4.35±0.01,
kMo = 4.41± 0.01 and nSi = 4.60± 0.01, kSi = 0.89± 0.01 at acceleration voltage of 1400 V
and of nMo = 3.87 ± 0.09, kMo = 3.62 ± 0.05 and nSi = 4.53 ± 0.05, kSi = 1.61 ± 0.04 at
900 V. Judging from the growth curves, the Mo/Si multilayer fabricated at 900 V was expected
to have sharper interface than that at 1400 V as described above. Contrary to the expectation, the
quantitative layer-by-layer analysis shows that the Si layer deposited at 1400 V became optically
isotopic already at 1 nm which could also be useful to fabricate short period multilayers.

As for the thickness sensitivity, since there are 146 data points within 1 nm growth of Mo
layer at 1400 V, the distance between the data points is equal to 1/146 = 0.007 nm = 7 pm.
This sensitivity achieved in the EUV multilayer fabrication should be high enough to be applied
to the in-situ monitoring of ultra-thin multilayer fabrication in general.

The averaged thicknesses of Mo and Si layers in the last 10 periods are found to be dMo =
3.92 ± 0.01 nm and dSi = 6.72 ± 0.01 nm at an acceleration voltage of 1400 V, and dMo =
2.70 ± 0.02 nm and dSi = 5.54 ± 0.02 nm at 900 V. The period thickness as a sum of Mo and
Si thicknesses determined by the ellipsometric analysis is close to that of 9.894 nm at 1400 V
and 8.154 nm at 900 V determined by X-ray diffractometry. This slight variation of the thickness
is likely to be caused by an ambiguity in the start and end points assignments as shown in the
growth curves.

In summary, we have successfully applied an in-situ ellipsometric monitoring with a picome-
ter thickness sensitivity for EUV multilayer fabrication. The automatic null ellipsometer can
clearly distinguish growth curves as demonstrated by two different deposition conditions. The
information accumulated by the in-situ monitor with quantitative layer-by-layer analysis should
be useful for controlling nanometre layer thickness and also for interface engineering to form
sharp and smooth boundaries required for the EUV multilayer optics.
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4 Basic principles of giant magnetoresistance multilayers and spin valves

4.1 Principles

Magnetic multilayers with Giant Magnetoresistance (GMR) effect are another type of thin film
layered systems discussed in this paper. With the discovery of the GMR effect in metallic mag-
netic multilayers in 1988/1989 [BAI88, BIN89], the era of spintronics was launched. Spintronics
(spin-based electronics) represents a new branch of electronics which employs the spin of elec-
tron as the carrier of information in addition to its charge [WOL01].

In pioneering papers [BAI88] it was observed that the resistance of thin ferromagnetic (FM)
films separated by non-magnetic metallic layer (NM) – spacer – changes as a function of mutual
magnetization orientations of FM layers as it is shown in Fig. 4.1.1. The early GMR struc-
tures employed thin spacer layers providing the indirect exchange coupling with antiferromag-
netic alignment of FM layers which are antiparallel in zero magnetic field [GRU86, PAR90]. In
FM/NM MLs, the spontaneous alignment of magnetic moments depends on the NM metal layer
thickness dNM . This is a result of exchange interaction which oscillates as cos(2kF /dNM )
where kF is the Fermi wave vector. Magnetic configuration can be changed by applying an ex-

Fig. 4.1.1. GMR effect in Fe/Cr multilayers. The curves show relative changes of the resistance vs. an
external magnetic field intensity [BAI88].
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Fig. 4.1.2. CPP (a) and CIP (b) configurations of GMR.

ternal magnetic field. The magnetizations of magnetic layers rotate to align with the field and
ferromagnetic configuration is achieved, i.e. magnetizations of magnetic layers become paral-
lel. This process results in a lower resistance with the relative difference even larger than 100%.
GMR is usually expressed as a ratio ∆R/R = [R(H) − R(Hs)]/R(Hs) where R(H) is the
resistance value at the magnetic field H and Hs is the saturation field. GMR ratio increases with
decreasing temperature and growing number of multilayer periods.

GMR effect belongs to the most important discoveries in the solid state physics and material
research in the last 30 years. The leading personalities in GMR research — P. Grünberg and
A. Fert — were awarded by Nobel Prize in physics in 2007. Simultaneously with the research
of GMR structures, the first applications of the GMR effect appeared. The main reason is that
the GMR value is considerably larger than that of anisotropic magnetoresistance utilized at that
time. At present, various sensors, magnetometers and reading heads of high density hard-discs
based on GMR elements are produced [IBM03]. The GMR discovery renewed also interest in
properties of magnetic systems and in the interplay between the spin and electronic transports
[TSY01].

The GMR effect has been investigated in two basic configurations shown in Fig. 4.1.2. In the
CIP (Current In Plane) geometry, the loading current flows in plane of layers, in CPP (Current
Perpendicular to Plane) geometry it flows perpendicularly to the layers. The effect is stronger in
the CPP geometry because of a more effective spin-dependent scattering of electrons. However,
the CIP geometry is applied in practice because of a very small resistance of the structure in CPP
configuration. Magnetic coupling between the FM layers and complex micromagnetic effects
pose also some problems.

As it was mentioned above, in the first GMR multilayers the antiferromagnetic alignment of
the layers in zero magnetic field was obtained by indirect exchange coupling. Exchange coupling
oscillates between the parallel and antiparallel orientations in dependence on the thickness of the
spacer layer (Fig. 4.1.3) [MTA99]. To observe the GMR effect, multilayers with the nonmagnetic
layer thickness corresponding to the antiparallel alignment of the FM layer magnetizations are
to be prepared. Fig. 4.1.3 demonstrates that spacers must be deposited with sub-nm precision.
Consequently, the parallel alignment could be achieved and the drop of resistance is observed
under an external magnetic field. However, as it was proved experimentally, any other method of
the reorientation of mutual magnetizations of FM layers will result in GMR [TSY01].

Also mechanical straining of coupled magnetostrictive–magnetoresistive structures results in
a change of magnetization direction which in turn leads to a change of magnetoresistance. The
promise of these magnetic layer sensor structures lies in the coupled inherent sensitivity of the
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Fig. 4.1.3. Measured magnetoresistance versus thickness of the non-magnetic spacer layer for NiFeCo/Cu
multilayers with different composition of magnetic layers. A, B, C, D correspond to the magnetic layer
composition A - Ni44Fe10Co45, B - Ni48Fe11Co41, C - Ni57.5Fe13Co29, D - Ni59Fe16Co25. The thickness
of magnetic layers is A - 2.1 nm, B - 2.4 nm, C - 2.5 nm, D - 1 nm. Number of periods is 12 [MTA99].

magnetostrictive layer, i.e., rotation of magnetic moments even at small amounts of stress and
the associated large changes of resistance [DUE02].

An essential starting point of the existing, yet not well developed, theory of GMR is the
two-current model [CAM], i.e. the existence of two types of conducting electrons (minority and
majority) with different scattering mechanisms. A simple model of GMR origin in multilayers
based on Fuchs-Sondheimer theory was worked out by Barnas and Camley [BAR89]. Later
Zhang [ZHA92] presented a semiclassical model based on Kubo formula. In general, the basic
aspects of GMR are understood qualitatively. The present discussion is focused on whether bulk
or interfacial scattering is the dominant process. While the bulk spin dependent scattering is
basically well understood, its interfacial counterpart is still subject of thorough studies. The
importance of scattering at the interfaces was experimentally demonstrated [FUL92, PAR93]
and its role in the bulk scattering models was put forward [PRA99]. According to this paper,
the carriers responsible for GMR are flowing in a narrow strip in FM layer close to the FM/NM
interface when only the bulk scattering is considered. Consequently, regardless whether either
bulk or interface scattering processes or both of them are considered, the interface roughness will
play a crucial role in the GMR effect.

To understand the origin of GMR, a simple resistor model is useful [EDW91]. However,
it explains only the GMR behaviour in CIP geometry in a qualitative way. Here, each layer is
represented by an independent resistor. If we consider that the mean free path of electrons is
short in comparison with the layer thickness, the layers conduct the current independently and
the corresponding resistors are added in parallel. In this case the ferromagnetic and antiferro-
magnetic alignments provide the same resistance and the GMR is zero. This is in agreement
with experimental observations that for GMR the mean free path of electrons must be long in
comparison to the layer thicknesses. The total resistance of the multilayer is related to the sum
of scattering probabilities in each layer and each interface. This means that the resistors should
be added in series [TSY01].
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Fig. 4.1.4. Scheme of the electron scattering in the magnetic multilayer with parallel and antiparallel mag-
netization configurations as depicted by the arrows. The electron mean free path is longer than the layer
thickness.
(a) The majority spin electrons pass the layered structure almost without scattering. The minority spin elec-
trons are scattered by both ferromagnetic layers.
(b) In antiferromagnetic configuration, both majority and minority spin electrons are strongly scattered and
the resistance of the system is larger.

The spin of an electron can be oriented as parallel (majority spin direction called spin up ↑)
or antiparallel (minority spin direction called spin down ↓) with respect to the magnetization
direction of a ferromagnetic layer. The resistance of the bilayer composed of a magnetic layer
and a spacer in the direction perpendicular to the layers (CPP) is

R↑↓ = rNMdNM + r↑↓dFM , (4.1.1)

where rNM and dNM are the resistivity and thickness of the nonmagnetic layer, respectively, and
r↑, r↓ denote the majority and minority spin resistivities, respectively. The dFM is the thickness
of the FM layer. The resistance of the layered structure in Fig. 4.1.4 for FM configuration is

Rparallel = 2
R↑R↓
R↑ +R↓

(4.1.2)

and for antiferromagnetic alignment it is

Rantiparallel =
R↑ +R↓

2
. (4.1.3)

The GMR ratio is expressed as

Rantiparallel −Rparallel

Rparallel
=

(R↓ −R↑)2

4R↓R↑
. (4.1.4)

From this relation it is easy to show that a large spin asymmetry is necessary for large GMR.
Low resistivity of the spacer layer is another important condition for large GMR value. The
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effect of multilayer interfaces on GMR can be easily taken into account in the resistor model by
adding additional resistors.

The first GMR structures were epitaxially grown Fe/Cr multilayers. It was shown by Parkin
[PAR90] and later by other authors that good GMR multilayers can be prepared also by mag-
netron sputtering or by other physical vapor deposition techniques. In general, the GMR multi-
layers with antiparallel alignment of magnetic moments are not the most suitable structures for
applications. They are technologically complicated because the layers 1 - 3 nm thick have to be
deposited sequentionally with high precision and relatively high magnetic fields are necessary
to rotate the magnetization. Shortly after the discovery of GMR, a new structure known as spin
valve (SV) with the magnetization of one FM layer pinned and another one free to move in an
external magnetic field was proposed by Dieny et al. [DIE91]. The magnetic moment can be
pinned e.g. by an antiferromagnetic layer attached closely to the FM one or by an artificial an-
tiferromagnet. Simple spin valve structures with magnetic layers of different coercivities were
reported as well [WAN00]. When the magnetic system consists of materials with different coer-
civities, one of the layers switches into the direction of the external field before the others follow.
The antiparallel alignment will not be reached at zero field but at the external field value which
corresponds to the coercivity field of the soft magnetic material. The spin valve effect allows to
switch easily between the parallel and antiparallel configurations.

Example of the spin valve structures are shown in Figs. 4.1.5 and 4.1.6. In Fig. 4.1.5, a
structure with different coercivities of Co FM layers is shown. The structure in Fig. 4.1.6 consists
of a magnetically soft ferromagnetic layer (free layer), a non-magnetic spacer layer and a pinned
ferromagnetic layer which is exchange-coupled to the antiferromagnetic layer. The exchange
coupling pins the magnetization of the ferromagnetic layer in a particular direction. The magnetic
hysteresis loop of the pinned ferromagnetic layer is centered about a non-zero bias field, HB. The
magnetic hysteresis loop of the free layer is centered close to zero field. The magnetic moments
of two ferromagnetic layers are antiparallel in the field range between zero and HB.

In the field of GMR research, also granular films should be mentioned. Granular films with
magnetic clusters embedded in a non magnetic matrix exhibit the GMR effect as well [BER92].
The magnetic clusters are usually distributed randomly in the bulk and have randomly oriented
magnetic moments. When an external magnetic field is applied, the magnetic moments are
aligned along the field direction and a drop of the resistance is observed. Granular films can
be easily prepared from immiscible combinations of materials by codeposition. Usually, a post
deposition heat treatment is necessary to improve the phase separation. However, large size dis-
persion of magnetic clusters is typical. This results in a lower sensitivity of the GMR vs. field
(in [%/Oe] units) and high magnetic fields are necessary to align the magnetic moments.

A quasi-granular structure can be prepared by an appropriate thermal treatment of GMR
multilayer composed of immiscible material pairs. Procedure proposed by Hylton [HYL93] to
prepare discontinuous MLs (DMLs) allows to control the composition, to minimize the effects
of shape and size distribution of magnetic clusters and thus to overcome the disadvantages of
granular structures. The discontinuity arises from the break-up of magnetic layers upon anneal-
ing due to the grain boundary diffusion of atoms of NM layers into FM layers. Consequently,
separated islands are formed. Here, the immiscibility is the unavoidable condition. It this case,
the distribution of the islands is quite uniform and a lower size dispersion is achieved. DMLs
have low saturation and larger sensitivity (given in [%/Oe] units) when magnetic field is applied
along the easy direction of pancake shaped magnetic islands. The first DMLs were reported by
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Fig. 4.1.5. An example of the pseudo spin valve Co(10 nm)/Au(6 nm)/Co(10 nm) [BAR90b]. The Co layers
have different coercive fields. (a) M(H) curves measured by MOKE, (b) and (c) R(H) dependences.

Hylton et al. [HYL93] for Fe-Ni/Ag MLs, later Co-Ag/Cu, Fe-Co/Ag and Co/Ag DMLs [VIE97]
were prepared. The GMR in DMLs is explained as a result of antiferromagnetic coupling be-
tween the magnetic islands in magnetic layers. Another way of preparation of granular films with
uniformly distributed granular magnetic phase of low size dispersion could be the application of
magnetic nanoparticles, as it will be shown later.

It should be mentioned that both the ordinary and anisotropic magnetoresistances are present
in magnetic multilayers as well. Ordinary magnetoresistance is the result of the Lorenz force
action upon the trajectory of an electron moving in the magnetic field. Anisotropic magnetoresis-
tance originates from the dependence of the electrical resistance on the angle between magnetic
field and direction of electric current as a consequence of the spin-orbit interaction. It should be
noticed that both ordinary and anisotropic magnetoresistance values are about 1 - 2% whereas
for GMR ration values of several tens of percents are common at RT [TSY01].
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Fig. 4.1.6. M(H) (a) and GMR vs H (b) dependences for Si/Ni80Fe20(15 nm)/Cu(2.6 nm)/
Ni80Fe20(l5 nm)/Fe50Mn50(10 nm)/Ag(2 nm) spin valve. HB denotes the exchange-bias field [DIE91].

The GMR was observed for several material combinations like Fe/Cr [SCHA94, SCHA95],
Co/Cu [PAR91a], Co/Ag [ARA93, LUB98], Ni/Ag [ROD93a], Ni/Cu [SAT94], Ni80Fe20/Cu
[TAK93], Ni80Fe20/Ag [ROD93b], Ni80Fe20/Au [PAR94] to mention some of them. On the
other hand, there are various examples of magnetic multilayers without any GMR effect, like
NiFe combined with Ta, Al, Cr or Pd [PAR90, BRU91, SHI93, JIN95, YAN97]. Recently it
was shown that the features of the electronic band structures of FM and spacer materials are
important for GMR observation. As it is pointed in Ref. [TSY01], a good band matching for
one spin orientation between FM and NM materials and lattice matching of the subsequent lay-
ers are necessary for high GMR. The most studied GMR systems Fe/Cr and Co/Cu fulfill these
conditions. One can assume that in the systems with a good band matching for one spin orien-
tation, the scattering at the interface imperfections will be also spin dependent. Nevertheless,
there are several types of structural defects present at the interfaces (grain boundaries, stacking
faults, misfit dislocations, roughness) and the resulting scattering potential will be only weakly
spin dependent. The scattering on the lattice imperfections in NM layers is spin independent and
reduces the GMR value. The effect of the interface roughness on GMR will be discussed in the
next section.

CIMS structures

The GMR effect is nowadays broadly applied in read heads of hard disks and in sensors of mag-
netic field. However, switching of free FM layer in GMR spin valves by an external magnetic
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Fig. 4.1.7. (a) Principle of the GMR spin-valve current induced magnetization switching. (b) Spin-valve
resistance vs. switching current (CPP geometry) [KOCH04].

field sets the limit for their further miniaturization. Therefore, the spin valve structures utiliz-
ing the current induced magnetization switching (CIMS) structures are studied and developed
nowadays. A switching effect was theoretically predicted by Slonczewski [SLO96] and Berger
[BER96]. Later it was experimentally confirmed [KAT00] and it has attracted a great deal of
interest in many laboratories. Although the CIMS structures are beyond the scope of this paper,
some basic information is presented below.

The dynamics of the magnetization ~M switching of the free layer in an external magnetic
field ~H and the current I flowing through the layers (in the CPP geometry) is described by
the generalized Landau-Lifshitz-Gilbert equation [SLO96, BER96, LIF, KOCH04] supposing
monodomain nanomagnet structure

d ~M

dt
= γ ~M × ~H −

(αγ
m

)
~M × ( ~M × ~H)−

(
γη~I
2em2

)
~M ×

(
~M × ~P

)
. (4.1.5)

Here, ~P is the magnetization of the pinned layer, γ is the gyromagnetic ratio, α is the damping
parameter, η is the spin-polarization factor, e and m are the electron charge and mass, respec-
tively. The first term on the right side describes the precession of ~M in the magnetic field ~H and
the second term, corresponding to the damping, aligns the magnetization ~M with the magnetic
field ~H direction. The third spin-current torque term tends to flip the magnetization ~M into the
~P magnetization direction.

The classical GMR spin valve effect describes the first limiting case where the spin-current
torque term is negligible with respect to the damping term. Here, the magnetization ~M of the free
layer aligns into the external magnetic field ~H direction resulting in a change of the spin-valve
magnetoresistance.

The second limiting case, when the spin-current torque term dominates over the damping
term, corresponds to the discussed CIMS behaviour [FUC04, BHU]. The unpolarized current
flowing through the pinned ferromagnetic layer gets spin-polarized along the ~P magnetization
direction (Fig. 4.1.7a). In the free ferromagnetic layer, the spin-polarized current exerts the
torque on its magnetization ~M flipping it in parallel with the magnetization ~P of the pinned
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Fig. 4.2.1. Examples of SV structures used in GMR sensors.

layer. The process results in a change of the measured spin valve resistance (Fig. 4.1.7b). The
switching current densities for CIMS devices are of the order of 107 A/cm2 and must be lowered
by two orders of magnitude for applications. Here, the structure and composition of individual
layers, interface properties, layering, etc. have to be optimized.

The GMR CIMS devices are intensely investigated at present. The potential applications with
high added value include magnetic field sensors, read heads for hard drives, galvanic isolator, etc.

4.2 Applications

As it was mentioned in the previous text, until the discovery of GMR, the anisotropic magnetore-
sistance (AMR) effect was utilized in magnetic sensors and read heads of magnetic disks. AMR
was discovered already in 1857 by W. Thomson [THO57]. Here, the resistance change is a few
percents only.

The first commercial applications of GMR appeared in the first decade after its discovery
in 1988. In particular, we can mention the monitoring of machinery operations in mechanical
and automotive industries (Non-Volatile Electronics in 1996, Siemens in 1997). An example is
a GMR sensor which is placed close to a rotating ferrous gear. The direction of the magnetic
moment of the soft magnetic sensor layer can be switched any time when a gear tooth passes
the sensor if the field induced by the gear exceeds a critical value. Such sensors can be used
as contactless potentiometers or for measurements of angles or distances. There are many other
interesting applications of GMR sensors, e.g. in combination with magnetostrictive layers for
strain sensing, as actuators or as magnetocouplers for the galvanic separation of signals (presently
the domain of optocouplers) [NVE]. Wheel speed sensing for ABS brakes, low field detection in
banking, vehicle detection for traffic counting, magnetic encoder detection for secure safes are
other applications. High sensitivity/low field GMR materials will be used also in high accuracy
compasses and in geophysical applications like magnetic field anomaly detection in the earth
crust. Examples of SV structures used in sensors are shown in Fig. 4.2.1.

The employment of GMR effect in read heads of computer hard-disk drives introduced in
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1997 by IBM is the most important application. These sensors replaced the AMR heads not only
because the GMR effect is larger but also because it scales better. A typical structure of the spin
valve used in the read head is 5 nm Ta/10 nm NiFe/2.5 nm Cu/2.2 nm Co/11 nm FeMn. Whereas
in 1991 using the AMR heads the areal density of hard disk drives was 0.132 Gbites/inch2,
soon after the introduction of GMR read heads it increased up to 10 Gbites/inch2 in 1999 and
nowadays it reaches approx. 300 Gbites/inch2.

GMR sensors are important also for bio-medical applications. As an example, a biosensor
system based on the detection of magnetic beads can be mentioned. The chip consists of an array
of GMR sensors able to capture and detect magnetic particles [RIF03].
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5 Preparation of multilayer structures

Modern methods of X-ray multilayer fabrication were introduced at the beginning of 80-ies by
Spiller [SPI80] and Barbee [BAR81]. The basic demands on the MLs preparation techniques
are:

a) tight control of deposition process,

b) stability of deposition,

c) fast switching from one to another material,

d) high density of layers,

e) sharp boundaries of the width of atoms between layers.

Thermal (e-gun) evaporation and sputter deposition are the most widely used methods be-
longing to the category of physical vapor deposition (PVD). They produce multilayers with
amorphous structures if the layers are thin enough which is especially true for semimetals, like
C, Si, but also for metals as it was shown for tungsten ≤ 4 nm [LUB92].

The energy of condensing species associated with the process is of primary importance for
deposition. For evaporation, it can be calculated as E = kBT , where kB is the Boltzmann
constant and T is the temperature of evaporation. Boiling temperatures of the respective elements
like Be, Si, Mo, C, W at 10−7 Pa range from ≈ 1200 K to 2850 K [NES]. Therefore, the energy
of evaporation is estimated to range from 0.1 to 0.25 eV and higher. For sputtering, typical
energies are ≈ 10 eV which are acquired due to momentum transfer from bombarding ions with
energies in the range of 1 keV.

Kinetic energies ≤ 10 eV create favourable deposition conditions for the growth of clean,
dense and continuous layers with sharp interfaces. These energies allow decontamination of
surface from adsorbed species and provide enhanced surface mobility of adatoms without con-
siderable penetration into the structure. A further increase of these energies to 100 eV, which is
much higher than the cohesion energy of lattice, leads to a deeper penetration and intermixing of
deposited atoms across the interfaces. This phenomenon precludes e.g. application of cathodic
arc deposition as a method of production of MLs for X-ray mirrors [SWI03].

On the other hand, kinetic energies at evaporation are too low and therefore evaporation is
combined with ion bombardment. For example, Voorma et al. [VOO97] applied Kr+ (300 eV -
2 keV) ion bombardment of every Si layer during Mo/Si ML deposition at an angle of incidence
of 20◦ or 50◦ with respect to the substrate surface. This technique has been broadly studied
also by other teams using also Ar+ ions with energies between 200 eV and 1.5 keV and angles
≤ 45o measured from the substrate surface [SCHL94, JER00]. A more simple approach how
to increase the surface adatom mobility is in-situ substrate heating (e.g. to 160◦C at Mo/Si
evaporation [JER98]), however, here the intermixing should be born in mind.

The magnetron dc or rf sputtering became the most frequent method of ML deposition at
present. The main advantage of sputtering is the stability of the sputtering rate which allows
to minimize thickness errors. In comparison with the e-beam deposited MLs, lower roughness,
mixing and interlayer formation due to the interpenetration and interdiffusion is observed in sput-
tered samples. This is explained by a longer distance surface migration of energetic sputtered
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atoms. Sputtering can be used also on curved substrates [ATT], providing films with homo-
geneous thickness. In the case of evaporation, the distribution of deposited material follows a
cosine law [SZE]. The thickness deposited per unit area is ≈ cosφ cos θ. Here, φ is the angle
between the (vertical, as a rule) axis of symmetry of the deposition system and the direction of
deposition and θ is the angle between the axis and surface normal of the substrate. If evaporation
source and deposition surface are both mounted onto a spherical surface, the mass deposited per
unit area of the sphere is constant. Therefore, it is far from constant on the surface of large planar
substrate. In both PVD methods, planetary rotations and shadow masks are used to improve the
uniformity of depositions.

Besides magnetron sputtering, also ion beam sputtering has been successfully applied. The
electron cyclotron resonance ion guns can operate at the Ar gas pressure of 10−7 Pa which is by
two orders of magnitude lower than that at magnetron sputtering [SAK99]. It will be shown later
that this method provides the best layered structures at present.

Multilayers composed of amorphous layers have almost reached their inherent maximum
performance. Therefore as a technology for future, the growth of short-period epitaxial super-
lattices by molecular beam epitaxy (MBE) or other methods like atomic layer epitaxy (ALE)
were considered and reviewed [KIN02]. In particular, Al-based metallic superlattices with ultra-
short periods (less than 1.5 nm) were prepared by ALE and MBE. Such structures would allow
further progress in mirror performance where amorphous MLs approached their inherent lim-
its. The main problem is severe restriction in selecting suitable material pairs which leads also
to compromising optical criteria. Compatibility of ALE and MBE techniques with pre-figured
substrates is another issue to solve. Interdiffusion is prevented in immiscible combinations of
materials. If such materials do not satisfy optical criteria at given wavelengths, interdiffusion
of an optically suitable but miscible couple can be suppressed using a pair of materials in ther-
modynamic equilibrium or using compound layers instead of elemental ones. As an example,
CrN/ScN superlattice mirrors for water window prepared by dc magnetron sputtering could be
mentioned [BIR06]. Superlattice with 61 periods showed reflectivity comparable with Cr/Sc
mirrors (7% at 398 eV and θ = 63.25◦), although the optical contrast must be lower because
of nitrogen content. However, also interface width is low (0.2 nm) and thermal resistance and
mechanical properties are much better because of nitrogen superhardening effect.

Pulsed laser ablation (PLA) is another deposition technique which is used for MLs fabrica-
tion. During 90-ies it moved from coating of small areas of ≈ 1 cm2 [MAI92] to wafers with
diameter of 4 - 6′′ [DIE88, PAN96]. This progress has been achieved by dual (multi)-beam
PLA in combination with rotating targets, motion of substrates and computer-controlled opera-
tion of lasers (e.g. Nd:YAG [DIE88]). Sophisticated target and substrate handling regime allows
even deposition of graded period ML across 4′′ substrate [HOLZ97]. The PLA Mo/Si MLs with
50 periods have shown the reflectivities of 60% at near-normal incidence of 13 nm radiation
[BRA01].

Ablation is a complex mechanism of target erosion accompanied by the formation of dense
plasma (plume) over it, hydrodynamic phenomena in the melted pool on the target, and ejection
of debris. The temperatures of the target surface are computed to be over 5000 K at the fluences
of 1 - 10 Jcm−2 per pulse but the kinetic energy of ablated species may be even 1 keV. This energy
is much higher than the basic energy kBT of≈ 0.5 eV. The big kinetic energy of the species is not
very appropriate for the ML deposition, as it was discussed earlier. Nor the second advantage of
PLA – the stoichiometric transfer of multicomponent material from the target onto the substrate
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(due to short localized interactions of laser beam with the target) [ACQ03] is substantial for the
ML deposition. Moreover, it has been shown [ACQ05] that the transfer of a multicomponent
material from the target onto the substrate is not completely stoichiometric and some deviations
are observed due to the interactions between heavy and light elements in the plasma region.
Following the model of hard sphere collisions, the light elements are expelled sideward from the
axis of the deposition which was indeed observed. Therefore, deposited films are enriched in
the higher atomic mass elements, especially at lower laser fluences. At the same time, PLA is
quite expensive technique. Therefore, it cannot be expected that PLA can compete with well-
established PVD techniques.

Much less has been published about the deposition of multilayers by chemical vapor depo-
sition (CVD). Some results on the fabrication of MoOx/SiOx and WOx/SiOx oxide MLs in O2

remote plasma are in papers [HAM00, HAM06]. Advantages are uniform deposition on shaped
substrates and very smooth interfaces (rms roughness < 0.2 nm) due to the isotropic nature of
CVD process. However, a heating of the substrate is needed in most cases and the layer thickness
control on a nm scale is missing.

Up to now the problems of preparation of X-EUV multilayers were discussed. The strict
conditions for performance of X-EUV multilayers to achieve the highest possible reflectance
stimulated an intense development of thin film and multilayer deposition. At present, the best
parameters are obtained for amorphous multilayers with layer thicknesses even below 1 nm pre-
pared by sputtering techniques. For thicker metallic layers, small crystallites are sometimes
observed (Mo layers in Mo/Si).

Different situation is for GMR and SV layered structures. As mentioned in Sec. 4, the first
GMR multilayers were epitaxially grown structures. Later it was shown that the comparable
results can be obtained by magnetron sputtering.

MBE was introduced in 1968 for the growth of thin films of AIIIBV semiconductors. For the
first time, film growth was controlled with atomic monolayer precision, being in-situ monitored
with electron beam probes (high energy electron reflection and SEMPA-scanning secondary elec-
tron microscopy with polarization analysis). In this way, it was possible to control the film
growth and composition in real time at the atom level. Utilization of MBE led to significant im-
provements in the performance of semiconductor devices. In late 1970-ies, MBE was applied to
metal epitaxy and in 1986, high quality epitaxial magnetic rare earth superlattices were prepared
[KWO87].

It was expected that MBE would enable preparation of high quality magnetic metallic struc-
tures which could exhibit new magnetic phenomena. These expectations were fulfilled. The
rare earth superlattices Gd/Y and Dr/Y allowed to study the indirect exchange coupling through
the nonmagnetic Y layers via RKKY interaction [KWO87]. Later superlattices and epitaxial
sandwiches containing 3d transition metals were prepared and studied. Using MBE, artificially
layered structures with antiferromagnetic interlayer exchange coupling [GRU86, CAR87], en-
hanced magnetoresistance [BIN89], and GMR [BAI88] were discovered.

In 1991, Parkin [PAR91a] showed that magnetron sputtered polycrystalline multilayers Fe/Cr,
Co/Cr, Co/Ru exhibited antiferromagnetic interlayer exchange coupling which oscillated with
spacer layer thickness. The value of GMR was comparable with that of MBE samples. This
observation was important for the application of GMR as magnetron sputtering is widely used in
the production. On the other hand, it opened the question about the role of structural defects and
interface roughness on GMR. This question is not fully replied yet.
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Whereas for the Fe/Cr multilayer systems, similar results of exchange interlayer coupling for
sputtered and MBE samples are observed, the situation is more complicated for Co/Cu multi-
layers [PAR91b]. Clear oscillatory exchange coupling is observed for sputtered Co/Cu samples.
However, for MBE grown samples, especially those grown as Co/Cu111, the results indicate the
presence of growth-induced defects which can result in ferromagnetic bridging between the FM
layers [HEI91, CAM96]. Permalloy/Au multilayers show GMR and oscillatory exchange cou-
pling for both MBE and sputtered samples, nevertheless, their behaviour is not the same implying
a strong effect of structural details on magnetic properties [FAR98].

In summary, MBE enabled to develop high quality magnetic superlattices, to understand the
antiferromagnetic exchange coupling and it led to GMR discovery. For practical application it is
important that sputtered multilayers can be used because sputtering is a production technology
with high throughput. Therefore, both deposition techniques can be viewed as complementary
for magnetic multilayers fabrication.

It should be noted that epitaxially grown metallic structures have usually compositionally
sharp interfaces (not mixed), however, the interface roughness of such structures ranges between
0.3 - 0.9 nm. This means that it is comparable or even higher than for X-EUV multilayers
prepared by sputtering or e- beam deposition.
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6 Interface roughness and diffusion

6.1 Roughness as a result of growth process, roughness replication

Various geometrical imperfections of a surface or interface are generally referred as roughness.
Substrate roughness and statistical nature of the flux of deposited entities (atoms, ions, molecules,
clusters) are ever present extrinsic and intrinsic factors, respectively, which build up the rough-
ness of a growing film surface. Roughness may have a significant effect on physical properties of
the film if its lateral dimension is close to the characteristic length scale involved in the respective
application. It should be noted that mainly roughness ”on atomic scale” is considered in the fol-
lowing. The roughness evolution is generally governed by an interplay between kinetic energy of
the deposited entities (referred further as adatoms) and their interaction with the growing surface
which is controlled by thermodynamic properties of the materials involved. In particular, depo-
sition conditions (energy, deposition angle, substrate temperature) interact with thermodynamic
driving forces for 2D condensation or 3D cluster formation and shadowing effects.

For the deposition conditions close to thermodynamic equilibrium, the adatoms have suffi-
cient time to relax into equilibrium lattice positions and to form monocrystalline-like structure.
A structure prepared by molecular beam epitaxy (MBE) is a typical example. Further from equi-
librium, different scenarios of the film structure formation are possible with an impact on the
surface morphology. For T/TM < 0.5, amorphous or columnar fine grain structure is obtained
depending on the film thickness while for T/TM > 0.5, there is enough adatom mobility for
nucleation and crystallization and columnar structure disappears [PHA93]. Here, T and TM are
the substrate and melting temperatures, respectively. Amorphous films exhibit smaller rough-
ness than polycrystalline ones as they are not affected by crystalline grains close to the surface.
Amorphous films are formed at small thicknesses of several nm. Epitaxial films grown close to
equilibrium on vicinal monocrystalline substrates also exhibit small roughness within terraces
formed by step bunching.

Generally, surface diffusion length of atoms or molecules before a sticking site is reached
controls the growing surface morphology. High-energy deposition, such as sputtering at a low
working gas pressure below thermalization threshold, promotes lateral mobility of the adatoms
and “heals” the roughness of the growing surface (conservative growth mode). On the other hand,
a short diffusion length results in a formation of voids and overhangs enhancing the roughness
(non-conservative growth mode) [SWA94]. UHV evaporation is an example. The former case
occurs when the surface diffusion length is large enough to fill surface valleys [SAV92] while
the latter one is typical for low lateral mobility of atoms or molecules and is well described
by Kardar-Parisi-Zhang (KPZ) model of kinetic roughening [KAR86] or its older linear version
worked out by Edwards and Wilkinson for small surface slopes [EDW82].

A generalization of the KPZ model describes the spatial and temporal behaviour of the sur-
face growing in z direction by a Langevin equation [STE98]

∂z(⇀
r , t)
∂t

= ν∇Nz(~r, t) +
∂η(~r, t)
∂t

. (6.1.1)

Here, ν is the relaxation coefficient controlling the surface diffusion length of adatoms and
∂
∂tη(~r, t) is the white noise term describing the statistical nature of the adatom flux which re-
sults in the intrinsic roughness. The first term on the right-hand side describes the evolution of
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Fig. 6.1.1. Types of the interface roughness replication : maximum (a), partial (b), none (c).

the roughness inherited from the substrate (extrinsic roughness). The integer exponent N de-
pends on the relaxation mechanism of adatoms, namely viscous flow (N = 1), evaporation and
condensation (N = 2), bulk diffusion (N = 3) and surface diffusion (N = 4). For example, for
high-energy deposition the case N = 2 corresponds to the sputter and redeposition of adatoms
via atomic bombardment of the surface. Theoretically the growth becomes stationary for t→∞
but in practice it is reached at large length scales when the roughness gets saturated.

In the case of nanometer-scale ML structures, replication of the interface roughness is another
important issue to consider. For example, interfaces with replicated roughness should be avoided
in ML interference mirrors because they produce resonant diffuse scattering which lowers the
optical performance [HOL94]. Replicated interface morphology in magnetic MLs produces Néel
magnetostatic coupling [NEE62] which reduces the GMR effect and switching efficiency in spin
valves.

The lateral adatom mobility is one of the factors controlling the roughness replication. There
are different degrees of the interface roughness replication ranging from the maximum to zero
one (Fig. 6.1.1). Low surface diffusion results in a better interface roughness replication. More-
over, the roughness inherited from the substrate (extrinsic roughness) propagates from the below
lying to the above lying interfaces with the ever present intrinsic roughness produced by the
stochastic nature of the deposition process, hence, the interface roughness is gradually accu-
mulated towards the ML surface. Therefore totally correlated (identical) interfaces are never
realized, even when the replication is at maximum (zero adatom mobility). On the other hand,
high-energy deposition with long surface diffusion paths provides less replicated and less cumu-
lative interface roughness.

In addition to the growth mechanism, different interface phenomena between constituting
layers (see Sec. 6.2) may affect the surface diffusion of adatoms and thus contribute to the build-
up of the interface roughness. Therefore roughness propagation in a ML is more complicated
than in a single film and different scenarios are possible. If the interface phenomena do not
dominate, the roughness evolution is directly related to the total thickness of the ML structure
at a given instant of deposition. In this case, the replication of the roughness across particular
interfaces, which were formed at different instants of time, reflects the growth mechanism and
the KPZ model can be applied. Conservative growth mode has scarcely been observed in MLs
(e.g. [HOU88]), the non-conservative one is a more frequent case (e.g. [FUL92, MIL92]). If
the interface phenomena are of more importance, build-up of the interface roughness scales with
individual layer thicknesses rather than with the total ML thickness [SAV92].
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6.2 Interdiffusion, mixing and grain boundary diffusion

An interface between the layers of two different materials with a steep concentration gradient is
a highly non-equilibrium structure. Miscibility, interdiffusion coefficients, compound formation
ability and layer structure in terms of crystallinity are important factors determining interface
stability at a given temperature. Typically, some interdiffusion and/or mixing at interfaces occur
already during the deposition even at room temperature.

Interface phenomena are of special importance for thermal stability of ML structures with
many interfaces, especially for those with small layer thicknesses approaching several nm, such
as interference mirrors. Here, any compositional smearing at the interfaces lowers reflectivity.
Yet, the interface phenomena are less detrimental than the roughness itself because smooth in-
terdiffused interfaces only decrease reflectivity but do not contribute to the diffuse scattering
[STE90]. Suppressed compound formation, low miscibility and low interdiffusion coefficients
are general requirements for a material pair to form stable interfaces. The most stable interfaces
are provided by material pairs in thermodynamic equilibrium which are formed by neighbouring
crystalline phases in a phase diagram of a binary system separated by their own eutectic. High
melting temperatures and similar thermal expansion coefficients of the constituents extend in-
terface stability to high temperatures [KNI88, YAM92, ZIE92]. Amorphicity of the layers is an
advantage not only because of smooth interfaces but also because of absence of grain boundary
diffusion which is the fastest diffusion channel with the activation energy of 0.3 - 0.6 eV.

At elevated temperatures, interdiffusion followed by chemical reaction at interfaces may form
interlayers which is typical e.g. for metal/silicon pairs in interference ML mirrors. Thin sili-
cide interlayers may either act as amorphous diffusion barriers and stabilize the ML structure or
they grow continually via interdiffusion and crystallize under a thermal treatment. Mo/Si and
Co/Si pairs [PET87, HOL89a, STE90, WAN99] are the examples of the former group and Ni/Si
[HOL89a], Ti/Si [HOL88] and W/Si [DUP90a, BRU93] of the latter one. Chemical reaction can
immobilize adatoms and cause roughening which depends in a complex way on deposition angle,
shadowing and agglomeration effects. Depending on an interplay of all these phenomena with
the surface diffusion of adatoms, different scenarios are possible in different temperature ranges.
Surface of the ML structure is the only interface exposed to the open air. To prevent chemical
reactions with oxygen and/or water vapour, a protective capping layer is used. In metal/metalloid
MLs, a metalloid layer (e.g. C, Si) is used as the top layer to avoid surface tarnishing.

If mutually immiscible materials are not applicable, interface phenomena may be suppressed
by modification of a material pair to approach thermodynamic equilibrium, e.g. by lowering the
concentration gradients. A way to do it is an admixing of one constituent into another one dur-
ing the deposition which proved to be effective for metal/silicon pairs such as Mo/Si [KON93,
STO93] or W/Si [DAN96, SEN97]. A negative consequence of using such compound layers
instead of elemental ones, which is relevant for optical applications, is a reflectivity decrease.
Application of thin interposed diffusion barriers (< 1 nm) at all interfaces or at every second one
is another method (with a similar disadvantage) how to increase thermal stability. The Mo/C/Si/C
[TAK96] and Mo/SiC/Si [MUR00a] are examples of the former and the latter, respectively. In
both cases, the structures are stable up to 700◦C instead of typical deterioration which begins in
Mo/Si system already at 300◦C. B4C or Ru are other examples of diffusion barriers. Compound
spacers are generally considered to be better following a simple argument that their decomposi-
tion is required before a new compound formation at interfaces begins [JAN90].
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Fig. 6.3.1. To the definition of the autocorrelation function of an interface.

The most stable MLs are structurally coherent heteroepitaxial ones called superlattices which
are grown at equilibrium conditions from compatible material pairs with the phase diagram as
described above. The interfaces between monocrystalline-like layers are extremely flat and re-
sistant against grain boundary diffusion. While such semiconductor superlattices are common,
metallic ones are scarce due to the character of metallic bondings which aggravates preparation.
For example, Al-based epitaxially grown metallic superlattices were successfully applied as soft
X-ray short-period ML mirrors [KIN02] but a choice of convenient materials is rather limited.

6.3 Quantitative characterization of interface roughness

A proper quantitative description of the interface roughness and its replication is of primary im-
portance for evaluation of the results of analytical non-destructive techniques for surface/interface
characterization (see Sec. 7). There are different mathematical descriptions of the interface mor-
phology depending on the interface type. For amorphous or polycrystalline layers, which are
most common in magnetic and optical ML structures, randomly rough isotropic interfaces are
typical and the concept of correlation functions may be applied. The autocorrelation function of
a single interface

C(r) = 〈∆z(r1)∆z(r2)〉 (6.3.1)

describes the probability that the interface deviations ∆z from a reference ideal interface with
zero roughness are correlated over a certain lateral spacing r = r1 − r2 (Fig. 6.3.1). The
averaging is done over all distances and directions along the interface. The asymptotic behaviour
of the correlation function

lim
r→0

C(r) = σ2

lim
r→∞

C(r) = 0 (6.3.2)

is independent of the interface type. Here, σ is the root-mean-square (rms) value of the inter-
face roughness. Fourier transform of the autocorrelation function, called power spectral density
(PSD), describes the frequency spectrum of the interface roughness in terms of f = 1/r values.
The shape of the autocorrelation function or PSD between the asymptotic values is not known
a priori and has to be postulated. Alternatively, the PSD in a frequency range may be found
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experimentally (see Sec. 7) and the rms interface roughness may be then calculated as

σ2 =

fmax∫
fmin

PSD(f)df. (6.3.3)

The rms interface roughness represents a cutoff due to which the interface morphology scales
differently in the lateral and normal directions. Therefore real interfaces are never true fractals
but are self-affine.

Different types of self-affine autocorrelation functions for solid interfaces were proposed.
The autocorrelation function

C(r) = σ2e−( r
ξ )2h

(6.3.4)

proved to be a good approximation in many cases [SIN88]. Here, ξ is the effective cutoff or lat-
eral correlation length which determines how fast C(r) approaches zero with increasing r. For
r � ξ, the interface appears as true fractal while for r � ξ, the roughness goes to saturation
value σ. Generally, low frequency components of the interface roughness favour large ξ values
and vice versa while h parameter (Hurst or fractal parameter) is related to the “jaggedness” of the
interface profile and determines the fractal dimension of the interface which is Df = 3− h. The
autocorrelation function given by Eq. (6.3.4.) has no analytical expression of the Fourier trans-
form and hence the PSD. This disadvantage is overcome by a so called K-correlation function
[PAL93]

C(r) = PξhrhKh (r/ξ) , (6.3.5)

where Kh is the modified Bessel function of the order determined by the Hurst parameter h and
P is a constant related to σ as σ2 = Pξh−12h−1Γ(1 + h)/h. For the PSD this yields

PSD(f) =
4πhσ2ξ2

(1 + 4π2f2ξ2)1+h
. (6.3.6)

This PSD has a bell-like shape centered at f = 0 with the height and width proportional to σ2ξ2

and 1/ξ, respectively. An alternative approach to scaling theories to express the PSD is based on
the KPZ kinetic roughening model (see Sec. 6.1) which provides

PSD(f) = Ω
1− e−2ν(2πf)N d

2ν(2πf)N
. (6.3.7)

Here, Ω is the volume of the constituent element of the film (e.g. atom, molecule, cluster), d is
the film thickness and the meaning of other parameters is the same as in Eq. (6.1.1).

In the ML structure, the cross-correlation function between the ith and jth interfaces reads

Cij(r, z) = 〈∆z(r1, zi)∆z(r2, zj)〉 . (6.3.8)

The averaging is done over all distances connecting the two interfaces in all directions (Fig. 6.3.2).
Specifically, the averaging can be decomposed into the lateral and vertical parts

Cij(r, z) =
√
Ci(r)Cj(r)C (z) , (6.3.9)
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Fig. 6.3.2. To the definition of the cross-correlation function between two interfaces.

where C(r) are the isotropic autocorrelation functions of the respective interfaces and C(z) is
the vertical correlation function where variable z = zi−zj is the distance between the interfaces.
The vertical correlation function describes the degree of replication of the interface morphology.
A simple phenomenological model [MIN93]

C(z) = e−
z

Lvert (6.3.10)

with a single vertical correlation length Lvert = const postulates the same decay of the vertical
interface correlation across the ML for all roughness frequencies. If applicable (see Sec. 6.1), a
more realistic model of the interface replication relies on a microscopic model of the thin film
growth. Using the Galileo transformation from the time to thickness scale at a constant film
growth velocity, Salditt et al. showed [SAL96] that stationary solution (for t → ∞) of the
Edwards-Wilkinson (EW) equation [EDW82] provides the vertical correlation length

Lvert(f) =
1

ν (2πf)2
, (6.3.11)

where the exponent of 2 may be generally replaced by an integer N of the same meaning as that
in Eq. (6.1.1). It can be seen that a low value of the relaxation coefficient ν favours the interface
replication for a given f value (large Lvert) and vice versa. On the other hand, the replication
decays faster for higher roughness frequencies.

Alternatively, the cross-correlation function is not divided into lateral and vertical parts but
the recursive approach is applied to describe evolution of the interface morphology. The approach
via PSD provides a simple formula

PSDi(f) = ai(f)PSDi+1(f) + PSDint(f), (6.3.12)

where indexing starts from the ML top, ai(f) is a replication factor and PSDint(f) refers to the
film grown on a perfectly smooth substrate (intrinsic roughness). Relying on Eq. (6.1.1), the
replication factor for layer thickness di reads [SPI93]

ai(f) = e−4π2νdif
2
. (6.3.13)



Interface roughness and diffusion 971

Fig. 6.4.1. Different interface types - ideal (a), geometrically rough and compositionally sharp (b), compo-
sitionally graded and geometrically smooth (c). The real interfaces are geometrically rough and composi-
tionally graded simultaneously.

Obviously, putting Eq. (6.3.11) into Eq. (6.3.10) gives the same replication decay as that de-
scribed by Eq. (6.3.13) so that both approaches are equivalent. The first term on the right-hand
side of Eq. (6.3.12) describes the contribution partly inherited from the below lying interface.
It can also be seen that the interfaces are not identical even for zero relaxation coefficient ν be-
cause of the intrinsic roughness. The roughness evolution across N interfaces reads in that case
[HOL94]

σi =
√
σ2

N + (N − i)σ2
int, (6.3.14)

where indexing i starts from the top and σN refers to the substrate roughness.

6.4 Effect of interface roughness and diffusion on optical properties of X-EUV
multilayers

Different types of interfaces can be seen in Fig. 6.4.1. Compositionally sharp and topologically
smooth interfaces (Fig. 6.4.1a) with good optical contrast are required for high reflectivity of
X-EUV MLs. Typical combinations are W, Mo, Nb, Pt, Ru, Rh, Ni, Co, Fe, Tb, Gd, Cr with
C, Si, B, Al, Be, Sc, Ti, B4C, BN, SiC. The absorber limits the number of periods which in
turn limits the selectivity or bandwidth of the reflection peak. A more exact criterion says that
the material with the lowest possible absorption be selected first as a spacer material and then
a second material (absorber) be selected with the largest possible reflection coefficient at the
boundary with the first one [SPI].

Atomic-scale surface or interface roughness (Fig. 6.4.1b) causes scattering losses and lowers
the specular reflectivity but more importantly, it produces non-specular (diffuse) scattering. This
scattering concentrated around Bragg reflections of the periodic ML (see Sec. 7) reduces the
imaging contrast when it falls into the field of view. On the other hand, interdiffusion and chem-
ical reactions at the interfaces are less detrimental for the optical performance because diffuse
but smooth interfaces (Fig. 6.4.1c) only decrease the reflectivity [SPI, STE90]. Moreover, these
reflectivity losses may be compensated by reflection from deeper interfaces if a large enough
number of interfaces are penetrated. Because a ML with steep concentration gradients at the
interfaces is inherently unstable, it may experience interface degradation under heavy-duty op-
eration conditions (e.g. at synchrotron beamlines, intense plasma source diagnostics) with an
irreversible loss of reflectivity. Therefore a reasonable interface quality must be preserved also
at elevated temperatures. Thermal stability of MLs is enhanced by a proper material choice or
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by application of barrier layers as described in Sec. 6.2. Thermodynamic and optical criteria are
often contradictory and the choice depends on a particular application.

As mentioned before, amorphous layers are generally preferred in X-EUV MLs as crystalline
grains may contribute to the interface roughness and mediate the grain boundary diffusion result-
ing in discontinuous layers. Atomically flat stable interfaces were achieved in metallic superlat-
tices which were tested for mirror applications. In particular, Al-based metallic superlattices with
ultrashort periods (less than 1.5 nm) prepared by atomic layer epitaxy (ALE) and MBE [KIN02]
show the way for a further progress in optical performance where amorphous MLs approached
their inherent limits. The main problems are a limited material choice compromising the optical
criteria and compatibility of ALE and MBE techniques with pre-figured substrates.

The attenuation factor for the X-ray reflectivity (XRR, see Sec. 7) characterizing the interface
roughness increases rapidly with reduction of the ML period if the effective interface roughness
(interface width) is not reduced in the same way. Therefore the interface quality becomes in-
herently crucial for the layer thicknesses below 1 nm which become comparable to the interface
roughness itself. For example, the rms interface roughness of 0.1 nm reduces the reflectivity by
≈ 50% for the period of 1 nm. Actually, the ability of a material pair to yield structures with
minimum interface roughness rather than X-ray optical constants is important for ultrashort pe-
riod MLs [SCH00]. The materials must also provide continuous layers. The critical thickness is
mostly 0.5 - 1 nm. No less is important the uniformity of the interfaces and the ML stack as a
whole. It was shown [BIB05] that period fluctuations should not exceed ≈ d/N (d - period, N
- number of periods) which gives fluctuations less than 0.0025 nm for d = 1 nm and N = 400.
The issue of thermal stability is also more critical than in conventional MLs. Therefore ultra-
short period MLs are challenging for thin film technology and materials science generally. The
deposition process requires a tight control, stability and fast switching between the materials.
The application field of ultrashort period MLs encompasses soft X-ray microscopy in the wa-
ter window between K absorption edges of oxygen and carbon (2.33 - 4.36 nm) (e.g. V/Al2O3

[NEF01], Ni/C/Ti/C [TAK01], W/Sc and Cr/C [AND03]) and coatings of hard X-ray telescopes
above 50 keV (e.g. W/Si and Pt/C [MAO99]). As it follows from the attenuation factor for the
XRR (Sec. 7), the interface roughness is more detrimental for hard X-rays.

Potentially the most important optical application of MLs is the extreme ultraviolet lithogra-
phy (EUVL). It is based on the reflection optics operating near 13.4 nm. Quality of the respective
mirrors in terms of the overall efficiency and photon throughput of the exposition equipment was
discussed in Sec. 2.2.
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7 Reciprocal space analysis techniques

For the analysis of interfaces and ML structure in the reciprocal space, X-ray scattering is the
most widespread method. Collecting the signal from a large sample volume, it is statistical
in the direct space but local in the reciprocal space of scattering vectors. In this aspect, it is
complementary to local direct space methods such as different kinds of microscopies. Moreover,
the X-ray scattering is a non destructive method, probing simultaneously the surface and buried
interfaces. The information obtained is indirect so that the interpretation of the results requires
application of underlying theories of the X-ray scattering to proper structural models.

X-ray diffraction (XRD) is a well established method based on constructive interference of
X-rays produced by spatial correlations of the electronic density on the atomic scale. It gives
insight into atomic structure of the layers in a ML. If the layers are polycrystalline, lattice pa-
rameters, microstrain and stress may be determined in standard ways from diffraction patterns
[SNY99]. However, the signal from thin layers is often very low which aggravates the analysis.
Grazing incidence (GI) geometry is helpful in that case. Firstly, the substrate signal is suppressed
or eliminated and secondly, the X-ray beam path in the layer is prolonged and the irradiated vol-
ume is larger. Texture produced by the asymmetry of the deposition process and influenced by
the substrate crystalline structure is often present in polycrystalline layers. Usually, the film
grows as a stack of planes with the largest atomic density, typically (111) and (110) for body-
centered cubic (bcc) and face-centered cubic (fcc) structures, respectively. If all layers in the ML
are grown in that way, structural coherence resembling the superlattice is established between
the layers. In the diffraction pattern of such a periodic multilayer, satellites (Laue oscillations)
around a central peak appear. While the position of the central peak depends in a complex way on
the lattice parameters of the constituent layers, the satellite distance is related to the ML period.

Specular X-ray reflectometry came to common use some 30 years ago as a convenient tool
for the determination of thin film parameters such as roughness, thickness and density. The eval-
uation of the specular X-ray reflectivity (XRR) could profit from the well established Fresnel
optical theory elaborated originally for visible light. Parrat proposed an optical recursive algo-
rithm for the calculation of the specular XRR from stratified media many years ago [PAR54] and
nearly 30 years later, Underwood and Barbee applied it to ML structures [UND81]. The Fresnel
approach inherently includes refraction, extinction and absorption effects but no interface rough-
ness and for the XRR of an ideal interface with zero roughness it leads to the 1/ sin4 θ decay
above the critical angle for the total external reflection where θ is the angle of incidence mea-
sured from the sample surface. Therefore, the XRR is measured not far above the critical angle
in grazing incidence geometry with laboratory X-rays sources (wavelength λ = 0.1 - 0.2 nm).
The critical angle θc takes up the values of several tenths of degree in this wavelength range.

The calculation of the XRR of a ML with ideal interfaces (periodic or non-periodic) starts at
the substrate which is considered to be semi-infinite, i.e. the reflectivity from its bottom is zero.
The reflected amplitude from a particular interface is calculated by summation of its Fresnel
reflection coefficient and the reflectivity contribution from the below lying interface which is
modified by a phase shift across the involved layer -

Ri,i+1 = a4
i

(
ri,i+1 +

Ri+1,i+2ti,i+1ti+1,i

Ri+1,i+2ri,i+1 + 1

)
. (7.1)

Here, the indexing starts at the ML top, r, t are the Fresnel reflection and transmission coeffi-
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cients, respectively, and the phase factor ai reads

ai = exp

(
−
iπdi

√
n2

i − cos2 θ
λ

)
and ai = exp

(
−
iπdi

√
n2

i − cos2 θ
n2

iλ

)
(7.2)

for s and p polarization, respectively, where di and ni are the layer thickness and refractive
index, respectively. The calculation proceeds separately for both polarizations up to the ML top
giving the resulting amplitude and subsequently the specular XRR as R0 = R12R

∗
12. It is a good

approximation at grazing incidence which is the geometry applicable for XRR measurements.
To apply this recursive approach to real MLs, interface imperfections discussed in Sec. 6 have

to be incorporated. In a kinematical theory of the X-ray scattering (the first Born approximation),
the reflectivity of a real interface is governed by the Fourier transform of the partial derivative of
the interface profile function expressed via the refractive index

R = R0 FT
(
∂n(x, y, z)

∂z

)
, (7.3)

where the z coordinate is perpendicular to the averaged interface. Both the geometrical rough-
ness (Fig. 6.4.1b) and compositional grading (Fig. 6.4.1c), which are usually present simulta-
neously, enter this z projection. Therefore the two effects cannot be practically distinguished
from the specular XRR measurement though higher-order effects do cause some subtle differ-
ence ([DEB94, DEB96]). The most common error function interface profile provides a Gaussian
attenuation factor of the Debye-Waller type [STE89]

DWF = e−q2
zσ2

eff , (7.4)

which was defined in Sec. 3.1. in a different but complementary way. Here, qz = 4π sin θ/λ is
the normal component (perpendicular to the interface) of the scattering vector ~q = ~k2−~k1 (wave
vector transfer from the incoming wave vector ~k1 to the outgoing one ~k2) and σeff is the rms
effective interface roughness (interface width) including all types of the interface imperfections.
A steeper exponential interface profile leads to the Lorentzian attenuation factor giving a slightly
higher reflectivity. Other interface profiles [STE89] are less common. Nevot and Croce treated
the problem within a dynamical scattering theory which takes into account multiple scattering
effects [NEV80] and arrived at a more precise expression

NCF = e - qzqt
zσ2

eff , (7.5)

where qz and qt
z are the normal components of the scattering vector above and below the involved

interface, respectively, which are different due to the refraction. The NCF is general because
it transforms into DWF far above the critical angle for the total external reflection where the
refraction plays a negligible role.

The simplest way to include the attenuation factor into the recursive formula (7.1) is to mul-
tiply the total specular XRR from ideal interfaces which inherently implies a perfect replication.
Another possibility is the multiplication of each Fresnel reflection coefficient with a simultane-
ous modification of each transmission coefficient by a corresponding factor (graded interfaces
with no scattering losses into non-specular directions) as it was discussed by De Boer [DEB95].
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Fig. 7.1. Effect of the effective interface roughness on the specular XRR of silicon at CuKα wavelength.

Fig. 7.2. Specular XRR of the nominally (1.2 nm Cu/2.2 nm Si)×10 ML measured using CuKα radiation
λ = 0.154 nm (dots — measured points, line — fit).

Finally, the modification of the transmission coefficients may be omitted (geometrically rough
interfaces producing the diffuse scattering). The way of incorporation of the attenuation factor
plays a role only close to the critical angle where the compensation of the reflectivity loss due to
graded interfaces by an increased number of the penetrated interfaces may be effective [SPI88].

Figure 7.1 demonstrates that already σeff = 1 nm produces a much steeper XRR decay than
that for the ideal single interface. It follows also from the expressions for DWF and NCF, that
the detrimental effect of the effective interface roughness on the XRR increases with decreasing
wavelength. The specular XRR of a periodic ML (Fig. 7.2) exhibits larger Bragg maxima and
smaller finite-size Kiessig fringes connected with the ML period and total thickness, respectively,
by the Bragg equation corrected for refraction

mλ = 2d
√
n2 − cos2 θ, (7.6)

where m is the interference order and n = 1− δ − iβ is the mean (volume weighted) refractive
index of the multilayer. The square root in Eq. (7.6) becomes real above the critical angle θc for
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the total external reflection which gives

sinθc ≈
√

2δ (7.7)

neglecting absorption (β = 0). The decrements δ, β of the refractive index are proportional to
atomic densities of the constituting layers so that the position of the critical angle is controlled
by the layer densities while the positions of Bragg maxima and Kiessig fringes give access to
the ML period and total thickness, respectively. Therefore, some parameters of the ML may
be evaluated also directly from the XRR curve but the most precise and complete evaluation is
based on the fitting of the measured XRR based on the Fresnel theory as that shown in Fig. 7.2.
The attenuation factor incorporating the interface roughness causes a gradual damping of Bragg
maxima towards higher angles but does not cause any additional peak broadening. The DWF for
the mth Bragg order belonging to the ML period d can be written as

DWF = e
−

“ 2πmσeff
d

”2

, (7.8)

which shows an enhanced detrimental effect of the interface roughness for ultrashort period MLs.
Geometrical interface roughness (Fig. 6.4.1b) causes a redistribution of a part of the scattered

intensity away from the specular direction. The effect is called X-ray interface diffuse scattering
(XRIDS). Spatial distribution of the XRIDS bears wealth of information on the morphology and
replication of the interface roughness. Being sensitive only to geometrical interface features, the
XRIDS allows also to extract the geometrical (i.e. genuine) interface roughness from the total
width of real interfaces as determined by the XRR. However, the underlying theory of the XRIDS
was worked out much later than that of the XRR which prevented from its practical utilization
for a long time. Sinha et al. [SIN88] were the first to calculate the XRIDS from a single interface
(surface) both within the Born approximation (BA) and a so called distorted-wave BA (DWBA).
Soon afterwards, Stearns extended the theory to a ML within the BA [STE89] while the DWBA
extension was done later by Holý et al. for uncorrelated [HOL93] as well as correlated [HOL94]
interface roughness. Some time later, De Boer refined the DWBA to the second order for a single
interface [DEB94] and for a ML [DEB96].

The calculation of the XRIDS relies on the wave equation for an elastic scattering process

(∆ + ~k2)E(~r) = V (~r)E(~r) (7.9)

where ~k is the wave vector in vacuum, E(~r) is the amplitude and V (~r) is the scattering poten-
tial proportional to the electronic density. The solution in vacuum (V (~r) = 0) leads to plane
waves which may be used to start the solution in real systems (V (~r) 6= 0) in the form of Born
series (Fraunhofer approximation). In the first BA (kinematical solution), multiple scattering ef-
fects are neglected and the solution diverges when the incidence angle approaches zero. A better
approach is the DWBA where the scattering potential is expressed as V (~r) = Vid(~r) + Vd(~r)
where Vid(~r) and Vd(~r) are the scattering potentials of an ideal system and a disturbance, re-
spectively. Consequently, the perturbation theory is applied. While in the BA the ideal system
is vacuum and the whole sample (multilayer with the substrate) is the disturbance, the DWBA
considers the multilayer with ideal interfaces and the interface roughness as the ideal system and
the disturbance, respectively. Fresnel theory yields exact eigenstates for the undisturbed system
(ideal ML) where only the specular XRR occurs while in presence of the interface roughness,
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the solution is composed of the coherent (specular XRR) and incoherent (XRIDS) parts. It is
more practical to calculate the coherent part by means of the complex Fresnel and attenuation
coefficients (see above) while the incoherent part must be calculated by the DWBA.

In the DWBA, the incoherent scattering cross-section for a random disturbance potential
Vd(~r) is given by the covariance [HOL93](

dσ

dΩ

)
incoh

=
1

16π2
Cov(W ) =

1
16π2

(〈WW ∗〉 − 〈W 〉2) (7.10)

of the matrix element

W =
∑

i

〈E(2)
i |Vd|E(1)

i 〉 = 〈E(2)
id |Vd|E(1)

id 〉 (7.11)

obtained by the summation over particular interfaces. This matrix element gives the probability
of the scattering from the initial state |E(1)

id 〉 into the final state 〈E(2)
id | on the disturbance potential

Vd. Because these states correspond to two different wave fields of the undisturbed system, the
XRIDS is calculated in the basis of the eigenstates of the ideal ML. Furthermore, as multiple
scattering effects in the incoherent part of the scattering cross-section are neglected, the DWBA
treats the XRIDS kinematically while the coherent part is calculated fully dynamically. The
disturbance potential Vd of randomly rough interfaces is included into calculations via lateral and
vertical correlation functions (see Sec. 6.3). The lateral component of the scattering vector qlat =√
q2x + q2y is connected with a particular frequency of the PSD, on which the wave vector transfer

takes place, as qlat = 2πf . The resulting XRIDS intensity is then obtained as a configurational
average of the differential scattering cross-sections over randomly rough interfaces.

It is worth noting that the DWBA describes not only the diffuse scattering of the transmitted
component of |E(1)

id 〉 into the transmitted component of 〈E(2)
id | (direct scattering) but also the

diffuse scattering from (and/or into) the reflected components (Umweganregung effect). These
secondary processes correspond to the diffuse (incoherent) scattering of a specularly (coherently)
reflected wave and/or coherent reflection of the diffusely scattered wave and give rise to sharp
XRIDS spikes which are called Bragg-like (BL) maxima. This situation occurs as soon as the
angle of incidence or exit fulfills the Bragg Eq. (7.6). The BL maxima are of dynamical ori-
gin and their occurrence indicates a regular good-quality periodic ML. Another distinct XRIDS
effect is the resonant diffuse scattering (RDS) due to the constructive interference of the waves
scattered diffusely on at least partially replicated interfaces which is a purely kinematical ef-
fect. In the reciprocal space, banana-shaped sheets of enhanced XRIDS intensity around the ML
Bragg maxima can be seen (Fig. 7.3). The RDS reduces the specular contrast for imaging in the
ML mirrors, hence, the interface replication should be minimized here. The vertical interface
correlation affects also the BL maxima. For uncorrelated roughness, the BL maximum follows
the intensity of the standing wave field at the interfaces and is typically S-shaped but different
for different Bragg orders. Even a slight vertical interface correlation [KAG96] as well as an
asymmetry between the A/B and B/A interfaces [SIN95] changes the shape of the BL maximum
depending on the order of the RDS sheet where the BL maxima are superimposed.

When the secondary scattering effects such as the BL maxima are weak, a semikinematical
approach to the DWBA is sufficient [JER98]. Here, the substrate is taken as the undisturbed
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Fig. 7.3. Trajectories of different scans in the reciprocal space : I - specular scan, II - offset scan, III - sample
scans (rocking curve scans), IV - detector scans. All scans start at limiting Ewald spheres and intersect in
different ways the sheets of the RDS around the ML Bragg points.

system and the whole ML including the interface roughness is considered as a disturbance. Then,
the eigenstates contain only one plane wave (the transmitted one propagating in the substrate) and
the matrix element of the disturbance Vd describes only one primary scattering process between
these components which facilitates the calculation.

From the principle of the perturbation theory putting some restrictions on the disturbance it
follows that the DWBA works well for q2zσ

2 � 1 [SIN88, DAI99] where qz and σ are the normal
component of the scattering vector and the rms geometrical interface roughness, respectively. For
the wavelengths of 0.1 - 0.2 nm provided by laboratory X-ray sources, the condition σ ≤ 5 nm in
the common qz interval should be fulfilled [NEV88]. Regardless this condition, the DWBA fails
also at large qz values where the Fresnel eigenstates are not a proper description of the system
any more and the BA is applicable instead.

The specular XRR and XRIDS are measured on common X-ray diffractometers in reflection
geometry. Parallel beam with a low divergence as that provided by Göbel mirrors is an advantage
owing to the typical grazing incidence geometry. Interference features in the XRR and XRIDS
usually do not put strong requirements for the experimental resolution but a large dynamic range
of the measured intensity approaching 8 - 9 orders of magnitude is necessary due to a rapid in-
tensity decay with increasing incidence angle. In terms of the reciprocal space, the XRR and
XRIDS measurements probe the intensity distribution close to the origin by different types of
scans (Fig. 7.3). The specular XRR is measured in the symmetrical reflection geometry while
the XRIDS may be traced by a series of the sample (detector) scans with the detector (sample)
fixed and the sample (detector) moving or by a specular scan with an offset. Intensity distribution
over a part of the reciprocal space (reciprocal space map - RSM) can be obtained by a series of
such scans. The evaluation starts with the specular XRR which provides basic ML parameters
in terms of the layer thicknesses, layer densities and effective interface roughnesses (interface
widths). These parameters are further used for a simultaneous fitting of several XRIDS curves
which provides the geometrical interface roughness in terms of the rms values, scaling properties
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Fig. 7.4. Sample scans (a) and detector scans (b) taken on a series of W/Si MLs deposited by electron beam
UHV evaporation under different angles α from the substrate normal as indicated [JER95]. The curves for
nonzero α values are shifted upwards for clarity. The RDS brings about a strong diffuse background around
the specular peak in the rocking curves and non-specular peaks in the detector scans which extinct with
increasing deposition angle indicating a replication decay. The S-shaped BL maxima on the rocking curves
(a) are clearly visible (dots — measurement, line — fit). The results reflect the influence of a shadowing
effect of surface roughness on the ML growth.

and lateral and vertical correlation parameters depending on the autocorrelation and vertical cor-
relation functions, respectively, used (see Sec. 6.3). These correlations modulate the otherwise
monotonous distribution of the XRIDS as it is schematically shown in Fig. 7.3 and experimen-
tally demonstrated in Fig. 7.4 where both RDS sheets and BL maxima are visible. Comparing
the values of the effective and geometrical interface roughness, a compositional grading at the
interfaces may be detected.

Figure 7.3 refers to the mostly used coplanar geometry where the scattering plane given by the
~k1 and ~k2 wave vectors is perpendicular to the sample surface. Here, the limiting Ewald spheres
restrict considerably the lateral wave vector transfer qx (qy = 0) and thus also the accessible
frequency range of PSD. The detector slit is positioned normal to the scattering plane, hence,
the intensity along the qy axis is integrated. Utilization of a pinhole collimator allows to obtain
resolution and to perform measurements also along the qy axis in a non-coplanar (out-of-plane)
geometry with a much larger lateral wave vector transfer. However, the DWBA evaluation is
more complicated in this case. In the case of a single interface (surface), the PSD can directly be
obtained from such a measurement at a constant qz.

It has to be stressed that the XRIDS, being distributed over the whole solid angle, enters al-
ways the specular XRR measurements depending on the slit width. Moreover, the specular XRR
itself decays with the angle of incidence faster than the XRIDS as it was shown theoretically
[DAI99] and observed before experimentally [KOR97]. In the result, the contribution of the
XRIDS to a measured XRR curve increases with increasing qz . In a coherent scattering approx-
imation, this effect is neglected because the specular XRR is at least by 2 orders of magnitude
larger than the XRIDS close to the critical angle. If it is not applicable, the true specular XRR
must be extracted from the measured XRR by subtraction of an additional offset scan.
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8 Examples of EUV multilayers

8.1 Mo/Si and W/Si based multilayers

The Mo/Si MLs are the most widely studied systems due to their high reflectivity at 13 nm
(up to 70%) at normal incidence. They are used as reflective mirrors for EUV wavelengths
in EUVL, astronomy, X-ray microscopy and spectroscopy, and in X–ray laser cavities [ATT].
Various methods of deposition were utilized for Mo/Si MLs. The highest reflectivities close to
the theoretical limit were obtained by e-beam evaporation combined with ion beam polishing of
the deposited layers [SCHL95, LOU05], magnetron and ion beam sputtering [SKU95, ULY00,
SHI03, RAV04, YUL05]. The W/Si MLs are applied in astronomy, both in hard and soft X-
ray range, and in mirror optical elements used for laboratory diffractometers [WIN99, WIN00,
MIC02].

For Mo/Si similarly as for W/Si, the CS TEM studies showed that amorphous interlayers
were formed at metal/Si interfaces during the deposition [PET87, HOL89a, HOL89b, MEY90,
STE90, WAN94]. The width of the intermixed region is lower for Si on W (Mo) than for W (Mo)
on Si interfaces [PET87]. This is because of a deeper penetration of the more energetic Mo atoms
into the amorphous Si layer in comparison to the penetration of Si atoms into the relatively more
densely packed metallic layer. However, other mechanisms like diffusion of Si upwards into the
metallic layers or interdiffusion induced by the latent heat of condensation (which is large for
refractory metals) could contribute to the above-mentioned effect.

It was suggested by Bene [BEN87] that rather kinetics aspects than the minimization of the
free energy determine the processes at metal/Si interfaces. At elevated temperatures, two types
of reaction are observed:

i) growth of amorphous interlayer, as reported for Ni/Si, Ti/Si [HOL88, HOL89a] or W/Si
[KIN02] MLs.

ii) crystallization of amorphous interlayer and growth of silicides, e.g. in Mo/Si or Co/Si MLs
[PET87, HOL89a, STE90, WAN94].

Whereas in the case i) the interdiffusion proceeds without stopping, in the case ii) the process
stops because the interlayer acts as a diffusion barrier. The behaviour i) is typical for the W/Si
interface whereas the Mo/Si interface follows the mechanism ii).

In refractory metal (RM)/Si MLs, also the formation of refractory silicides at elevated tem-
peratures is expected. Typically, the transformation RM → RMSi2 is accompanied by large
volume changes (Table 8.1.1) [MUR83]. This results in the change of ML period with increas-
ing temperature. A way to stabilize the ML structure is to use immiscible pairs of materials.

Tab. 8.1.1. Amount of silicon required to form silicide and resulting silicide thickness [MUR83].

metal silicide thickness of Si per 1 nm of metal [nm] resulting silicide thickness [nm]
Mo MoSi2 2.56 2.59
W WSi2 2.53 2.58
Co Co2Si 0.91 1.47
Co CoSi 1.82 2.02
Co CoSi2 3.64 3.52
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Fig. 8.1.1. (a) Measured specular X-ray reflectivities (dots) and their simulations (lines). The HS and R
curves are shifted upwards by the factors of 103 and 107, respectively. (b) Rocking curves measured around
the second (R) and third (HS) ML Bragg maximum (dots) and their simulations (lines). The HS and IPB
curves are shifted upwards by the factors of 103 and 106, respectively. (c) Detector scans taken on the first
ML Bragg maximum (dots) and their simulations (lines). The HS and IPB curves are shifted upwards by
the factors of 104 and 108, respectively [ANO01].

However, here the crystallization and the following fast grain boundary diffusion can increase
the interface roughness and damage the ML structure considerably.

The interface roughness characteristics of Mo/Si MLs of similar periods in dependence on the
deposition methods were studied in our laboratory [ANO01]. Mo/Si MLs prepared by standard
e-beam evaporation at RT (R), e-beam deposition on the substrate heated to 170◦C (HS), e-
beam evaporation combined with ion polishing (IBP) of amorphous Si layers with Ar+ ions of
800 eV energy were studied by X-ray reflectivity and XRIDS (Fig. 8.1.1). For simulations of the
experimental data, the interlayers of Mo5Si3 composition [LIM01] were incorporated into the
simulation model (Table 8.1.2).

The interface morphology parameters were found close for IBP and HS indicating a similar
relaxation mechanism of the growing surface. The main difference is a larger thickness of the
Mo5Si3 interlayer at the substrate heating which has a direct implication for peak reflectivity (at
normal incidence). At room temperature e-beam deposition, the interface roughness is nearly
doubled at 3-times smaller number of ML periods. A suppressed interface roughness replica-
tion across the MLs for IBP and HS samples was found which means that more layers may be
deposited maintaining a high interface quality. The replicated interfaces produce a so called res-
onant diffuse scattering around the ML Bragg maxima which deteriorates the imaging contrast
of the mirror.

In Fig. 8.1.2, the cuts of the GISAXS spectra across the 2nd Bragg maximum for PVD-Mo/Si
multilayers prepared by the standard UHV e-beam deposition, e-beam deposition on heated sub-
strate, ion beam assisted PVD (ion polishing) and ion beam sputtering are shown. These spectra
correspond to non-coplanar XRIDS on large length scales (see Sec. 7) and demonstrate that IBS
technique provides the best multilayer in terms of the interface roughness with severely sup-
pressed parasitic diffuse scattering.

To achieve the theoretical reflectivity value, the details of interlayer formation as well as
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Tab. 8.1.2. ML parameters derived from the X-ray reflectivity and XRIDS simulations. N , d, ∆, σ, ξ
and Lvert stand for the number of periods, layer thicknesses and ML period, layer thickness fluctuations,
effective interface roughness, lateral and vertical correlation lengths, respectively. The ratio Lvert/Nd
characterizes the interface replication across the whole ML stack. The fractal parameter h = 1 was used
for all samples [ANO01].

ML N dMo [nm] dMo−on−Si [nm] dSi [nm] dSi−on−Mo [nm]
R 10 0.9 0.7 6.5 0.5

HS 30 1.0 1.5 3.5 0.9
IBP 30 1.5 1.0 3.8 0.7

ML ∆ [%] d [nm] σ [nm] ξ [nm] Lvert [nm] Lvert/Nd
R 8.6 0.50 ±0.05 20 ±10 50 ±10 0.58 5

HS 6.9 0.35 ±0.05 20 ±10 65 ±30 0.31 7
IBP 7.0 0.35 ±0.05 20 ±10 75 ±25 0.36 7

Fig. 8.1.2. Cuts of the GISAXS pattern across the 2nd Bragg maximum of Mo/Si multilayers prepared by
UHV e-beam deposition (R), e-beam deposition at heated substrate (HS), ion beam polishing (IBP) and
ion beam sputtering (IBS). These cuts correspond to non-coplanar XRIDS measurements (see Sec. 7) and
demonstrate superior quality of the IBS prepared multilayer.

crystallinity of Mo layers are studied. The formation of MoSi2 instead of Mo5Si3 was reported
[DIE88, STE91]. Formation of crystalline grains in Mo layers resulting in a rapid increase of
the Mo layer surface roughness in dependence on deposition method and Mo layer thickness
were recently thoroughly analyzed [DIE02, ABD02]. Mo/Si ML mirrors systems with very
thin diffusion barriers increasing the thermal stability were also prepared. Examples are B4C
[BOT03, PAT04, KJO04], C [TAK01, YUL03, YUL05] and Ru [MAT06].

The interface characteristics and thermal stability of W/Si MLs (periods 2 - 12 nm) with tung-
sten layer thickness 1 and 2 nm prepared by e-beam deposition were studied in papers [BRU93,
JER93, JER97]. Formation of an amorphous W-Si mixture at W/Si interfaces during the depo-
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Fig. 8.1.3. (a) Evolution of the 2nd and 3rd ML Bragg maxima during a 430◦C isothermal annealing of a
(8 nm Si/2 nm W)×10 ML – the beginning (medium line), after 0.5 h (thick line), and after 2.5 h (thin line).
Disappearance and re-appearance of the 3rd maximum is observable suggesting an interface shift. (b) The
same phenomenon observed on the 2nd maximum as the interface shift proceeds. A total shift exceeding
1 nm is observed in still a well-preserved multilayer structure [JER96].

sition was evidenced. The interface roughness and mixing increase above 250◦C while the ML
period decreases. The ML structure persists up to 650◦C annealing for 30 s. It is known that
Si is the main diffuser in the W/Si couple [MUR83]. Therefore one can expect that Si layers
become thinner and W (in fact W-Si) layers become thicker at elevated temperatures and a shift
of the ML interfaces could be observed [MEY90] before the collapse of the ML structure. This
effect was evidenced by the hard X-ray reflectivity behaviour of W/Si MLs during an isothermal
in-situ annealing [JER96]. The effect was manifested by the successive disappearance and re-
appearance of the Bragg ML maxima in the reflectivity curves measured in-situ (Fig. 8.1.3). The
change takes place without smearing-out the interfaces. The shift is connected with a substantial
decrease of the electronic density of the expanding W layers and the ML period, too. The dif-
fusion of Si into W layers already during the deposition has been observed also for magnetron
sputtering [WIN99], therefore the interface width of a typical W/Si ML is larger than that of
Mo/Si one at comparable nominal parameters. Moreover, as mentioned above, diffusion of Si
extends across the whole W layer. Suppressed interdiffusion and increased thermal stability can
be achieved by using already mentioned B4C layer instead of Si [JIA01, OHI03].

Thermal stability of MLs could be promoted using the pairs of materials close to thermo-
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Tab. 8.1.3. Soft X-ray reflectivity (R) data of RTA treated samples at the first Bragg peak (BP) position
measured at the angles of incidence 36◦ – 43◦ with respect to the normal. λ is the wavelength [SEN97].

annealing W/Si λ R W0.5Si0.5/Si λ R W0.33Si0.66/Si λ R
[nm] [%] [nm] [%] [nm] [%]

as-deposited 13.1 6.8 13.4 2.4 13.0 1.0
500oC/30 s 13.2 6.1 13.3 2.4 12.9 1.0
850oC/30 s — no BP 13.3 2.1 13.0 0.6

dynamic equilibrium. In the case of Mo/Si and W/Si combinations, an effective way is to dope
metal by silicon. Consequently, the consumption of Si due to the silicide formation is partly or
fully suppressed. Some results of the interface stability in Mo1−xSix/Si MLs were published
by Kleineberg et al. [KLE94]. Here the MLs were prepared by two e-guns and they were an-
nealed in vacuum chamber for 20 minutes at different temperatures. It was found that Mo/Si
and Mo0.5Si0.5 MLs were destroyed at 600◦C and 900◦C, respectively, but Mo0.33Si0.66/Si MLs
destruction started at 900◦C only.

Similar results were obtained with W/Si system in our laboratory. W/Si, W0.66Si0.33/Si,
W0.5Si0.5/Si and W0.33Si0.66/Si MLs were prepared by dual e-gun evaporation onto oxidized Si
substrates. The nominal thickness of Si spacer and W or W1−xSix reflector were 5.5 and 2.5 nm,
respectively. Ten bilayers were deposited.

i) The samples were processed by a halogen lamp rapid thermal annealing (RTA) between
500◦C and 1000◦C/30 s in vacuum [SEN97]. The rise time of temperature was 1 - 2 s.
We have observed that for x = 0, MLs were heavily distorted already at 750◦C and for
x = 0.33, it occurred at 850◦C. For x = 0.5 and 0.66, the change of period was only
around 5% even at 850oC. All structures collapsed at 1000oC. However, the reflectivity
of mirror decreases inherently with increasing x because the optical contrast between the
reflector and spacer becomes lower. These results are shown in Table 8.1.3.

ii) For comparison, same samples were treated by high intensity pulses of excimer XeCl laser
(wavelength 308 nm) at the fluences F = 0.075 - 0.6 cm−2 [DAN96]. The number of
pulses of 30 ns duration used for the irradiation of samples were N = 1, 10 or 100. After
irradiation at F = 0.6 Jcm−2/N = 1, some changes were observed in all samples, but they
were not detrimental. After N = 100 pulses of the same fluence, W/Si and W0.33Si0.66/Si
MLs collapsed, W0.66Si0.33/Si ML was heavily distorted, however, W0.5Si0.5/Si ML was
practically unchanged in terms of period thickness. These results confirm that the resis-
tance against laser irradiation increases with x from 0 to 0.5. The unexpected decrease
at x = 0.66 is explained by a gradual loss of the refractory nature of tungsten when it is
diluted by Si. The corresponding reflectivity data are shown in Table 8.1.4.

In conclusion, it was observed that the thermal stability of W/Si MLs may be increased by
appropriate doping of W by Si. It has been shown that W0.66Si0.33/Si MLs have also outstanding
smoothness and conformity in periodicity and therefore they were used for the fabrication of
curved graded ML mirrors instead of standard W/Si structures [MICH02].
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Tab. 8.1.4. Soft X-ray reflectivity data of laser treated samples at the first Bragg peak (BP) position measured
at the angles of incidence 36◦ - 43◦ with respect to the normal. λ is the wavelength. Samples were treated
by XeCl laser pulses at the fluence F = 0.6 Jcm−2 by N = 1 or 100 pulses [DAN96].

annealing W/Si λ R W0.5Si0.5/Si λ R W0.33Si0.66/Si λ R
[nm] [%] [nm] [%] [nm] [%]

as-deposited 13.1 6.8 13.4 2.4 13.0 1.0
N = 1 13.3 2.4 13.3 0.5 13.5 0.5
N = 100 — no BP 13.6 0.5 — no BP

Tab. 8.1.5. The layer thicknesses dCo, dW and dSi, period d = dCo + dW + 2dSi, geometrical interface
roughness σ, lateral correlation length ξ and vertical correlation length Lvert of the interfaces in Co/Si/W/Si
MLs obtained by simulation of the reflectivity and XRIDS spectra of the as-deposited and RTA treated ML1
and ML2 [LUB99].

ML dCo dW dSi d σ ξ Lvert

[nm] [nm] [nm] [nm] [nm] [nm] [nm]
ML1 as-deposited 2.1 1.6 5.1 13.9 0.65 20 50

500◦ C/30 s 3.1 1.6 4.5 13.7 0.60 20 50
ML2 as-deposited 3.8 2.0 6.8 18.0 0.70 100 90

500◦ C/30 s 4.2 2.0 6.1 17.0 0.80 60 90

Another way to increase the thermal stability of W/Si MLs is to stabilize the ML structure
by the combination with another reflecting element, e.g. with Co. In Co/Si couple, Co is the
dominant diffuser. According to the thermodynamic parameters [MUR83], Co silicides should be
formed prior to W silicides. Considering the amorphous interlayer formation at the interfaces, a
layered structure composed of Co/Si/W/Si periods with appropriate Co, W and Si layer thickness
could be more stable than simple W/Si ML. Two sets of MLs were investigated (Table 8.1.5).
The sequence of layers within the period was Si/Co/Si/W starting from the substrate, the number
of periods is N = 5 [LUB99, MAJ96, JER00].

We have shown that for appropriate Co, Si and W layer thickness, high thermal stability can
be achieved. The ML1 persists up to 850◦C for 30 s of RTA and the ML period changes only
slightly up to this temperature. Our studies showed that during the deposition, an amorphous
intermixed layer is formed at Co/Si interfaces and at elevated temperatures, the nucleation of
various Co silicides takes place. The formation of Co-Si mixture is alleviated by thinner and
partially discontinuous Co layers (ML1). According to the published data [HOL89b], the Co-Si
interlayer does not grow under annealing but formation of silicides is observed instead. Crys-
tallization of an amorphous phase of a close composition is not connected with a large volume
change and usually does not exceed several %. Therefore, the ML1 period remains almost un-
changed. Moreover, most part of Si is consumed by reaction with Co and thus the processes
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at W/Si interfaces are suppressed. For ML2, the thicker Co layers are partially crystalline and
crystallization of Co-Si at elevated temperatures was connected with larger volume changes.
The large difference in lateral correlation lengths between the as-deposited ML1 and ML2 is ex-
plained by the break up of the lateral correlation due to the partial discontinuity of Co layers in
ML1. The large decrease of the lateral correlation length for annealed ML2 in comparison to the
as deposited state corresponds to the crystallization of CoSi evidenced also by X-ray diffraction.

8.2 Short period multilayers

Minimization of optical aberrations by maximizing the angle of incidence is general effort which
results in near-normal incidence geometry. Differently to EUV region, such a geometry for soft
X-rays can be realized only at extremely short ML periods down to 2 nm or less, soft X-ray
mirrors working in a so-called water window 2.33 - 4.36 nm being a typical example. The water
window is located between K absorption edges of oxygen and carbon where the absorption co-
efficient of water is very low while C containing organic or biological materials are absorbing.
Consequently, living cells can be observed in vivo in their natural environment [PAL]. The exam-
ples are V/Al2O3 [NEF01], Ni/C/Ti/C [TAK01], W/Sc, Cr/C [AND03], Cr/Sc, W/B4C [BIB05],
CrN/ScN superlattice [BIR06], Sc/Cr [SAL97, YAM99b, KUH02, BIR03].

Another application example of ultra-short period MLs are coatings in hard X-ray telescopes
working above 50 keV, e.g. W/Si and Pt/C [MAO99]. Here, the angle of incidence is inherently
grazing even for ultra-short periods. Debye-Waller attenuation factor for the X-ray reflectivity
DWF drops down rapidly with reduction of the ML period unless the interface width is reduced
in the same way. Therefore, the interface quality becomes inherently crucial for the layer thick-
nesses below 1 nm. For example, the interface width of 0.1 nm reduces the reflectivity by≈ 50%
for the period of 1 nm (the value of DWF). Actually, the ability of a material pair to yield struc-
tures with minimum interface roughness rather than X-ray optical constants is important for
ultra-short period mirrors [SCHA00]. The materials must also provide continuous layers, the
critical thickness being mostly 0.5 - 1 nm. No less important is the uniformity of the ML stack.
It was shown [BIB05] that period fluctuations should not exceed ≈ 1/N (N - number of pe-
riods) which gives fluctuations less than 0.0025 nm for a period of 1 nm and N = 200 - 700.
The issue of thermal stability is also more critical than in convenient MLs. Therefore, ultra-short
period MLs are challenging for thin film technology and materials science generally. Deposition
process requires a tight control, stability and fast switching between the materials. A detailed
interface characterization provides a necessary feedback.

We present here several types of ultra-short period MLs with different miscibilities of the
constituents which were presented in our recent paper [JER08]. They were fabricated by differ-
ent techniques in order to study and to compare them in terms of the interface quality and thermal
stability combining the methods of the specular/non-specular X-ray reflectometry, transmission
electron microscopy and X-ray and electron diffraction. An insight into interface phenomena is
a prerequisite for a proper material pair choice compatible with ultra-short periods and subse-
quently for a knowledge-based and targeted optimization of fabrication conditions resulting in
high-performance interference mirrors.

Because of the lower absorption far above the K absorption edges, Cu and Ni are promis-
ing refractory metals to replace W or Pt in ultra-short period grazing incidence X-ray mirrors
working close to 100 keV. When combining them with a low-absorption spacer, optical criteria
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worked out for a proper material pair choice [YAM99b] are fairly satisfied.
Long-term room-temperature (RT) stability and narrow interfaces below 0.3 nm were re-

ported for dc sputtered Cu/Si MLs with the period down to 2 nm [MAO99, WIN99]. However,
a rather large solubility and diffusivity of Cu in Si of 75% and 1.6 × 10−10 cm2/s, respectively,
may pose a problem at elevated temperatures regardless the deposition technique, especially for
ultra-short periods. As a part of our work, we inspected this issue in detail in the MLs prepared
by electron-beam evaporation in ultra-high vacuum (UHV).

Ni/C MLs were studied more frequently, e.g. in connection with the development of Göbel
mirrors for laboratory X-ray sources or normal-incidence mirrors working at C-K edge. Carbon-
based MLs are known to have a good thermal stability. Ni/C mirrors were found to be stable
up to 300◦C [LOD96, NAK92] but the interface width in the as-deposited state proved to be
larger than that in Cu/Si ones. Therefore, Ni/C mirrors with periods down to 3 nm are rather
exceptional. Common Ni/C mirrors were prepared mainly by rf/dc sputtering [DUP90b, FRI97,
BOR00, ULM00] or by pulsed laser deposition (PLD) [CHE00, DIE02, KOV03]. Energetic
adatoms in these techniques result in rather smooth interfaces. On the other hand, PLD is known
to produce mixing and interdiffusion which may broaden interfaces and deteriorate reflectivity.
Electron-beam UHV evaporation is less prone to the these effects but being used for Ni/C mirrors,
an in-situ ion-beam etching of Ni layers had to be applied to reduce the geometrical interface
roughness [PUI91, PER02]. Energy dissipation from hot spots created by the ions impinging
under particular angle smoothes the deposited surface. As a cheaper and simpler alternative to
ion beam etching, we tested UHV electron beam evaporation with an in-situ substrate heating
to prepare ultra-short period MLs from Ni/C couple. A larger surface mobility of adatoms is
expected to heal the interface roughness and to obtain thin layers but the substrate temperature
must be optimized to avoid an enhanced constituent mixing. A low solubility of C in Ni (0.55%
at 1300◦C) and practically zero one of Ni in C render Ni/C couple very suitable for such a
technique. Moreover, bulk nickel carbides are formed far above 1000◦C.

Cu/Si and Ni/C samples were deposited in a UMS 500 Balzers apparatus in a vacuum of
10−7 Pa onto silicon wafers with a native oxide layer. Typically, 10 - 15 periods of 1.5 - 3.2 nm
were deposited starting with Si (Ni) and the same layer was used as a cover layer. Different
deposition temperatures up to 160◦C were tested for both couples to optimize the ML stack. A
vacuum furnace annealing at 10−4 Pa was applied to test the thermal stability.

Thermal stability of MLs can be improved by compound layers following a simple argument
that compound decomposition is required before the formation of new mixed phases [JAN04].
Recently, thin B4C interlayers were applied as diffusion barriers for Mo/Si and Sc/Si systems
[BOT03, JAN04]. We tested the merit of spacer compound layers by application of B4C instead
of C in combination with Ni. For compound layers, sputtering is necessary. A sputter deposition
based on distributed electron cyclotron resonance (DECR) was used to prepare Ni/B4C ML. The
advantages of this method were discussed elsewhere [MOR99]. A low argon gas pressure of
10−1 Pa results in smooth interfaces so that a large number of periods is needed to utilize the
X-ray diffuse scattering for interface characterization. In particular, 400 periods of 1.59 nm were
coated on a Si wafer starting with B4C, the spacer material being used also for the top protective
layer of the double period thickness. A rapid thermal annealing in pure nitrogen in addition to
the long-term vacuum one was applied to study the decay of the ML structure in detail.

For nanometer-scale period MLs it is useful to utilize mutually immiscible materials to reduce
the mixing at interfaces. Sc/Cr couple with positive heat of formation was proposed several times
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Fig. 8.2.1. High resolution CS TEM image of the Sc/Cr multilayer (period 1.75 nm) taken close to the
substrate [MAJ06].

for microscopy in the water window [SAL97, SCHA98a, KUH02, BIR03] but the growth process
and interface properties are not well understood yet. Particularly, a low solubility and mixing
cannot be excluded as the heat of formation, though being positive, is rather small (1 kJ/g.at).
Moreover, ultra-short period immiscible MLs are prone to degradation to granular systems under
a thermal load via crystallization and grain boundary diffusion. We inspected the interface quality
and thermal stability of Sc/Cr mirrors prepared by the ion beam sputtering of the ECR type
operating at the lowest Ar gas pressure of 10−3 Pa. These mirrors were prepared at Tohoku
University, Sendai. The details of the deposition may be found elsewhere [SAK99]. Up to 250
periods of 1.3 - 1.75 nm were deposited onto Si wafers starting with Sc. The thermal treatment
was done in a vacuum of 10−4 Pa.

A comprehensive characterization of Sc/Cr MLs (d = 1.75 nm, N = 250) in terms of the
intermixing, geometrical interface roughness, its replication and crystalline structure of the layers
was performed [MAJ06]. This characterization relies on a single set of simulation parameters
retrieved from the reflectivity and the reciprocal space map of the X-ray diffuse scattering. The
ML parameters were further refined by the simulation of the soft X-ray reflectivity measured at
near normal incidence. We demonstrated that such an approach overcomes ambiguities of the
evaluation.

From the CS-TEM image of a part of the ML stack (Fig. 8.2.1), the regularity of the ML is
clearly visible. The reciprocal space map of the diffuse scattered intensity at grazing incidence
is shown in Fig. 8.2.2a, the simulation of the reciprocal space map in Fig. 8.2.2b. The high
intensity band parallel to qz for qx close to 0 corresponds to the specular reflectivity scan. The
region of enhanced diffusely scattered intensity outside the specular reflectivity line is evident
(increased brightness) which suggests the correlation between the roughness of interfaces across
the multilayer.

For a quantitative check of the simulation, the scans along qx (qz = 0.362 Å−1) and qz (qx =
−0.005 Å−1) along with their simulations are shown in Figs. 8.2.3a and 8.3.2b, respectively.
According to our simulations, Lz = 35 ± 2.5 nm which corresponds to ≈ 20 periods and
ξ = 7± 1.5 nm (Table 8.2.1).
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Fig. 8.2.2. (a) Reciprocal space map of the Sc/Cr multilayer measured around the first Bragg maximum.
(b) Simulation of the reciprocal space map using the parameters given in Table 8.2.1 [MAJ06].

Although the interface roughness is small, it is about 20% of the layer thickness of Cr and
Sc. It should be noted that for the layer thickness of 1 nm or less, the validity of the model
might be questionable. Also, the optical constants of ultrathin layers may differ from those
given in databases, especially near the absorption edge. However, an agreement between our
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Fig. 8.2.3. The qz scan at qx = −0.005 Å−1 (a) and qx scan at qz = 0.362 Å−1 (b); the points are
experimental data, the solid line is simulation [MAJ06].

Tab. 8.2.1. Parameters of the Sc/Cr ML obtained by reflectivity and reciprocal space map simulations.
d-layer thickness, N -number of periods, σeff -effective interface roughness, ξ-lateral correlation length,
Lvert-vertical correlation length, h-fractal parameter [MAJ06].

dSc dCr N σeff Cr on Sc σeff Sc on Cr ξ Lvert h
[nm] [nm] [nm] [nm] [nm] [nm]
0.834 0.932 250 0.28 0.25 7± 1.5 35± 2.5 1

experimental and calculated reciprocal space maps suggests that the calculated parameters are
reasonable.

We compared the data of the soft X-ray reflectivity around the wavelength of 3.13 nm ob-
tained on the same sample with our model. The agreement confirms the validity of the model.
Additionally, a slight grading of the ML period across the stack, giving a 0.05 nm increase from
the first to the last period, had to be introduced to obtain a reasonable simulation. The net change
of the period was also assumed for simulations of the X-ray reflectivity and reciprocal space
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Tab. 8.2.2. The XRR and XRIDS simulation parameters of several Cu/Si MLs (10 periods). d, σeff , σ, ξ,
Lvert, h stand for the layer thickness or multilayer period, interface width, geometrical interface roughness,
lateral and vertical correlation lengths, and fractal parameter, respectively. Bulk densities were used for the
simulations. For d < 2 nm, the XRIDS around the 1st Bragg peak was too low above the background to be
simulated reliably (last column).

deposition temperature RT 80◦C 80◦C
dCu [nm] 1.22 1.27 0.65
dSi [nm] 2.25 1.9 0.98
d [nm] 3.47 3.17 1.63
σeff Si−on−Cu [nm] 0.7 0.5 0.7
σeff Cu−on−Si [nm] 0.6 0.45 0.6
σSi−on−Cu [nm] 0.4 0.3 —
σCu−on−Si [nm] 0.35 0.25 —
ξ [nm] 10 10 —
Lvert [nm] 30 30 —
h 0.2 0.3 —

map measured with hard X-rays. However, this model refinement had a negligible effect on the
grazing incidence spectra and demonstrates a complementarity between the grazing and normal
incidence reflectivity measurements. From both reflectivity and reciprocal space map simula-
tions, it follows that the effective interface roughness and geometrical roughness of Sc/Cr and
Cr/Sc interfaces are identical which corresponds to the low mutual solubility of both components
[MIE76].

The thermal stability of Sc/Cr ML was reasonable. A slight 2.4% increase of the period at
280◦C can be attributed to some structural ordering in the Sc and/or Cr layers. The reflectivity
of the ML decreased considerably only after a 3 hour annealing above 300◦C, proving that the
Sc/Cr combination is a good choice for mirrors in the water window region.

Cu/Si couple provided very regular UHV evaporated ML stacks with amorphous or micro-
crystalline layers at different deposition temperatures. The interface roughness σ and mixing
quantified as σeff − σ were minimized at 80◦C. Examples of the XRR and XRIDS simulations
of the optimized ML are shown in Fig. 7.2 and Fig. 8.2.4, respectively. The simulation param-
eters for RT and 80◦C depositions are compared in Table 8.2.2. Below 2 nm ML period (last
column), the ML gets discontinuous and the interface roughness increases.

An asymmetry between the roughness of Cu/Si and Si/Cu interfaces shows that Cu layers
grow rougher while the mixing is comparable. The interface widths σeff are rather independent
of the ML period down to ≈ 2 nm. Below ≈ 2 nm, the ML Bragg peak in the XRR curve is
poorly resolved above the background while Kiessig fringes are still visible which indicates that
mixing at interfaces destroys the ML stack. The vertical correlation length is comparable with
the total multilayer thickness giving rise to a pronounced resonant diffuse scattering around the
Bragg peaks. A quickly saturating reflectivity drop at RT, which reached≈ 25% on the 1st Bragg
peak 2 weeks after the deposition, was observed. A severe suppression of the ML Bragg peaks
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Fig. 8.2.4. Rocking curve simulation of the Cu/Si ML deposited at 80◦C with the simulation parameters
indicated in Table 8.2.2. The rocking curve was measured with the detector fixed at the 1st Bragg maximum.
The qx stands for the lateral (along the surface) components of the scattering vector (wave vector transfer)
(dots – measured points, line – simulation). The simulated specular reflectivity is shown in Fig. 7.2.

due to a strong mixing and interdiffusion was induced by the 100◦C/1h annealing and the ML
collapsed at the 200◦C/1h one. Here, an onset of η′(Cu,Si) tetragonal phase formation (JCPD-
ICDD data set file no. 23-0224) was revealed by the XRD, starting presumably in the mixed
regions. Fast grain-boundary diffusion of Cu into Si layers mediated by this interface phase
then accelerated the multilayer degradation. Nevertheless, the interdiffusion with the substrate
was not developed yet after the 280◦C/1h annealing as suggested by the presence of the Kiessig
fringes in the XRR curve.

The quality of the ML stack proved to be more sensitive to the UHV deposition temperature
for Ni/C couple where a well resolved ML Bragg peak in the XRR was observed only around
80◦C. A comparison with Cu/Si MLs of similar periods shows slightly rougher and more mixed
metalloid-on-metal interfaces and shorter correlation lengths after deposition (Table 8.2.3). HR
TEM revealed that Ni layers contained grains with locally well ordered regions inside (Fig. 8.2.5)
which control the interface morphology. The interface width obtained from the XRR reaches the
value of 1 nm for the ML period below 3 nm suggesting agglomeration effects in Ni. This
observation compares well with a percolation threshold around 2 nm found in sputtered samples
[BOR00] at which Ni forms coalescent layers. The interface correlation lengths indicated by the
XRIDS are much shorter in Ni/C than in Cu/Si MLs while fractal behavior (h < 1) is observed in
all cases. Such a behaviour was reported for Ni/C MLs previously from post-deposition atomic
force microscopy measurements [ULM00].

A step-like vacuum annealing from 100◦C up to 350◦C with 50◦C steps and a duration of
4 hours at each step was applied to the sample with the nominal ML period of 3 nm. After
each annealing, the sample was cooled down in vacuum and measured at RT. The XRR and
XRIDS simulation parameters are also shown in Table 8.2.3. An increase of the σ and σeff − σ
values indicates an advanced interface roughening and interdiffusion, respectively, before the
ML breakdown at 350◦C. Cross-sectional HR TEM image of the collapsed ML showed well
developed grains embedded in a disordered matrix (Fig. 8.2.5b). The grains are composed of Ni
of fcc symmetry according to EDX and ED analyses while the matrix is formed by C and a small
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Tab. 8.2.3. The XRR and XRIDS simulation parameters of a Ni/C ML (10 periods) deposited at 80◦C. Four
hour annealings at each temperature were successively applied to the same sample. The XRIDS was not
measured in the temperature region where the XRR did not change qualitatively. The meaning of parameters
is the same as in Table 8.2.2, ρ is the density of the respective element.

annealing temperature as-dep. 100◦C 150◦C 200 ˚ C 250◦C 300◦C
dNi [nm] 1.26 1.26 1.28 1.32 1.33 1.34
dC [nm] 1.89 1.89 1.92 1.98 1.99 2.01
d [nm] 3.15 3.15 3.2 3.3 3.32 3.35
ρNi [g/cm3] 8.9 8.9 8.9 8.5 8.5 8.0
ρC[g/cm3] 2.2 2.2 2.1 2.0 2.0 1.8
σeff C−on−Ni[nm] 0.65 0.65 0.7 0.75 1.1 1.6
σeff Ni−on−C [nm] 0.45 0.45 0.5 0.55 0.7 1.2
σC−on−Ni [nm] 0.35 — — — 0.5 0.8
σNi−on−C [nm] 0.25 — — — 0.3 0.4
ξ [nm] 5 — — — 8 10
Lvert [nm] 10 — —- — 3 1
h 0.25 — — — 0.18 0.25

Fig. 8.2.5. Cross-section HR TEM images of the as-deposited (a) and collapsed (b) Ni/C ML whose XRR
and XRIDS simulation parameters are given in Table 8.2.3.

fraction of fine granular fcc Ni. Obviously, the annealing stimulates the growth and coalescence
of original Ni grains found in the as-deposited state which governs also interface morphology as
reflected in an increase of the lateral correlation length and a decrease of the vertical correlation
of the interface roughness (decay of interface conformality). As soon as Ni grains are well
developed and the ML gets discontinuous, diffusion of C along Ni grain boundaries may also
contribute to the ML breakdown. A complete diffusion of C into Ni layers was reported in
the past [DUP90]. The observed thermal stability is comparable with sputtered and PLD Ni/C
mirrors [NAK92, LOD96, CHE00].

It is worth noting that the ML period steadily increases and C layer densities decrease when
increasing temperature above 100◦C. Similar effects were reported in sputtered Ni/C MLs with
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Tab. 8.2.4. The XRR simulation parameters of the as-deposited Ni/B4C ML (400 periods). Meaning of the
parameters is the same as in Table 8.2.2.

dNi [nm] dB4C [nm] d [nm] σeffNi−on−B4C [nm] σeffB4C−on−Ni [nm]
0.78 0.81 1.59 0.28 0.26

larger periods [DUP90, DJA00] and were attributed to a transformation of the amorphous into
the graphitic-like structure. Though we were not able to trace this effect directly by HR TEM
or XRD due to very thin C layers, the observed growth and coalescence of Ni grains connected
with a long-distance collective diffusion of Ni atoms across C regions may induce graphitization.
It was shown that such a metal-driven graphitization is preferred to carbide formation when C is
in excess [SIN02] which explains also the absence of carbide formation in the temperature range
applied. Once initiated, the graphitization due to Ni diffusion proceeds even at RT as evidenced
by ≈ 8% increase of the ML period which was observed on the sample annealed at 300◦C after
a 16 month RT storage.

Ni/B4C MLs prepared by sputtering with distributed electron cyclotron resonance (DECR)
ion source do not suffer from agglomeration effects in Ni as a ML with a period below 2 nm and
extremely small interface width below 0.3 nm could be deposited (Table 8.2.4). Obviously, much
higher adatom mobilities at DECR sputtering than at UHV deposition have a healing effect on
the geometrical interface roughness and layer continuity at small thicknesses which goes in hand
with amorphous character of the layers as confirmed by XRD and ED. On the other hand, the
presence of compound layers does not favour mixing effects. No less is important the fact that
substitution of C for B4C has no detrimental effect on the theoretical optical contrast. Neverthe-
less due to very smooth interfaces, a large number of periods was necessary to visualize XRIDS
effects in RSM. Only the XRIDS around the 1st ML Bragg maximum was usable (Fig. 8.2.6a)
as the 2nd maximum emerges directly from the instrumental background and the higher orders
cannot be seen at all. This fact is a consequence of the ultra-short ML period when the mea-
surements of RSM are especially instructive. A concentration of XRIDS in the form of a sheet
around the Bragg peak (resonant diffuse scattering) is a clear sign of a partial vertical correlation
of the interface roughness while its distinct asymmetry is rather exceptional. HR TEM revealed
that the interfaces are rather wavy and partly copy each other.

The as-deposited Ni/B4C ML was first exposed to several isothermal annealings at 300◦C
up to 8 hours of total time with no significant changes of XRR but a slight improvement of the
peak reflectivity on the 1st Bragg maximum. Contrarily, an additional annealing at 400◦C/2
hours destroyed the ML completely and the Bragg peak disappeared. Therefore an intermediate
350◦C/2h annealing, which brought about a decrease of the peak reflectivity by ≈ 1 order of
magnitude, was done independently. Such a pre-annealed sample was then processed by a series
of 5 or 10 minute rapid thermal annealings (RTA) with a step-like increase of temperature up to
520◦C which resulted in a further severe reduction of the peak reflectivity and a reduction of the
ML period from 1.59 nm to 1.54 nm, the 1st Bragg maximum being still well resolved. This
reduction may be attributed to the annealing-out of the excess free volume typical for amorphous
structure. HR TEM inspection showed that the layered structure without mixed regions but
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Fig. 8.2.6. Reciprocal space maps of the as-deposited (a) and annealed up to 520◦C (b) Ni/B4C ML around
the 1st Bragg peak. In the former map, the shadow of a beam stopper protecting a position-sensitive detector
hides the XRR whose simulation parameters are shown in Table 8.2.4. The second map was measured with
a point detector.

with many topological defects was still preserved. The RSM (Fig. 8.2.6b) exhibits substantial
changes in comparison with the as-deposited state. Though it was not possible to simulate RSM
with common correlation functions presented in the previous section, a qualitative change due
to the annealing could be simulated when doubling the lateral correlation length from 10 nm to
20 nm. This increase cannot be attributed to the grain growth as in the case of Ni/C couple as no
crystallization inside the ML was observed. However, large recrystallized regions in the substrate
at the interface with the ML, presumably Ni silicide grains, could be seen locally by TEM.
After the ML breakdown, the original layered structure was transformed into an inhomogeneous
amorphous-like structure with only one diffuse ring in ED. This collapsed ML keeps still a sharp
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interface with the substrate. HR TEM revealed a rare occurrence of crystallographically ordered
regions, probably (111) planes of fcc Ni. This fact suggests that Ni diffusion controls the ML
breakdown as in Ni/C couple but the mechanism of decay of the compound layers is rather
unclear in the absence of a crystalline phase formation. Nevertheless, any deviation from the
compound stoichiometry, which is common in extremely thin layers, may affect thermal stability
of Ni/B4C mirror adversely.
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9 Examples of GMR structures

9.1 Effect of interface roughness on GMR behaviour

The GMR effect results from the fact that the electronic band structure of a defect-free system is
different for majority and minority spins, and from the spin dependence of the electron scattering.
The resistivity is determined by the bulk scattering (scattering by impurities and other defects
inside the layers) and by the scattering on interfacial imperfections (roughness, intermixing)
[BAR97]. Both contributions are important and their relative role depends on the details of the
layered structure where also the crystallinity and crystalline phases are to be considered. The
ratio of the bulk and interface scattering can be changed by variation of the layer thicknesses,
roughness amplitude and impurity concentration. It was shown that for different ratios of the
bulk and interface scattering, an enhancement or suppression of GMR is observed [BAR96].

From the experiments it is known that the GMR behaviour depends strongly on the above
mentioned factors [PAR] but the experimental results are too complex for a straightforward in-
terpretation. It is even not clear whether the bulk or interface scattering dominate. Nevertheless,
in most GMR multilayered structures, the layer thicknesses are shorter than the electronic mean
free path but longer than the spin relaxation length. Therefore, assuming homogeneous layers,
the interface spin-dependent scattering should play the main role.

The apparent discrepancies of the published experimental data probably arise from the ab-
sence of detailed analysis of the interface roughness in the GMR samples. As it was shown
in Sec. 7, a detailed quantitative description of the interface roughness of a multilayer (peri-
odic or aperiodic) can be obtained by X-ray interface diffuse scattering (XRIDS) measurements.
Combining the X-ray reflectivity and XRIDS, the intermixing and geometrical roughness at the
interfaces can be distinguished. The theoretical approaches allowing simulation of the X-ray re-
flectivity and XRIDS data [SIN88, HOL93] were developed in the last decade of the 20th century
and were first applied to the EUV multilayer systems (Sec. 8).

For a full description of the multilayer interfaces, we need a set of parameters such as in-
terface width, lateral correlation length of the roughness, Hurst (or fractal) parameter h of the
interface and vertical correlation length of the roughness (see Sec. 6). Each of these parameters
could influence the spin-dependent electron scattering in a different way. Mostly the X-ray re-
flectivity measurements were used to characterize the layered structure of magnetic multilayers.
However, the X-ray reflectivity data do not allow a detailed interface roughness analysis includ-
ing the roughness vertical and lateral correlations and fractal dimension. Therefore, combined
reflectivity and diffuse scattering measurements should be performed in spite of the fact that the
most GMR systems are combination of metals like Co/Cu, FeNi/Cu with very close optical con-
stants in the hard X-ray range [CXRO]. This circumstance makes the analyses more complicated
and usually less accurate.

It was often assumed that the interface roughness enhances the GMR because of the increased
spin dependent scattering. An important role of the interface details affecting the interface scat-
tering contribution to GMR was pointed out by Zhang and Levy [ZHA92]. Later, Barnas and
Palasantzas analyzed the effect of the roughness correlation and fractal parameter h on GMR
[BAR97]. They showed that when the spin asymmetry of the bulk scattering was of the same
kind as that of the interface scattering, both contributions added constructively to build GMR.
Here, the GMR ratio varies monotonously with increasing h. When the spin asymmetries for
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Tab. 9.1.1. Heat of formation ∆H of immiscible combinations of elements often used in GMR research
and applications [MIE76].

∆H [kJ/g.at] Fe Co Ni
Cu +22 +13 +10
Ag +39 +26 +26
Au +12 +11 +11

the bulk and interface scattering are opposite, magnetoresistance varies with increasing h in a
complex way, showing generally an extreme at a certain value of the roughness.

In this section, the most important results on the correlation between the interface rough-
ness and GMR are presented. The most studied GMR systems are Fe/Cr multilayers, in which
the GMR effect was discovered, followed by Co/Cu, Ag/Co, Au/Fe, permalloy/Cu and other
multilayers and spin valves which are used for various applications. In general, these are the
combinations of ferromagnetic elements Fe, Ni, Co and their compounds on one hand and noble
metals Cu, Ag, Au on the other hand. These combinations are attractive because they belong to
immiscible systems with a positive heat of formation (Table 9.1.1).

Fullerton et al. [FUL92], using the reflectivity data, reported an increase of GMR in Fe/Cr
MLs due to an enhanced spin dependent scattering at rough interfaces. Similar results were re-
ported by Belien et al. for polycrystalline Fe/Cr multilayers [BEL94]. They showed that the
transport properties are governed by the interface scattering rather than by the bulk scattering
inside layers. GMR values were higher for the samples with smaller interface roughness; how-
ever, a small amount of steps at the interfaces enhanced the GMR. A detailed analysis of the
interface morphology of Fe/Cr epitaxial MLs was performed by Schad et al. [SCHA99]. The
interface roughness was modified by the heat treatment at various temperatures and the struc-
tures were inspected by the X-ray reflectivity and diffuse scattering. The GMR increased with
decreasing lateral correlation length of the interface roughness. As pointed out by the authors,
it is impossible to separate the contributions of both interface and bulk scattering to GMR in
polycrystalline samples. Only for a well ordered epitaxial structure, the bulk contribution could
be almost eliminated. At higher annealing temperatures, the interface width increases causing
a further increase of the GMR. However, a reduction of GMR with increasing interface rough-
ness and constant lateral correlation length was observed by the same authors in polycrystalline
Fe/Cr samples [SCHA98]. Here, the bulk and interface scattering contributions to GMR cannot
be separated.

Santamaria et al. [SAN02] published a comparative study of the growth, structure, mag-
netization, and magnetotransport in Fe/Cr superlattices. They found a clear dependence of the
resistivity and GMR on the long length-scale roughness of 10 - 20 nm. A long-scale roughness
may be relevant not only because of its contribution to scattering but also because of its influence
on magnetic properties at the interfaces. The saturation resistivity is determined by the lateral
correlation length of the roughness whereas the GMR is determined by the interface width.

Roughness of the interfaces can be modified by high energy ion irradiation. Kopcewicz et
al. [KOP03] studied the influence of 200 keV Ar-ion irradiation of sputtered Fe/Cr multilayers
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on their GMR. They observed a GMR decrease accompanied by an increase of the interface
roughness at the doses exceeding 53× 1012Ar/cm2. The authors concluded that the main effect
responsible for the GMR decrease was caused by a pinhole creation.

A similar approach was used by Gupta et al. [GUP06]. They modified the multilayer in-
terfaces by 100 MeV Au ion irradiation and studied its effect on GMR in epitaxial [Fe (3 nm)/
Cr (1.2 nm)]×20 multilayer. The interface was analyzed by the X-ray reflectivity and diffuse
scattering measurements at the energy just below the absorption edge of Fe. The diffuse scatter-
ing measurements showed that the irradiation resulted in a substantial decrease of the lateral cor-
relation length of the roughness while the rms roughness value changed only by a small amount.
Giant magnetoresistance measurement of the irradiated multilayer suggests that GMR is sensi-
tive mainly to the change of the rms roughness and only weakly to the variation of the lateral
correlation length of the roughness. In particular, a decrease of GMR by 2% was observed for
irradiated samples.

Kano et al. [KAN93] showed that in sputtered Co/Cu multilayers, the magnetoresistance
ratio increased with decreasing substrate temperature at the deposition. From the analysis of the
satellite peaks in the XRD pattern they concluded that the increase of GMR was connected with
a decrease of the interface roughness which enlarged the antiferromagnetically coupled areas.

The effect of the interface roughness on GMR in epitaxial Co/Re MLs was studied by Xu et
al. [XU04, XU07]. The roughness ranged between 0.3 and 1 nm and increased towards the top
of the multilayer. The crystalline structure of individual layers was very regular which resulted in
a low bulk scattering. The spin dependent scattering occurred mainly at the ML interfaces. The
authors showed that the interface roughness plays a dominant role in the studied GMR structures.

Different effects of the interface roughness on GMR in the CIP and CPP geometries were re-
ported by several authors [CHI98, CYR00, ZAM02]. Theoretical calculations showed [ALI03]
that in the short mean-free path limit, the resistance decreases in the CPP geometry and increases
in the CIP geometry. In the long mean-free path limit, the resistance increases in both configura-
tions due to an enhanced surface scattering.

The effect of annealing on Co/Cu interfaces was studied by molecular dynamics simulations
[SU03]. The results indicate that a pronounced interdiffusion appears, resulting in a long-range
migration of the Co atoms in Cu layers at elevated temperatures.

Computer simulations [NAG03] of the intermixing in NiFe/Cu and Co/NiFe/Co/Cu multi-
layers explained experimentally observed variations of the resistivity and GMR with thickness
of the NiFe, Cu, and Co layers and the variations of the interfacial intermixing and roughness,
leading to an increase of the thickness of a paramagnetic interfacial layer.

Correlation between the interface structure and GMR behaviour of the single spin valve
Co/Cu/Co structure with a NiO layer at the top or bottom was studied in ref. [ZHA04]. From
the X-ray reflectivity and diffuse scattering studies it follows that the interface roughness of NiO
on Co is much larger than that of Co on NiO. The interfaces become flatter under annealing.
Different temperature dependences of GMR were observed for the top and bottom spin valves
with the NiO pinned layer at the top and bottom, respectively. The authors assumed that this
behaviour was a consequence of the competition between the roughness and exchange effects of
the NiO/Co interface.

An et al. [AN06] analyzed the (Cu/Ni70Co30)× 20 and (Cu/Ag/Ni70Co30)× 20 multilayers.
They reported a formation of intermixed regions at the Ni70Co30-on-Cu interfaces. The results
suggest that addition of Ag suppresses the interfacial intermixing. X-ray diffuse scattering pro-
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files show that the interfacial lateral correlation length of the Ag-doped multilayer is longer than
that of the undoped multilayer and it does not change significantly under annealing. The addition
of Ag gives rise to smoother interfaces and results also in a good thermal stability.

The scattering at interfaces comes from the geometrical roughness with the lateral length
scale of the order of the mean free path of electrons and from the atomic scale roughness due
to the intermixing of atoms at interfaces. Impurity in the layer acts as a scatterer and affects
the scattering process depending on the position in the multilayer. It was shown that the GMR
ratio increased when impurities were introduced into the magnetic layers. Especially impurities
at interfaces produce efficient spin-dependent scattering [ZAH98]. Impurities in nonmagnetic
layers enhance the resistance whereas they do not produce a difference in the conductivity of the
parallel and antiparallel configurations. Therefore, they decrease the GMR ratio.

In addition to roughness, the grain boundary diffusion should be also born in mind in poly-
crystalline samples. This phenomenon is of special importance for immiscible systems which
exhibit the highest GMR, like Fe/Cr, Co/Cu, Ag/Co, Ni80Fe20/Au, and Ni80Fe20/Ag. Here, the
grain boundary diffusion might be a decisive detrimental mechanism. On the other hand it can
be employed for the improvement of GMR, as it was proposed by Hylton et al. [HYL93].

In general, it can be concluded that a broad variety of experimental results on GMR can be
systemized using one common denominator – interface roughness. On the other hand, a coherent
understanding of all effects was not achieved yet.

9.2 Orange peel coupling

One of the most important factors affecting the GMR behaviour in multilayers and spin valves
is the interlayer coupling between two ferromagnetic layers separated by a non-magnetic spacer.
This coupling is usually a sum of different mechanisms. Among them, the three most impor-
tant are: pinhole coupling, RKKY interaction and Néel coupling. Pinhole coupling is caused by
structural defects in the spacer layer. They can totally destroy the GMR. The RKKY interaction
oscillates with the spacer layer thickness as mentioned in Sec. 4. This coupling is due to the
indirect exchange mechanism. The third mechanism is the Néel coupling [NEE62], often named
orange peel coupling. Néel as the first considered magnetic dipole coupling between the two fer-
romagnetic layers separated by nonmagnetic spacer. The interlayer morphology has an impact on
the magnetic coupling of free and pinned layers due to the magnetostatic interaction of magnetic
dipoles induced by the interlayer roughness (waviness). It is accepted that full or at least partial
vertical correlation of rough interfaces in a spin valve system results in the Néel magnetostatic
coupling. This means that not only the interface roughness but also its lateral and vertical corre-
lations are important. The original Néel model was extended by Kools et al. [KOO99] for finite
thickness of magnetic layers and for stacks with columnar structures typical for metallic layers.

Néel coupling is explained in Fig. 9.2.1 considering the ferromagnetic coupling between two
interfaces separated by the non-magnetic spacer and the antiferromagnetic coupling between the
upper free layer interface and the upper pinned layer interface. The magnetostatic coupling with
the lower interface of the pinned layer is negligible. The Néel coupling field H can be thus
written as

HN =
π2
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Ms
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4σPσSe

−2π
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2d
λ − 4σPσF e

−2π
√
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Fig. 9.2.1. Néel coupling principle.

where the first and second terms on the right-hand side correspond to the ferromagnetic and
antiferromagnetic couplings, respectively. The Ms is the magnetization of the pinned layer, tF
is the thickness of the free layer, d is the thickness of the nonmagnetic spacer and σP , σs, and
σF stand for the roughness of the pinned, spacer and free layers, respectively. The λ is here the
period of the interface waviness which can be approximated by the lateral correlation length ξ
(see Sec. 7).

One of the most important tasks in CIMS spin valve research and development is the mini-
mization of the interlayer magnetic coupling between the free and pinned ferromagnetic layers
in order to achieve their parallel as well as antiparallel orientations.

9.3 Ag/Co multilayers

As it was already shown, the growth conditions and the presence of structural defects signifi-
cantly affect the AF alignment and thus also the magnitude of GMR in MLs. The quality of
interfaces is another factor which influences the value of GMR. We showed already in previous
sections that the interfaces can be modified by various types of heat treatment. Therefore, ther-
mal processing can significantly influence the GMR in MLs. Generally, annealing-out of defects
lowers the resistivity and, consequently, improves the GMR ratio. Another improvement of the
GMR by annealing associated with a “back diffusion” was reported by Shelp et al. [SHE92] for
Ag/Co MLs. Considering that Ag and Co are immiscible elements, smoothening of interfaces
upon annealing due to the back diffusion process could be assumed. A different effect of heat
treatment was reported by Dykes et al. [DIK90] for NiFeCo/Ag MLs with very thin magnetic
layers. Here, the breaking-up of the thin magnetic layers due to grain boundary diffusion of
Ag and formation of a discontinuous magnetic layer similar to granular structure [BER92] was
suggested. The authors found that the GMR and field sensitivity varied widely as a function of
annealing parameters.

In our works [LUB98, MAJ99, SPA99, JER00, LUB02], the effect of heat treatment on the
GMR using the pulsed excimer laser irradiation of Ag/Co MLs was studied. The advantage of
this type of heat treatment is the possibility to deposit a required amount of heat energy into the
volume of the film without interaction with the substrate.
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Tab. 9.3.1. The layer thickness dAg , dCo, multilayer period d, number of periods N and effective interface
roughness σeff determined from the X-ray reflectivity.

sample dAg [nm] dCo [nm] d [nm] N σeff [nm]
Ag2Co1 2.1 1.25 3.35 5 0.8
Ag3Co1 3.35 0.9 4.45 5 0.8
Ag4Co1 4.32 1.35 5.67 10 0.5
Ag6Co1 6.0 1.55 7.55 5 0.8

The samples were prepared in UHV apparatus (10−7 Pa and 10−6 Pa prior and during the
deposition, respectively) by e-beam evaporation onto oxidized Si substrates at room tempera-
ture. SiO2 thickness was 300 nm. The following MLs were prepared: (2 nm Ag/1 nm Co)×5,
(3 nm Ag/1 nm Co)×5, (4 nm Ag/1 nm Co)×10 and (6 nm Ag/1 nm Co)×5. They will be de-
noted as Ag2Co1, Ag3Co1, Ag4Co1 and Ag6Co1, respectively. With regard to Ref. [LOL95],
the 1 nm thick Co layers in Ag/Co MLs are assumed to be continuous.

The samples were processed with a Lambda Physik LPX 315i excimer XeCl laser with
beam homogenizer in a chamber evacuated down to 10−3 Pa. The laser fluences F were 0.1,
0.15 and 0.2 Jcm−2, the numbers of pulses directed to the same irradiation spot were N =
1, 10, 20, 50, 100 and 200. The pulse repetition rate was 10 Hz and the pulse duration 30 ns. The
electrical resistanceR(H) was measured as a function of the applied magnetic field up to 50 kOe
using a standard four-probe method with Ag contacts. Measurements were performed at 4.2 K in
two geometries : magnetic field perpendicular (⊥) or parallel (||) to the film plane. The current
was in the plane of the sample.

Since the direct measurement of temperature for the laser irradiated films is complicated due
to very fast heating and cooling rates, numerical calculations were performed [DAN88]. The
surface temperature and depth of melting were determined for each fluence. The results showed
that at the fluences F = 0.25 Jcm−2 both Co (Tmelt = 1768 K) and Ag (Tmelt = 1235 K) melt
in all types of MLs. For F ≤ 0.2 Jcm−2, Co layers remain solid. Ag layers remain solid in
all samples at F = 0.10 Jcm−2. They melt at F = 0.15 Jcm−2 in both Ag3Co1 and Ag4Co1
MLs but only for 0.25 Jcm−2 in Ag6Co ML. If Ag layers melt, they melt in the whole depth of
MLs. The respective time of melting increases with the increasing fluence; e.g. at the surface
of Ag4Co1 it is 30 and 56 ns for F = 0.15 and 0.2 Jcm−2, respectively. The calculations are
approximate as they do not reflect the structure of the layers and other parameters. The structural
parameters of the prepared samples are summarized in Table 9.3.1

The effect of laser treatment on GMR is summarized in Table 9.3.2. The most important re-
sult was obtained for Ag6Co1 MLs where the GMR increase of about 100% for both orientations
of the magnetic field was observed. A typical GMR dependence on the applied magnetic field
for Ag6Co1 sample irradiated at F = 0.15 Jcm−2 and 10 pulses at 4.2 K is shown in Fig 9.3.1.
The GMR increase is explained by the breaking-up of thin Co layers due to the grain bound-
ary diffusion of Ag. Supposing a typical value of the grain boundary diffusion coefficient at
the laser produced temperature [LUB98], the diffusion length of 1 nm (separation of Ag layers)
corresponds to the diffusion time of 600 ns, i.e. duration of 20 laser pulses, in a good agree-
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Tab. 9.3.2. GMR ratio and coercive field Hc at 4.2 K of Ag/Co MLs at various laser irradiation conditions,
measured with magnetic field in the film plane. F - fluence, N - number of pulses, E - deposited energy.
For Ag6Co1 ML, also the results for the magnetic field perpendicular to the film plane are given in the
parentheses.

sample F [Jcm−2] N E [Jcm−2] Hc [Oe] GMR [%]
Ag3Co1 as-deposited 0 0 800 11.5

0.15 1 0.15 1000 13.4
0.15 10 1.5 650 2.5
0.2 1 0.2 750 7.6
0.2 20 4 850 9.3

Ag4Co1 as-deposited 0 0 200 5.8
0.1 1 0.1 300 6.3
0.1 10 1 360 5.5
0.1 20 2 200 6.7
0.1 200 20 310 5.3

0.15 1 0.15 260 4.7
0.15 20 3 270 4.7
0.2 1 0.2 390 1.3
0.2 20 4 — —

Ag6Co1 as-deposited 0 0 430 (3900) 7.6 (7)
0.1 10 1 345 (4200) 12.5(11.7)

0.15 10 1.5 360 (3500) 14 (12.8)
0.15 50 7.5 360 (3100) 11.5 (14)
0.15 200 30 430 (3900) 15 (15)
0.2 20 4 330 (900) 13.5 (13.1)

ment with our irradiation conditions. This assumption is also supported by our diffusion studies
in Co/Ag/Co trilayers [LUB02]. The magnetization data confirm the breaking-up of Co layers.
Fig. 9.3.2 shows the temperature dependences of magnetization at 10 Oe after zero field cooling
(ZFC) and field cooling (FC) for the as-deposited and irradiated Ag/Co MLs. A clear difference
between the ZFC and FC curves for irradiated samples indicates the presence of a granular like
component [HON95].

For Ag4Co1 ML, the laser irradiation does not affect GMR in a systematical way. The largest
increase from 5.8 to 6.7% is for F = 0.1 Jcm−2 and 20 pulses. At higher fluences, the GMR
decreases to zero for F = 0.2 Jcm−2 and 20 pulses.

The different behaviours under laser treatment of Ag6Co1 and Ag4Co1 MLs correlates with
their different structure. Therefore, detailed structural studies were performed by the X-ray re-
flectivity and XRIDS. We traced the distribution of XRIDS throughout the reciprocal space by the
sample (detector) scans at a fixed detector (sample) position. Some examples of the reflectivity
and XRIDS measurements with their simulations are shown in Figs. 9.3.3 and 9.3.4, respectively.
The corresponding simulation parameters are summarized in Tables 9.3.3 and 9.3.4.
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Fig. 9.3.1. GMR at 4.2 K for Ag6Co1 irradiated at F = 0.15 Jcm−2 and 10 pulses at two basic orientations
of the magnetic field H .

Fig. 9.3.2. Temperature dependence of the magnetization for zero field (ZFC) and field cooling (FC) con-
ditions for Ag6Co1 as-deposited and irradiated at F = 0.15 Jcm−2 and 200 pulses.

The internal structure of the layers was checked by the XRD measurements and completed
by CS TEM. The GI XRD patterns of Ag2Co1 and Ag6Co1 MLs taken at the angle of incidence
α = 0.5◦ are shown in Fig. 9.3.5. Both MLs exhibit a complete set of diffraction maxima of
the face-centered cubic (fcc) Ag phase. Moreover, the maximum labeled as A may indicate the
presence of a small amount of the close-packed hexagonal (hcp) Ag phase (203 diffraction). Co
diffraction maxima cannot bet seen due to the small thickness of Co layers and a low scattering
power of Co atoms. Moreover, 200 diffraction of the fcc Ag phase partially overlaps with a
strong 002 one of the hcp Co phase (regular Co phase at room temperature). A trace of another
diffraction of hcp Co, namely 200, is seen and it is labeled as B. The polycrystalline fcc Ag
structure with random orientation of the grains persists after laser annealing at F = 0.2 Jcm−2.

The Bragg-Brentano XRD pattern of the as-deposited Ag4Co1 (Fig. 9.3.6) shows only 111
and 222 diffractions of fcc Ag. Moreover, the satellites around 111 diffraction are recogniz-
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Fig. 9.3.3. Evolution of the specular XRR with laser irradiation for Ag2Co1 (a), Ag4Co1 (b), and Ag6Co1
(c) MLs. The measured curves (dots) were simulated by Fresnel optical computational code (line). For
laser treated samples, the curves are multiplied by the factors of 103 (a), 103, 5 × 106, 109 (b), 5 × 102,
5 × 105, 5 × 108 (c) to shift them gradually upwards for clarity so that the scaling of the vertical axis is
valid only for as-deposited MLs [JER00].

Tab. 9.3.3. Evolution of ML parameters with laser annealing obtained from the specular XRR simulations
(Fig. 9.3.3). F , N , E, dAg, dCo, d and σeff stand for the fluence, number of pulses, deposited energy,
individual layer thickness, ML period and effective interface roughness, respectively. The layer thickness
fluctuations included in the simulations reach 3 - 5%.

sample F [Jcm−2] N E [Jcm−2] dAg [nm] dCo [nm] d [nm] σeff [nm]
Ag4Co1 as-dep 0 0 4.7 1.1 5.8 0.6

0.1 20 2 4.65 1.0 5.65 0.6
0.15 10 1.5 4.4 1.1 5.5 1.0
0.15 20 3 4.4 1.1 5.5 1.1
0.15 200 30 3.5 1.8 5.3 1.8

Ag6Co1 as-dep. 0 0 5.5 1.2 6.7 1.1
0.15 10 1.5 5.2 1.6 6.8 1.2
0.15 50 7.5 4.65 2.0 6.65 1.3

able. These features imply a strongly textured structure with (111) planes in Ag layers oriented
preferentially parallel to the surface which is confirmed also by CS TEM [MAJ99]. From the
positions of the satellites, the period of 5 nm is calculated corresponding to the ML period found
from the specular XRR. For F = 0.1 Jcm−2, a strongly textured structure is preserved up to
200 pulses. For F = 0.15 Jcm−2, the texture is gradually lost with increasing pulse number.
The satellites disappear and another 200 diffraction of fcc Ag emerges from the background. For
F = 0.2 Jcm−2, further diffractions appear.

From the specular XRR simulations (Table 9.3.3) for Ag6Co1 ML it follows that the grain
boundary diffusion of Ag atoms into Co layers is connected with a decrease of Ag layer thick-
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Tab. 9.3.4. ML parameters obtained form the simulations of the XRIDS of laser treated samples (Fig. 9.3.4).
The σ, ξ, Lvert, and h are the rms value of the geometrical interface roughness, lateral correlation length,
vertical correlation length and Hurst (fractal) parameter, respectively.

sample F [Jcm−2] N E [Jcm−2] σ [nm] ξ [nm] Lvert [nm] h
Ag4Co1 0.1 0 0 0.6 60 58 1

0.1 200 20 0.6 60 56.8 1
Ag6Co1 0.15 0 0 1.1 50 33 1

0.15 50 7.5 1.3 10 1 1

Fig. 9.3.4. Sample scans of Ag4Co1 (a) and Ag6Co1 (b) MLs before and after a laser irradiation. The
measured curves (dots) were simulated within distorted-wave Born approximation (line) and for the laser
treated samples, they are multiplied by a factor of 103 to shift them upwards for clarity so that the scaling
of the vertical axis is valid only for as-deposited MLs. The ∆ω means the offset from the specular position.
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Fig. 9.3.5. X-ray diffraction patterns of the as-deposited Ag2Co1 and Ag6Co1 MLs taken at a grazing angle
of incidence of 0.5◦. The pattern of Ag6Co1 ML is shifted upwards by 600 for clarity so that the scaling
of the vertical axis is valid only for Ag2Co1. The diffractions A and B are discussed in the text. Si 311
diffraction comes from the substrate.

nesses while opposite is the case for Co layers, the ML period being generally reduced. An
enhanced refractive index of Co layers (by 10%), which had to be taken into account in the
simulations, implies that these Co layers are in fact no more pure but “polluted” with Ag atoms
penetrating between Co grains. When Ag layers start melting, one can assume a mixing of the
liquid Ag/solid Co interfaces with a rapid solidification for each laser pulse. In the resulting
granular-like structure, the GMR value is determined by number, size, shape and distribution of
Co clusters depending solely on the details of a highly non-equilibrium solidification process.

For the as-deposited Ag4Co1 ML, the layer thicknesses remain rather unchanged under laser
treatment (Table 9.3.3) and the satellites around 111 diffraction of fcc Ag persist up to F =
0.15 Jcm−2 and N = 20 irradiation while the interface roughness increases. For N = 200,
Ag layers start melting and the GMR is unpredictably controlled by the granular-like structure
formed.

As the interface roughness values determined from the specular XRR and diffuse scatter-
ing simulations (Tables 9.3.3 and 9.3.4) are equal for all samples, the values of the interface
roughness found from the specular XRR simulations are the real (geometrical) ones and are fully
controlled by the grain morphology as may be expected owing to the immiscibility of Ag and
Co. Therefore, any change of the interface correlation, either lateral or vertical, is closely re-
lated to the grain morphology and size evolution induced by laser treatment. For Ag6Co1 ML,
the vertical correlation length, comparable with the total ML thickness in the as-deposited state,
decreases to the level of Co layer thickness for F = 0.15 Jcm−2 and N = 50. This means that
the grain boundary diffusion breaks the replication of interface profiles completely. Simultane-
ously, the lateral correlation length decreases 5 times which suggests the formation of smaller
grains in discontinuous ML, promoting the GMR ratio. A small value of the interface roughness
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Fig. 9.3.6. X-ray diffraction patterns of Ag4Co1 ML taken in Bragg-Brentano geometry before and after
one pulse irradiation with different fluences. The patterns of laser treated samples are multiplied by the
factors of 102, 104, 106, and 108 to shift them gradually upwards for clarity so that the scaling of the
vertical axis is valid only for the as-deposited ML. The superlattice satellites around Ag 111 diffraction are
shown in more detail in the inset. The diffractions coming from the substrate are labeled as “S” [JER00].

in the as-deposited Ag4Co1 ML is connected with its textured character resulting into ordered
grains, as observed by electron microscopy. Contrary to Ag6Co1 ML, the vertical and lateral
correlation lengths of the interface profiles are little affected by the laser treatment and remain
nearly the same for F = 0.1 Jcm−2 and N = 200 annealing. The interface roughness is also un-
changed. For F = 0.15 Jcm−2, the interface roughness increases implying a small reorientation
of the grains while the texture character of the ML structure is basically still preserved up to the
melting threshold for Ag layers, as indicated by the XRD measurements.

Considering the results of structural and interface analyses, the behaviour of the GMR laser
irradiated MLs can be discussed as follows. When Ag layers are polycrystalline and do not melt
under laser treatment, the Co layers become discontinuous due to the grain boundary diffusion
of Ag into Co. Assuming that the main contribution to GMR originates from random orientation
of the magnetic moments, this can explain the increase of GMR observed for Ag3Co1 ML at
F = 0.15 Jcm−2, N = 1 irradiation and Ag6Co1 ML for F = 0.1 - 0.2 Jcm−2 (Table 9.3.2).
The grain boundary diffusion at the interfaces is significantly suppressed when interfaces are
partially coherent and therefore, only slight changes of GMR are observed in Ag4Co1. When
Ag layers melt, the subsequent rapid solidification can produce granular-like structures indepen-
dently whether the interfaces were coherent or not in the solid state. In addition to the number,
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Fig. 9.4.1. XRR spectra of a trilayer Co(2 nm)/Ag(40 nm)/Co(1.5 nm) in the as-deposited state and after a
treatment by 1 KrF laser pulse at various fluences [LUB02].

size, shape and distribution of Co clusters determined by the details of the irradiation process,
the GMR value of such structures is affected also by a possible appearance of demagnetizing
interparticle interactions (cf. [VIE97]).

9.4 Sharpening of Ag/Co interfaces

Possible “back-diffusion“ effect and/or sharpening of the Ag/Co interfaces under laser heat treat-
ment was studied in Ag/Co bilayers and trilayers [DAN99, LUB02]. Co thickness ranged be-
tween 1 and 10 nm and Ag thickness between 15 and 50 nm.

The XRR spectra (Fig.9.4.1) show considerable changes under laser treatment. At F =
0.10 Jcm−2, the interfaces become sharper due to the densification of the structure and stress
release. At higher fluence, they deteriorate due to the solid-state diffusion. After melting of
Ag at F = 0.20 Jcm−2, the spectrum shows sharpening (number of the peaks increases again)
which may be attributed to the back-diffusion process. With further increase of the fluence,
the spectrum deteriorates again. The sheet resistance (Fig. 9.4.2) correlates with the XRR data.
After the initial decrease due to annealing-out of defects, the sharpening and intermixing effects
compete at higher fluences, controlling the Rs values.

The diffusion studies can be summarized as follows:

a) In the case of solid-solid interface, the results indicates the grain boundary diffusion. The
diffusion coefficient is D = 10−8 cm2s−1 at 1210 K and the activation energy of diffusion
is Q = 0.4 eV.

b) In the case of solid-liquid interface, the diffusion coefficient with the pre-exponential factor
Do = 3.8 × 10−7 cm2s−1 and activation energy Q = 1.5 eV were obtained. At 1380 K,
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Fig. 9.4.2. Sheet resistance of the trilayer from Fig. 9.4.1 in the as-deposited state and after treatment by
N = 1 and 10 laser pulses at various fluences [LUB02].

D = 1.3× 10−8 cm2s−1 for F = 0.20 Jcm−2 (not shown here). These values are typical
for diffusion in liquid metals and amorphous alloys [WAN99].

9.5 Fe/W and Co/W multilayers

GMR in MLs has been studied mostly in the stacks combined from mutually immiscible material
combinations, e.g. Cu/Co, Ag/Co. Their heat of formation ∆H is positive [MIE76]. There-
fore, interfaces are chemically sharp and formation of magnetically dead layers is suppressed
[GRU00]. For GMR applications, also tungsten spacer is of some interest because of its refrac-
tory nature and low electrical resistivity. Moreover, the heat of formation ∆H = 0 for the Fe/W
pair and is negative but of a low absolute value for Co/W (∆H = −2 kJ/g.at). Thus, some level
of immiscibility is expected also in these structures.

The intermixing at interfaces of excimer KrF laser irradiated Co/W and Fe/W MLs was inves-
tigated in some of our papers [MAJ02, MAJ03b, CHU05]. These MLs have never been reported
to exhibit giant magnetoresistance to our knowledge. The Fe/W and Co/W MLs with magnetic
layers of 1 or 2 nm nominal thickness and W layers of 1, 2, 5, or 7 nm thickness were e-beam
deposited in UHV of 10−7 Pa at 70 - 200◦C onto Si substrates with a 300 nm thermal oxide layer.
MLs with 5 and 10 periods were prepared. W was the top layer to avoid surface corrosion. The
samples were irradiated by an excimer KrF laser (λ = 248 nm) with a homogenizer (homogene-
ity > 95%) in dry vacuum (5× 10−4 Pa). Fluences F = 50 - 250 mJ/cm2 and number of pulses
N = 1 and 10 directed to the same spot were used. The length of pulses and their repetition rate
were 30 ns and 5 Hz, respectively. The magnetoresistance was measured at RT and 4.2 K in the
current-in-plane geometry by a standard four-probe method in the field up to 5 T in the plane of
MLs and perpendicular to the current direction.

From the calculations of the temperature evolutions of the laser irradiated samples it follows
that the MLs remain solid up to F = 100 mJcm−2 and Fe, Co melt completely and SiO2 partly
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Tab. 9.5.1. GMR ratio data at 4.2 K of (Fe/W)×5 and (Co/W)×5 MLs with the nominal thickness of 1 or
2 nm of Fe, Co and 2 or 5 nm of W. The dFe, dCo, dW are the values of the respective thicknesses from the
XRR spectra simulations. The saturated magnetization values Ms are also shown. The samples denoted by
asterix were irradiated at F = 100 mJcm−2 by 10 pulses. (A decrease of the layer thickness ≈ 5 - 10%
was observed only at F ≥ 150 mJcm−2.)

# sample dFe,Co [nm] dW [nm] GMR [%] Ms [10−3 emu]
1 Fe/W 0.9 0.8 — —
3 Fe/W 2.2 2.3 0.60 0.17
4 Fe/W 0.9 5.2 0.16 0.07
5 Fe/W* 0.9 5.2 0.30 0.06
6 Co/W 1.3 2.5 0.22 0.07
7 Co/W* 1.3 2.5 0.05 0.07

at F ≥ 200 mJcm−2. W remains solid at all fluences used [MAJ02, MAJ03b].
From the XRR we concluded that the effective interface roughness (including intermixing)

was similar for both types of MLs in the as-deposited state, namely σeff = 0.5 - 0.8 nm for
Co/W and σeff = 0.4 - 0.9 nm for Fe/W. Differences appear when the geometrical roughness
inferred from the XRIDS is considered, being σ = 0.3 nm for Co/W and σ = 0.3 - 0.8 nm for
Fe/W. Thus, intermixing given by the difference between these two types of roughness is higher
for Co/W MLs which probably corresponds to the negative heat of formation. After the laser
irradiation, the interface parameters of Co/W MLs including intermixing are almost doubled for
the fluence F = 150 mJcm−2 and N = 10. For Fe/W MLs, σeff increases only slightly, being
1 nm after F = 250 mJcm−2 and N = 10 irradiation. Thus, Fe/W interfaces are more resistant
against laser irradiation. With the exception of the MLs with nominal layer thicknesses of 1 nm,
which were amorphous, both types of MLs show one-axial texture along [110] direction. For
Co/W ML, also superlattice-like satellites corresponding to a strongly coherent structure and the
formation of Co3W phase are visible in the XRD pattern. After the laser irradiation of both types
of MLs, the crystallization proceeds from top downwards.

Some GMR measurements performed at 4.2 K are summarized in Table 9.5.1. Obviously,
MR is quite low. The best results for #3 are presented in Fig. 9.5.1. For #1, no GMR was mea-
sured. This is a consequence of the interface roughness and intermixing which are comparable
with the W spacer thickness. However, it was found that the GMR ratio can be increased two
times by laser irradiation of Fe/W MLs which are less prone to the intermixing (#4 vs. #5). On
the other hand, the GMR ratio decreased four times in Co/W MLs (#6 vs. #7) where the inter-
mixing under irradiation increases. Following this conclusions, we tried to improve the GMR
in Fe/W MLs by the deposition at an elevated substrate temperature assuming that in-situ heat-
ing is a more effective way to influence the ML structure than a post-deposition treatment. A
substantial MR enhancement was achieved in the (1.35 nm Fe/ 1.15 nm W)×10 ML deposited
at 190◦C. Here, the MR ratio increased up to 2% already at RT (Fig. 9.5.2) and no hysteresis
was observed. Still several times larger value can be expected at 4.2 K. An increased number of
periods should not influence this result considerably [GRU00]. The sample #8 (Table 9.5.2) was
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Fig. 9.5.1. Magnetoresistance curves (a) and magnetization loops (b) for ML #3 (Table 9.5.1) deposited at
RT and measured at liquid helium temperature. The GMR ratio defined as (R−Rmin)/Rmin is 0.6% (a).
Hc - coercivity.

Fig. 9.5.2. MR curve for (1.35 nm Fe/ 1.15 nm W)×10 ML deposited at 190◦C and measured at RT.

chosen for a detailed study of the effect of the ML structure on GMR. It will be compared with a
similar sample #9 deposited at RT (Table 9.5.3).

Sample #8 deposited at 190◦C exhibits two distinct diffraction peaks (Fig. 9.5.3) (sample #9
deposited at RT was amorphous) which can only be explained as superlattice-like satellites due
to a structural coherency between the Fe and W layers with bcc (110) planes oriented parallel
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Tab. 9.5.2. Simulation parameters of the bcc 110 diffraction satellites measured on the 190◦C deposited
ML. The quantities d, dis and ∆n stand for the layer thickness, (110) interplanar spacing (normal to the
substrate) and Gaussian fluctuation of the lattice plane number inside the layers, respectively. The last
parameter is related to a discontinuous interface roughness. The bulk values of the (110) interplanar spacing
in JCPD/ICDD PDF-2 diffraction database are 0.20268 nm and 0.2238 nm for Fe and W, respectively.

# dFe [nm] dW [nm] dis
Fe [nm] dis

W [nm] ∆nFe ∆nW

8 1.41 1.20 0.2024 0.2228 1.17 0.25

Tab. 9.5.3. Parameters of the XRR and XRIDS simulations of the RT (#9) and 190◦C (#8) deposited
MLs; d, σeff , σ, ξ, Lvert stand for the layer thickness, effective interface roughness, geometrical interface
roughness, lateral and vertical interface correlation lengths, respectively.

# dFe dW σeff Fe on W σeff W on Fe σFe on W σW on Fe ξ Lvert

[nm] [nm] [nm] [nm] [nm] [nm] [nm] [nm]
8 1.34 1.14 0.6 0.9 0.4 0.7 9.0 25
9 1.00 0.85 0.5 0.7 0.3 0.5 2.2 7

Fig. 9.5.3. The XRD pattern measured on the sample #8 (Table 9.5.2) with indicated bulk diffractions
for bcc structure taken from JCPD/ICDD PDF-2 diffraction database. S marks substrate diffractions. The
simulation of the 110 satellites is shown in the inset (dots - measured points, line - simulation).

to the substrate. The satellite simulation and its parameters are shown in the inset of Fig. 9.5.3
and Table 9.5.2, respectively. Using Scherrer equation, the coherency length of ≈ 10 nm was
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Fig. 9.5.4. The XRR curves (dots) and their simulations (lines) measured on ML #9 deposited at RT (a) and
ML #8 deposited at 190◦C (b). The θ is the angle of incidence with respect to the sample surface.

assessed from the satellite widths, i.e. the coherency stretches over ≈ 5 ML periods. The lattice
parameter normal to the substrate is smaller than the bulk value both in the Fe and W layers. In
the presence of one-axial texture, such result indicates a lateral tensile stress inside the layers.

The specular XRR curves of samples #8, #9 (Fig. 9.5.4) exhibit a large Bragg peak and dense
Kiessig fringes suggesting that the interfaces are well resolved despite the nanometer-scale layer
thicknesses. The interface characteristics obtained by the simulation of XRR and XRIDS mea-
surements are summarized in Table 9.5.3. The effective interface roughness σeff is larger for
190◦C deposited sample. The XRIDS measurements (Fig. 9.5.5) show an enhancement of the
diffuse scattering around the specular ridge in both samples called resonant diffuse scattering
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Fig. 9.5.5. The rocking curves (dots) and their simulations (lines) measured on MLs #9 deposited at RT (a)
and #8 deposited at 190◦C (b). The ∆ω is the offset from the specular position. The rocking curves were
measured with the rotating sample and the detector fixed at the first Bragg maximum.

(RDS). It is a clear sign of at least partial replication of the interface profiles. For simulations,
an exponentially decaying vertical interface correlation function containing a single vertical cor-
relation length Lvert proved to be a good choice. A lateral correlation function for self-affine
interfaces suggested in [SIN88] was taken for all interfaces, being controlled by the lateral cor-
relation length ξ, root-mean-square (rms) value of the (geometrical) interface roughness σ, and
fractal parameter h (Table 9.5.3).

A comparison of the σeff and σ values for given samples shows again a rather low intermix-
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ing. Therefore, the larger effective interface roughness in the 190◦C sample is attributed solely
to an enhanced geometrical interface roughness, presumably induced by the crystalline grains
affecting the interface morphology. This fact is obvious already from an apparently higher level
of the RDS above the instrumental background in the 190◦C deposited sample (Fig. 9.5.5) which
is produced solely by geometrical interface imperfections.

The strength of the interface replication (vertical interface correlation) in the two samples
may be simply quantified and compared by aQ = I/I0 parameter [BEL94, COL96] (Fig. 9.5.5b)
which reaches the values of 25 and 28 for the RT and 190◦C depositions, respectively. The ξ and
Lvert values obtained from the DWBA simulations (Table 9.5.3) confirm rigorously not only
a stronger vertical but also lateral correlation of the interface profiles in the 190◦C deposited
sample. The same lateral correlation length of 9 nm was found in the Fe/Cr MBE grown ML
with high GMR ratio [SCHA98a, SCHA99]. The vertical correlation length is comparable with
the whole ML thickness in sample #8 while in sample #9, the interface replication is lost over
the distances much smaller than the multilayer thickness.

There may be several reasons for the considerably higher MR in the 190◦C deposited ML.
The textured crystalline structure with well developed coherency between the layers produces
undoubtedly less bulk scattering regardless its spin nature with the positive effect on the MR if
the bulk and interface scattering are counteracting. A less-defect structure contains also fewer
pinholes changing unfavorably the magnetization directions [SCHA98a, SCHA99]. On the other
hand, our results show that the intermixing is not promoted by the 190◦C deposition so that there
is no enhanced contribution of the mixed regions to the bulk scattering. A further factor which
could contribute directly to the GMR enhancement is the larger interface roughness if it results
in a larger spin asymmetry of the interface scattering. The most prominent difference, however,
represent the substantially larger lateral and vertical correlation lengths of the interfaces in the
190◦C deposited sample which indicate slowly varying and well replicated interface profiles.
Therefore, the magnetic shortcuts formation is suppressed. The role of the vertical interface cor-
relation in the GMR has been rather neglected so far but may be of importance in presence of thin
layers and rough interfaces. Different vertical interface correlations may explain controversial
results reporting either a decrease [BAR96] or increase [BAR97] of the GMR with an increasing
lateral correlation length in the multilayers. Nevertheless, slightly different layer thicknesses in
the two samples under study may also contribute to the GMR difference observed.

9.6 Néel coupling in spin valve structures

One of the most important tasks in CIMS spin valve research and development (Sec. 4) is the min-
imization of the interlayer magnetic coupling between the free and pinned ferromagnetic layers
in order to achieve their parallel as well as antiparallel orientations. The interlayer morphol-
ogy has an impact on the magnetic coupling of free and pinned layers due to the magnetostatic
interaction of magnetic dipoles induced by the interlayer roughness (waviness) also known as
Néel or orange peel coupling (Sec. 9.2) [NEE62, KOO99]. A number of experimental studies
linked the structural properties of conventional spin valves obtained by scanning probe tech-
niques [PAR00, TEG01], transmission electron microscopy [SCH00a], and X-ray reflectivity
[LAN01].with their magnetic properties. The GMR/TMR (giant/tunnel magnetoresistance) and
M-H hysteresis curves were measured in order to characterize the Néel coupling mechanism.
Only a very limited number of experimental works [LAN01, BAB02] used diffusely scattered
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X-rays from the spin valves, mainly because of a low scattered intensity. A complete X-ray map-
ping of the reciprocal space [HOL99] near the origin of CIMS spin valve structures was done for
the first time to our knowledge in our recent paper [SIF07a].

We deposited simultaneously identical spin valve structures on substrates with and without a
bottom Au layer used as electrode in CIMS structures. The roughness of the Au layer typically
40 nm thick is considerably higher in comparison to that of a common Si substrate. Different
roughness implicates also an altered interface roughness replication during the growth process.
The impact of a bottom Au electrode on the interface roughness, its vertical and lateral correla-
tions on magnetic properties was studied. X-ray measurements of reciprocal space maps present
convenient, fast and non-destructive statistical analysis of buried layers and interfaces of spin
valve structures.

The samples were deposited by e-beam evaporation technique in an UHV chamber with the
base pressure of 10−7 Pa. A set of Co(18 nm)/Au(5.4 nm)/Co(3.2 nm)/Au(0.8 nm) spin valves
was deposited on Si(100)/SiO2 (300 nm) wafers. In this pseudo spin valve structure, the thicker
Co layer with higher coercivity is a pinned layer and the thinner Co layer is a free layer. Prior
to the spin valve deposition, a part of Si/SiO2 wafer was in-situ coated with a bottom electrode
Cr(3.5 nm)/Au(41.6 nm) for the future CIMS functionality. Subsequently, the CoBAu/Co spin
valve structure was deposited on both parts of the substrate simultaneously. In this way, the
layer thicknesses are identical for both samples and any differences in the structure and interface
characteristics are induced solely by the presence of the bottom Au layer. Sample A refers to
the spin valve without the bottom Au electrode and sample B stands for the spin valve with the
bottom Au electrode. We studied the spin valves with Au spacers because of their high elec-
tron density contrast with the adjacent Co ferromagnetic layers allowing a better analysis of the
X-ray diffuse scattering data. Full X-ray reciprocal space maps of diffusely scattered radiation
around the origin of the reciprocal space as well as common cuts – X-ray reflectivity, detector
scans and rocking curves were measured on X-ray diffractometer (Bruker D8 Discover Super
Speed) equipped with Cu rotating anode (wavelength 0.154 nm) and Goebel mirror yielding 109

photons/s in the primary beam. A high X-ray photon flux is a prerequisite for measurements
of the diffuse scattering from CIMS spin valve structures. Coplanar grazing incidence (1◦) X-
ray diffraction was measured on the same X-ray diffractometer with a long Soller slit and a LiF
monochromator on the detector arm. For magnetic characterization, a home-built longitudinal
magnetooptical Kerr effect (MOKE) apparatus with s-polarized light incident at 50◦ on the sam-
ple was used [SIF07a]. The external magnetic field with an amplitude of 500 Oe and frequency
of 0.125 Hz was applied in sample surface plane. The sample was mounted on a rotational stage
allowing the measurement of the angular dependence of in-plane magnetic anisotropy.

Measured X-ray reciprocal space maps of diffusely scattered X-rays for sample A and sample
B are shown in Fig. 9.6.1. An overall diffusely scattered intensity for sample B is larger than that
for sample A which is a simple indicator of a larger total roughness of interfaces for the spin
valve grown on the bottom Au electrode. The scattered X-ray waves from mutually correlated
rough interfaces add coherently giving rise to the sheets of a higher intensity in qx direction called
resonant diffuse scattering (RDS) bananas. These sheets cross the specular direction (qx = 0)
at the points of the interference maxima. In the case of a weak or none vertical roughness
correlation, the scattered X-ray waves from all interfaces add incoherently without generation
of specific features in the reciprocal space map. The RDS bananas are much more pronounced
in the reciprocal space map of sample B (Fig. 9.6.1b) showing a higher degree of the interface
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Fig. 9.6.1. Measured reciprocal space maps of diffusely scattered intensity from the spin valve structures.
(a) sample A, (b) sample B.

profile replication in the vertical direction if compared to sample A (Fig. 9.6.1a). The upward
bending of RDS bananas is due to refraction on interfaces. The lateral correlation length ξ of
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Fig. 9.6.2. Measured and simulated X-ray reflectivity scans for samples A and B.

spin valve interfaces is of the order of material grain size which is especially true for mutually
immiscible polycrystalline layers, such as Co and Au in our case, where the interface morphology
is controlled mainly by crystalline grains. We used Williamson-Hall plot [WIL54] to estimate
the average Au grain size and microstrain. A significant (111) texture of Au layers restricted our
analysis to the Au 111, 220 and 311 diffractions. The estimated grain size is 5± 1 nm for sample
A and 12± 1 nm for sample B. The microstrain was found similar for both samples.

The X-ray reflectivity curves (qx = 0) and their fits (Leptos software of Bruker AXS GmbH)
are plotted for samples A and B in Fig. 9.6.2. A genetic fitting algorithm and reflectivity calcula-
tion based on the Parratt formalism with a Névot-Croce interface roughness model (Sec. 7) were
used to estimate the individual thickness and effective roughness of each layer (Table 9.6.1).
The effective roughness includes the topological roughness and interdiffusion at interfaces but
in our case of immiscible materials the interdiffusion at the Au/Co or Co/Au interfaces can be
neglected. For the layer densities, the tabulated values of bulk materials were used. The X-ray
reflectivity of sample A was fitted independently of sample B and vice versa. In spite of this fact,
the results for the thicknesses of the active spin valve layers (Co/Au/Co/Au) are very well corre-
lated as expected from the simultaneous deposition process. The average roughness increase of
the spin valve layers for sample B is 0.3±0.1 nm with respect to sample A. The path direction of
a detector scan in reciprocal space map intersecting the RDS bananas justifies its utilization for
the quantitative estimate of the vertical correlation length. The measured and simulated detector
scans are shown in Fig. 9.6.3. For the simulation of the diffuse scattering, the DWBA was used.
The Hurst h parameter related to the fractal dimension of interfaces as Df = 3 − h was set to
unity in all simulations implicating rather smooth interfaces. To include vertical correlation of
the interface roughness, the Ming model [MIN93] that correlates the interface profiles within a
single vertical correlation length Lvert gave satisfactory results. The only free parameter in the
simulations of diffusely scattered intensity was then the vertical correlation length. The values
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Tab. 9.6.1. Simulated thickness d and effective interface roughness σeff of individual layers of samples A
and B.

SV layer
sample A sample B

d[nm] σeff [nm] d [nm] σeff [nm]
Au 0.8 0.5 0.9 0.9
Co 3.2 0.8 3.2 0.8
Au 5.4 0.5 5.3 0.8
Co 18.1 0.6 17.8 0.9
Au — — 41.6 0.7
Cr — — 3.5 0.7

SiO2 300 0.3 300 0.3
Si bulk 0.3 bulk 0.3

Fig. 9.6.3. Measured and simulated X-ray detector scans at various ω for samples A and B. The specularly
reflected beam was removed for scaling reasons.

15±5 nm and 35±5 nm were estimated for samples A and B, respectively, which are comparable
or larger than the layer thicknesses in the spin valve stack.

The higher vertical correlation length of sample B was already identified qualitatively from
the RDS bananas in the reciprocal space map. As the thickness of the non-magnetic Au spacer
(5.3 - 5.4 nm) is for both samples almost equal and smaller than the evaluated vertical correlation
length, the Néel coupling model is applicable.

The quantitative analysis of the diffusely scattered and specularly reflected X-rays gives clear
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Fig. 9.6.4. Calculated change ∆HN of the Néel coupling field as a function of the mean lateral length
difference and mean roughness difference.

evidence of a higher roughness and vertical and lateral correlations for CIMS spin valves grown
on the Au bottom electrode. It is accepted that full or at least partial vertical correlation of
rough interfaces in a spin valve system is the origin of the Néel magnetostatic coupling mech-
anism [NEE62, KOO99]. For CIMS structures, it is sufficient to take into account only the
ferromagnetic coupling between the two interfaces separated by a nonmagnetic spacer and the
antiferromagnetic coupling between the upper free layer interface and the upper pinned layer
interface. The magnetostatic coupling with the lower interface of the pinned layer is negligible.
The Néel coupling field HN is given by Eq. (9.2.1). Here, the height of the interface corru-
gation was assumed to be twice the interface roughness obtained from the X-ray reflectivity
simulations. The Au bottom electrode of CIMS spin valve structures introduces an increase of
the roughness, vertical and lateral correlation lengths and therefore enhances the Néel coupling.
We used the formula (9.2.1) to simulate the expected increase of the Néel coupling ∆HN stem-
ming from a changed roughness and lateral correlation length. The ∆HN as a function of the
mean roughness difference ∆σ and mean lateral correlation length difference ∆ξ for our spin
valve structure is shown as a contour plot in Fig. 9.6.4. The hatched area in the plot shows the
theoretically predicted changes in the Néel coupling ∆HN based on the values from the X-ray
analysis: ∆σ = 0.3 ± 0.1 nm and ∆ξ = 7 ± 2 nm. The set of possible ∆HN spans from 4 Oe
to 25 Oe. The experimental uncertainty of 0.1 nm for the interface roughness and 1 nm for the
lateral correlation length is the reason for this rather large variation of ∆HN .

The longitudinal magnetooptical Kerr effect was employed to measure M -H curves of the
samples A and B. Each sample was rotated around the surface normal by an angle ϕ and the cor-
responding M -H curves were recorded. Our results show the presence of an easy axis oriented
in the plane of the spin valve samples. According to the published data, the critical thickness of
Co layers for the transition from the out-of-plane to the in-plane easy magnetization axis state
is around 2.4 - 1.8 nm [AYA02, PAR05]. A polar plot of the measured spin valve coercivity as
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Fig. 9.6.5. A polar plot of spin valve coercivity as a function of the angle ϕ of the applied field for samples
A and B.

a function of the angle of the applied field is shown in Fig. 9.6.5. The coercivity plot shows a
four-fold symmetry for both samples. The polar coordinate system for the angle ϕ was oriented
in order to match the four-fold symmetry at the angles of 0◦ and 90◦. No spontaneous prefer-
ential magnetization orientation with respect to the substrate crystallographic axes was observed
which is not surprising considering the 300 nm thick SiO2 layer covering the Si (100) wafer. The
four-fold symmetry of magnetic anisotropy for sample B is reduced which could be attributed to
the increased Néel coupling, stress and interface roughness. A systematic increase of coercivity
for sample B is observed. As the active spin valve structure is identical for sample A and B, the
increase of coercivity is first of all because of the increased Néel coupling. However, the Hc

value can be affected also by the stress in thicker Co layers which is probably different for Co
layer growing on textured Au bottom layer and on amorphous SiO2 substrate. The analysis of
the measured coercivity increase ∆HN has a mean value of 4.5 Oe with a standard deviation of
1.5 Oe. The experimentally determined values of ∆HN fall well within the theoretically calcu-
lated range (Fig. 9.6.4) of coercivity change due to the Néel coupling. This qualifies the Néel
coupling as a main contributing mechanism to the changed spin valve coercivity of CIMS spin
valves grown on Au bottom electrodes.

The presented X-ray mapping of the reciprocal space of spin valve structures is a non-
destructive approach suitable for a rapid statistical characterization of the interlayer properties
which is able to reveal the origin of Néel magnetostatic coupling.
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10 Nanoparticles as building blocks of nanostructures

10.1 Synthesis and self-assembling of magnetic nanoparticles

Nanoparticles (NPs) and nanoclusters are a special category of nanostructures which form a
broad transition between bulk matter and isolated atoms or molecules. Their properties are de-
termined by reduced dimensions and dimensionality, proximity effects, and surface dominating
over the bulk [DOSCH01]. In spite of their finite size, nanoparticles are often categorized as
zero-dimensional (0D) structures.

Two basic approaches to the preparation of nanostructures are top-down and bottom-up.
Top-down methods are broadly used in semiconductor technology employing different types of
lithography patterning, like electron beam, scanning tunneling and interference lithography. The
structures are regular and can be distributed on regular lattices. Both the shape and size accuracy
of the structures are limited by the resolution of patterning. This is important for diverse applica-
tions in memories and circuits but also for the study of new collective phenomena. Before 2015,
the patterning should reach the production level of 25 nm [PARK97, LAW00].

The bottom–up approach utilizes physical or chemical deposition methods to build nanos-
tructures from atoms or atomic clusters. The regular arrays of nanostructures can be fabricated
by a variety of methods like focusing of deposited atoms by “atomic” laser lenses [McC00],
deposition of atoms onto atomically accurate steps on the surface of crystals (vicinal surfaces)
[KIR01], STM or AFM tip–assisted depositions [WIR99], etc. However, chemical “wet” meth-
ods are most extended at present. Here, NPs are prepared by chemical reactions from appropriate
precursors in the form of colloid solution [NANO] and regular arrays of particles are formed by
assembling on an appropriate surface.

The era of metal colloidal solutions began with the experiments of Faraday on gold sols in the
mid-nineteenth century [FAR57]. Colloidal gold was prepared by reduction of AuCl4 compound
using phosphorus as the reducing agent. The first systematic studies of the effect of preparation
conditions on particle size in colloids were performed by Zsigmondy [ZSI] at the beginning
of 20th century. An intense research in this field began with the commencement of the era of
nanoscience and nanotechnology. Nanometer-scale colloidal particles of semiconductors, noble
and transition metals have attracted much attention over the last two decades due to their new
electronic, magnetic, optical and structural properties. It should be noted that colloidal particles
of micrometer and submicrometer size have been known for a relatively long time but only
recently, suitable tools for their characterization and engineering enabling to create nanoparticle
devices were elaborated. Nowadays, nanoparticles are suitable blocks for building of various
structures, filling the gap between the standard lithographic techniques reaching 100 nm size
and chemical synthesis on atomic and molecular level. Wet chemical methods enable us to
prepare nanostructures in relatively large amounts and at reasonable expenses. In this work, only
metallic colloid nanoparticles prepared by wet chemical approaches [NANO, CAO, MUR00]
will be discussed.

Metal colloidal solutions are stable dispersions of nanoscale clusters or fine particles – either
crystalline or amorphous – in a solvent. The surface of particles is covered by surfactant (typi-
cally 1 - 2 nm thick) preventing their agglomeration and oxidation. If the material dispersed in
the solution exhibits ferromagnetic behaviour in the bulk, the colloidal suspensions are called
ferrofluids or magnetic fluids. The most important prerequisite for the preparation of magnetic
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Fig. 10.1.1. SEM image of (a) an ordered array of Co-Fe-O nanoparticles with a diameter of 7.6 nm on Si
substrate and (b) Fe-O nanoparticles with a diameter of 15 nm on a carbon coated TEM grid.

nanoparticle superstructures from ferrofluids is the control over the particle size and size distri-
bution during synthesis [NANO, DOSCH01].

Colloidal nanoparticles can serve as building blocks for complex layered structures. The
most attractive property of colloidal nanoparticles is their tendency to self-assembling. In partic-
ular, they spontaneously organize themselves into ordered 2D and 3D arrays (monolayers and
artificial crystals, respectively) under specific conditions [COL98, PET98, MUR00, SHE03].
These arrays (prepared by variety of methods) show unique behaviour which is different from
that of the bulk and isolated particles (c.f. [COL98] and references therein). Such structures
move nowadays the frontiers in advanced materials and devices development. Self-assembling
is attractive because no additional energy for formation of ordered arrays is needed.

Various techniques making use of spontaneous self-assembling have been reported. In the
simplest case, a drop of colloidal nanoparticle solution is applied on a substrate. Subsequently,
the process of solvent evaporation induces formation of single or multiple layers resulting in
an ordered nanoparticle array. Hexagonal or cubic arrangements of nanoparticles are usually
observed [NANO, MUR00] (Fig. 10.1.1).

Another effective way of preparation of ordered arrays of nanoparticles over large areas is the
Langmuir-Blodgett deposition. This technique has been basically used for producing extremely
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thin organic films with a high degree of control over the thickness and molecular architecture.
However, it allows also preparation of insoluble nanoparticle monolayers floating on a water
surface with subsequent deposition onto solid substrates whilst retaining the particle arrangement
in the monolayer.

The third method is spin coating elaborated in the semiconductor device production for the
formation of photoresist and electron-resist masks. By this method, it is possible to create mono-
layers over large areas, however, particles are not well ordered inside the layers as a rule.

The self-assembling is a complex process with various interactions between nanoparticles,
substrate and solvent. At the microscopic level, interplay between localized interactions such as
van der Waals attraction and hard-core (steric) repulsion (combined with long-range magnetic
dipolar interaction if the particles are magnetic) determines the assembling process. However,
type and thickness of the surfactant, interaction between the forming nanoparticle array and
substrate, drying kinetics and solution/substrate interfacial energy affect dramatically the final
array.

The particles dispersed in a medium undergo constant Brownian motion and their interactions
could be described by an effective potential that accounts for all solvent effects. In a stabilized
dispersion, the attractive and repulsive forces are in balance [HEN70]. Let us further to consider
colloidal dispersion as a fluid of N particles at a temperature T and occupying a volume V . The
interaction energy of two particles is characterized by the effective pair potential U(r). If the
total potential energy is an additive contribution to the pair potential, the fluid equation of state
can be written as

pV

NkBT
= 1− 2πρ

3kBT

∞∫
0

dU(r)
dr

g(r)r3dr, (10.1.1)

where U(r) is the interaction energy of two particles, ρ = N/V is the density, p is the pressure
of the fluid, g(r) is the radial distribution function probability of finding two particles separated
by r and kB is the Boltzmann constant. The function g(r) holds information about the structure
of the isotropic materials. When r → ∞, g(r) → 1. In general, the radial distribution function
is unknown. It can be measured experimentally or it may be derived theoretically using Percus-
Yevick equation [PER58] if the pair potential is given. To calculate g(r), simple forms of the
pair potential are used. The simplest approximation which describes the interaction between
nanoparticles is a so called hard-core model. In this approximation, the spherical particles of
radius R do not interact for distances larger than 2R. At distance 2R, the interaction becomes
harshly repulsive. This is due to the fact that the particles are assumed as solid bodies that cannot
interpenetrate. The interaction potential has the following analytical expression:

U(r)hard−core =∞, r < 2R
U(r)hard−core = 0, r > 2R (10.1.2)

For high-density fluids, the behaviour of the spherical particles of radius R is dominated
by the repulsive potential and can be described by the hard-core potential. For the hard-core
potential, the equation of state can be written as

pV

NkBT
=

1 + φ+ φ2

(1− φ)3
, (10.1.3)
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where φ = Nπ(2R)3/6V is a packing fraction. The hard-core repulsion interaction can induce
positional ordering of the particles. Usually, particles form a close-packed lattice with the max-
imum packing fraction φ = 0.74 or a random close-packed state φ = 0.64 [THI63, RIN96]. Of
course, for the maximum density of regular closed packed structures, values φ could be obtained
also from simple geometrical considerations.

The pair potential of the colloidal suspension of charged particles can be described by the
Derjaguin-Landau-Verwey-Overbeek (DLVO) potential. It includes the hard-core repulsion, van
der Waals attraction, and Coulomb repulsion interactions

U(r)DLVO = ∞, r < 2R
U(r)DLVO = U(r)vdW + U(r)Coulomb, r > 2R. (10.1.4)

The van der Waals forces between the particles can be expressed as

U(r)vdW = −A
6

{
2R2

r2 − 4R2
+

2R2

r2
+ ln

r2 − 4R2

r2

}
, (10.1.5)

where

A =
3hν(np + ns)2(np − ns)2

16
√

2(n2
p + n2

s)3/2
(10.1.6)

is a Hamaker constant that accounts for materials properties derived by Israelachvili [ISR73], h
is Planck constant, ν is a characteristic frequency and np and ns are the refractive indices of the
particles and the solvent, respectively.
The electrostatic Coulomb interaction can be described as

U(r)Coulomb =
(
Z∗e exp(kR)

1 + kR

)2 exp(−kr)
εr

, (10.1.7)

where

k =

√
4πρc(qe)2

εkBT
(10.1.8)

is the Debye screening length where ρc denotes the density of the free counter-ions and q their
valence, ε is a dielectric constant of the continuous medium, e electron charge and Z is the
effective charge of the colloid. From these equations it follows that we can tune the interaction
between the particles by adjusting the solvent composition (i.e. changing ε; q, ρc).

When the particles are magnetic, the magnetostatic interaction is defined as

U(r)dd =

[
µιµj

r3ij
− 3(µιrij)(µjrij)

r5ij

]
, (10.1.9)

where µi is the magnetic dipole of the particle i, rij is the vector joining particle i and j. The
U(r)dd potential is anisotropic in contrast to the U(r)DLVO which is isotropic. This leads to the
dramatic change in self-assembling behaviour.
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Different self-assembly behaviours of magnetic nanoparticles were confirmed experimen-
tally. It was shown that Co monodomain magnetic particles self-assemble forming head-to-tail
structures, linear and branched chains. Under an external magnetic field of 0.5 T, FeAu particles
of 10 nm size aggregated along the direction of the magnetic field and formed micrometer chains
[LIN01].

In the next part, we will show examples of our self-assembly studies of Co, Fe3O4 and
CoFe2O4 nanoparticles.

Cobalt nanoparticles were prepared using a combination of oleic acid and oleyl amine to
stabilize the monodisperse Co colloids. The synthesis is based on the thermal decomposition of
dicobaltoctacarbonyl Co2(CO)8. A typical procedure is as follows: Under airless condition, a
mixture of oleyl amine ≈ 1 mmol, deoxygenated decane ≈ 100 ml, and oleic acid ≈ 1 mmol
is heated to 343 K. 1 mmol of dicobaltoctacarbonyl is added and stirred for 15 min. Finally,
the solution is allowed to simmer for 1 h. After cooling to room temperature, the particles were
separated from the solvent by a magnet. Ultrasmall particles remain in the solvent due to their
smaller effective magnetic moment and the separated larger particles are redispersed in 100 ml
toluene. This procedure is repeated until all fractions of particles of the same size are obtained
[SPA02].

Fe3O4 andCoFe2O4 nanoparticles were synthesized by a high-temperature solution phase
reaction of metal acetylacetonates (Fe(acac)3, Co(acac)2) with 1,2-hexadecanediol, oleic acid
and oleylamine in phenyl ether. Fe(acac)3 (2 mmol), 1,2-hexadecanediol (10 mmol), oleic acid
(6 mmol), oleylamine (6 mmol), and phenyl ether (20 mL) were mixed and magnetically stirred
under a flow of oxygen-free argon (in a dry-box). The mixture was then transferred into a reactor
and heated to 195 - 205◦C for 30 min and then, under a blanket of argon, heated to reflux at
265◦C for 20 - 30 min. The black-brown mixture was cooled down to room temperature by
removing the heat source. Under ambient conditions, ethanol (40 mL) was added to the mixture,
and a black material was precipitated and separated via centrifugation. The black product was
dissolved in toluene in the presence of oleic acid (≈ 0.05 mL) and oleylamine (≈ 0.05 mL).
Centrifugation (6000 rpm, 10 min) was applied to remove any undispersed residue. The product
was then precipitated with ethanol, centrifuged (6000 rpm, 10 min) to remove the solvent and
redispersed into toluene [SUN04, CHIT07b].

For the spontaneous self-assembling studies, we used the following approach: 5 µL drops of
a solution were deposited onto the substrates of area of 1 cm2. The particle arrays were created
by drying in air at room temperature without a magnetic field (a), in the presence of an external
magnetic fieldB = 0.26 - 0.9 T perpendicular or parallel to the substrate surface (b), and by spin
coating (c). Si (001) wafers with 500 nm thick layer of Si3N4 and carbon coated Cu grids were
used as substrates. Substrates were carefully cleaned prior to the deposition to remove all dust
particles and impurities which could serve as additional pinning centers during drying the drop.

The size, shape and ordering of nanoparticles can be studied by high-resolution transmission
electron microscopy (CS TEM) and scanning electron microscopy (SEM). For SEM, only field
emission gun FEG machines give reliable results. The reason is the insulating surfactant covering
the particles. Deposition of a thin conductive metallic and/or carbon layer onto particles to
suppress charging effects by SEM observation could results in loss of the resolution if we inspect
particles of 5 - 7 nm diameter. TEM is useful for evaluation of the surfactant layer thickness. As
follows from Fig. 10.1.2, the nanoparticles do not touch each other. This is due to the surfactant
layer which is transparent for electrons. Using HR TEM it is possible to analyze the internal
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Fig. 10.1.2. TEM image of Co nanoparticle array (10 nm in diameter) prepared by drying a drop in air in
the perpendicular magnetic field of 0.8 T on a carbon coated grid.

structure of nanoparticles. For composite nanoparticles like AgCo, the internal structure can be
determined by TEM as shown in [CHI07a]. Composition can be determined using EDX, XRD
and/or TEM techniques.

Crystalline structure inside nanoparticles can be studied by XRD. For a layer of nanoparticles
on a substrate, grazing incidence X-ray diffraction (GI XRD) is the most effective (Fig. 10.1.3).
Alternatively, transmission geometry with a capillary or a layer deposited onto a suitable trans-
parent foil can be used. The ordering, average size and shape and interparticle distance can
easily be determined by grazing-incidence small-angle X-ray scattering (GISAXS). GISAXS is
also useful for an in-situ tracking of the ordering process. It should be noted that the resolution
of common AFM instruments is usually not sufficient to distinguish the details of NPs.

In Fig 10.1.4, the evolution of structure of Co nanoparticles with temperature obtained by in-
situ annealing is shown. For the as-prepared particles, only one broad maximum corresponding
to the interplanar spacing of 0.203 nm is determined. This value corresponds neither to the fcc
Co (111) nor to the hcp Co (002) phases known in the bulk metal. For bulk, the fcc Co (111)
interplanar spacing is 0.2046 nm and the hcp Co 002 interplanar spacing is 0.2023 nm. The broad
maxima indicate a poorly developed crystalline structure of nanoparticles. The most significant
structural changes appear between 400 and 450◦C. Here, the formation of a well developed fcc
phase is observed. Above 450◦C, the maxima of the fcc Co phase Co(111), Co(200), Co(220) and
Co(311) become more narrow and their intensity increases with increasing temperature. Small
reflections suggest the presence of poorly-developed CoO. We did not find any clear evidence of
hcp Co phase or ε-Co phase formation in the whole temperature range of our in-situ and ex-situ
heat treatments. The narrowing of the diffraction maxima with increasing temperature is caused
by the subsequent increase of the coherently diffracting domains between 450-700◦C. Apparent
particle size (“diameter”) was estimated for several temperatures using a simple Scherrer equa-
tion with the widths of (311) diffractions (Fig. 10.1.5). It was assumed that the broadening is
caused mostly by the particle size effect and stress had just a small contribution. However, the
widths were not corrected for instrumental contribution so that the values in Fig. 10.1.5 reveal
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Fig. 10.1.3. Grazing incidence X-ray diffraction pattern of a multilayer stack of Fe-O nanoparticles on
silicon substrate measured at 1.5◦ angle of incidence. The inset shows a WilliamsonHall plot based on the
positions and widths of the measured diffraction peaks [SIF07b].

Fig. 10.1.4. XRD patterns of Co nanoparticles annealed in-situ using Pt heating element. For the temper-
ature ≥ 450oC, fcc Co maxima can be seen (* - poorly crystalline CoO phase, ? - unidentified phase, h -
maxima coming from the heating element) [CHI07a].
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Fig. 10.1.5. Particle size (“diameter”) vs. annealing temperatures determined using a simple Scherrer
equation with the widths of (311) diffraction.

just an overall trend.
The increase of the coherently diffracting domains can be explained by the coalescence of

Co particles during the heat treatment. For the temperatures between 200 and 400◦C, the organic
surfactant is destroyed and particles can agglomerate. This process was confirmed also by TEM
studies. The formation of single crystal clusters can be understood taking into account the well
known fact that the melting point of a metal cluster TM depends on its radius r as [PAW]

TM (r) = TB(1− L/r), (10.1.10)

where TB is the melting point of the bulk material andL is the length parameter which depends
on the type of material. For pure metallic Co clusters of r = 4 nm radius, coalescence at the
temperatures approx. 100◦C was reported in Ref. [PEN01]. Molecular dynamics studies showed
[HEN03] that for the coalescence of two spherical particles, an increase of the thermal energy of
the coalescing cluster balances the reduction of the surface energy. If the increase of temperature
exceeds the cluster melting point, one can expect the cluster to melt during coalescence. Then,
also the formation of larger single crystal clusters can be assumed.

For a drop of a colloidal solution deposited on a substrate, a nonzero contact angle is often
observed with the contact line pinned to its initial position as the solvent evaporates. In this case,
the nanoparticles move towards the contact line due to a higher evaporation rate at the drop edge.
Also in absence of the pinning line, a convective particle flux towards substrate driven by the
solvent evaporation may act in favour of the formation of ordered arrays [DEE97]. A so called
stick-slip motion of the drop contact line accompanies the formation of arrays on the substrate
with more pinning centers [ADA95, SHM02].

Model calculations of the self-assembling process based on the dynamics of the evaporating
solvent indicate a crucial effect of the solvent, nanoparticle size and thermodynamic state on the
morphology of the final structure [RAB03], as it was observed also experimentally. For exam-
ple, formation of well ordered self-assembled arrays of dodecanthiol-passivated Au nanoparticles
was achieved when the evaporation dynamics was modified by the surfactant molecules added to
the colloidal solution [XLIN01, NAR04, BIG06]. On the other hand, a large variety of possible



Nanoparticles as building blocks of nanostructures 1031

resulting patterns of the self-assembled nanoparticles is a serious limitation for targeted techno-
logical applications of self-assembling. A deeper understanding of the self-assembling process,
especially its initial stages, is essential for a better control of the nanoparticle ordering. This is-
sue is closely related to answering the question where the ordering takes place. In contradiction
with a common concept that the self-assembling process occurs at the substrate/colloid interface,
formation of monolayer islands of dodecanthiol-passivated Au nanoparticles on the top surface
of the drop (liquid/air interface) was confirmed by in-situ X-ray scattering experiments as well
[NAR04].

In the next part we will present typical results on the self-assembling.

Formation of 2D ordered arrays of Co nanoparticles

Typical arrays of Co particles prepared by drying in air, by drying with the application of an
external magnetic field, and by spin coating using SEM are shown in Fig. 10.1.6 [CHI07]. The
tendency to form hexagonal 2D ordered Co nanoparticles can be found for all three types of
deposition. The type of the substrate and concentration of particles affect the ordering, too. The
assembled arrays are not perfect. One can find a coherent length or size of well ordered regions.
Typically air-dried 2D ordered arrays are of 100 nm × 100 nm in size, being separated by dis-
ordered inclusions and empty areas (Fig. 10.1.6a). The 2D ordered arrays are observed also by
spin coating, being smaller here (Fig. 10.1.6c). The application of the external perpendicular
magnetic field improves the ordering of particles considerably. The size of ordered arrays in-
creased e.g. to 200 nm × 500 nm, as shown in Fig. 10.1.6b. For all deposition procedures, the
2D hexagonal close-packed ordering was observed. The deposition procedure slightly modifies
the distance between the nearest neighbours (see Table 10.2.1 further). The mean interparticle
distance can be determined from SEM and TEM images and an average value from GISAXS
[CHU03].

The interparticle distance (center-to-center) from TEM pictures is larger than the particle
diameter because of the presence of the surfactant transparent for electron beam. The TEM and
SEM analyses show the mean thickness of the surfactant layer of ≈ 2.8 nm. The ordering inside
the array is relatively good. Nevertheless, various types of defects can be identified in the arrays.
These defects are created first of all by the particles differing in shape and size from the statistical
average. Therefore, a direct analogy with the atom ordering in crystals cannot be used but many
resemblances are obvious. Fluctuation of the particle size deteriorates the long-range ordering
and basic sub-arrays are often separated by quasi-dislocations. Considerably smaller areas of
ordered arrays are formed on carbon coated Cu-grids (Fig. 10.1.2) in comparison to Si/Si3N4

substrates which is due to the higher roughness and imperfections of the carbon film deposited
on the Cu grid.

Formation of 3D ordered arrays of nanoparticles

For Co nanoparticles prepared by the synthesis described above, we observed formation of 3D
arrays of nanoparticles - columns - in an external magnetic field. In the field perpendicular to
the substrate surface, most of the columns are aligned with the field direction (Fig. 10.1.7a). The
columns are 1 - 4 µm long with a diameter of 300 - 400 nm. The columns are formed at the
magnetic field B ≥ 0.20 T which corresponds to the onset of saturation of magnetization in
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Fig. 10.1.6. SEM images of nanoparticle arrays prepared on Si/Si3N4 substrates (a) by drying in air, (b) by
drying in the perpendicular magnetic field of 0.75 T and (c) by spin coating at 3000 rpm.

M(H) dependences. Under appropriate conditions (higher concentration of nanoparticles than
for preparation of 2D arrays, magnetic field perpendicular to the substrate surface), an ordered
array of columns is formed. Various disordered areas with broken columns, tilted columns, etc.
were found (Fig. 10.1.7b).

Similar columns were formed in a parallel magnetic field (Fig. 10.1.8). Here, the columns
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Fig. 10.1.7. SEM images of the columns prepared by drying in air on Si/Si3N4 substrate in the magnetic
field of 0.8 T. (a) Random array of perpendicular columns, (b) damaged area with broken and tilted columns.

lay on the substrate surface along the field direction. The diameter of columns is similar as
before (200 - 400 nm) but they are considerably longer (several 10 µm). This is due to the fact
that in parallel geometry the extent of particle chaining is much larger, not being limited by the
thickness of the drop.

The inner part of a column etched by an ion beam is shown in Fig. 10.1.9. The Co particles
inside the column can be clearly distinguished. The samples were prepared from Co columns cre-
ated on a NaCl crystal and covered by a thin carbon layer. Then the NaCl substrate was dissolved
and a small part of columns was put onto a TEM grid and etched by Ar+ beam (800 eV). Here, it
is not possible to study the ordering of particles because it is influenced by the ion bombardment.

The formation of 3D clusters of magnetic nanoparticles is well known in magnetic ferroflu-
ids. It was already predicted by de Gennes and Pincus [DGE70] that the magnetic dipole-dipole
interaction induces a spontaneous formation of chains or rings of particles with the magnetic
moment parallel to each other. In an external magnetic field, these chains align in the direction
of the field. A pseudo-crystalline ordering of cobalt core-shell particles in ferrofluid has been
reported elsewhere [WIE03].

Columns of close-packed magnetic particles formed in ferrofluids and ordered into a lat-
tice were reported by Jiang et al. [JIA00]. The ordering follows the magnetic field orientation.
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Fig. 10.1.8. SEM image of the columns prepared with the magnetic field of 0.8 T parallel to the substrate.

Fig. 10.1.9. SEM image of the inner structure of the ion beam etched column (a) and top of a column of the
same type as in Fig. 10.1.7a (b).
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Fig. 10.1.10. SEM image (top view) of a periodic array of columns composed from Co nanoparticles (a)
formed in perpendicular magnetic field B = 0.2 T; a labyrinthine structure is visible on the left side; (b)
detailed image of a disturbed region.

Molecular dynamics studies [ENO03] show that when an external field is applied, a quick for-
mation of chains aligned with the field direction appears and afterwards a coagulation of chains
into columns takes place. In ferrofluids, this process is reversible: when the field is switched off,
the particles re-arrange and the columns disappear. The column diameter depends on the mag-
netostatic interaction. At a certain length, the lateral growth of the column is not energetically
favourable because the demagnetization factor increases. A similar mechanism as for ferrofluids
is supposed to be responsible for our column formation. However, the ordering of particles is
time-limited due to the evaporation of the solvent. Under favourable conditions, the particles
have enough time to arrange into column (Fig. 10.1.10).

When inspecting the entire array of nanoparticles after drying a drop of concentrated colloid,
we can see that the morphology of the layer changes from the center of the droplet towards
the border. In [PUN01, LEO03, CHU03], 2D hexagonal arrays of Co nanoparticles have been
observed in the central part of the droplet after toluene evaporation. Instead, a less uniform film
has been observed near to the border of the droplet. Fig. 10.1.10 shows a similar morphology at
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Fig. 10.1.11. AFM/MFM images of the Co NP column array: (a) 20 µm × 8 µm non-contact AFM
topography, z scale = 40 nm; (b) surface scan plot along the line AA′ from Fig. 10.1.11a; (c) corresponding
MFM micrograph, scan lift 100 nm.

the droplet border. Hexagonally ordered arrays of columns perpendicular to the substrate (on the
right of the image) can be seen together with a labyrinthine structure (on the left of the image).
The average diameter of the columns is 600 ± 30 nm with average center-to-center distance of
940 ± 60 nm. Occasionally, collapsed columns have also been observed close to the droplet
border (Fig. 10.1.10). The average length of the columns estimated from the ensemble of the
collapsed columns is 1.98 ± 0.25 µm. Both columns (Fig. 10.1.9) and labyrinthine structure
(not shown) are composed from close packed Co nanoparticles. Moreover, the aggregates of
surfactant and disordered clusters of NPs are observed in the region between the columns.

Arrays of columns with the hexagonal symmetry on an area of several µm2 were also ob-
served by AFM. The period of the array and the average diameter of the columns were obtained
by Fast Fourier Transform (FFT) and particle analysis of AFM images. In agreement with the
SEM results, an average diameter of 560±90 nm and a center-to-center separation of 870±40 nm
have been obtained. In addition to the columns, stripes with the width and height corresponding
to the column dimensions were also found in the AFM images (Fig. 10.1.11a), probably due to
the column coalescence. In Fig. 10.1.11b, the surface profile along the line AA′ in Fig. 10.1.11a
is shown. The average height of both columns and stripes is about 10 nm, one order of mag-
nitude lower than the value estimated from the length of the collapsed columns. In agreement
with SEM observations, this result confirms definitely that the space between the columns is not
empty. Fig. 10.1.11c shows the MFM image recorded simultaneously with the topography with a
tip lift scan height of 100 nm. The black MFM contrast can be identified with either all domains
oriented up or with all domains oriented down perpendicularly to the substrate. The sharp con-
trast of the MFM image and its clear correlation to the topological AFM image shows that the Co
NP columns comprise aligned magnetic moments. This is in agreement with our magnetization
measurements of the colloidal solution showing that the fieldB = 0.2 T corresponds to the onset
of saturation [CHI06].

Labyrinthine structure and ordered arrays of columns of nanoparticles have been reported in
ferrofluids. In a ferrofluid confined in a glass cell and subjected to a magnetic field, the parti-
cles form chains with the diameter of a single particle which conjugate together into columns.
Columns can form disordered, ordered and/or labyrinthine patterns [CHI07a]. This field-induced
phase transition has been experimentally well documented by Hong [HON97, HON99]. Depend-
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ing on the field strength, the disordered column phase transforms into the hexagonal arrangement.
The process is reversible, as it was already mentioned, and the columns decompose when the field
is switched off even after application of a saturation field. The long-range attraction between the
chains resulting in columns formation is not well understood yet [YTR00]. It is assumed that the
column diameter depends on the dipolar interaction.

The formation of the 3D structures strongly depends on the nanoparticle preparation route
and in particular, on the surfactant. The 3D columns are formed when oleic acid is used as
surfactant while 3D artificial crystals of NPs (and self-assembled 2D arrays) are obtained when
Co nanoparticles capped with a mixture of trioctylphosphine oxide (TOPO) and oleic acid are
assembled [PUN01]. We observed a similar behaviour also for Fe-O and Co-Fe-O nanoparticles
as we show below.

The coexistence of columns and labyrinthine patterns in close neighbourhood (Fig. 10.1.10)
and the fact that they appear at the border of the droplet point to the role of the drying process
in the pattern formation. The SEM images show that the concentration of Co NPs increases
from the central region outward to the border area where the columns and labyrinthine structures
form. The appearance of the concentration gradient of nanoparticles from the center to the border
can be understood within a model of a drying drop of colloid [DEE97]. In a droplet with a
circumference contact line pinned to the substrate, there is a flow carrying material from the
center to the border during the evaporation of the solvent. Considering this, one can assume
a flow of Co nanoparticles in the direction outward from the central part of the droplet. The
coexistence of the ordered and labyrinthine pattern for our samples could be thus qualitatively
understood within the approach given by Lacoste et al. [LAC01]. The authors proposed a model
of pattern formation depending on the concentration of particles and the degree of alignment
of the magnetic moments of particles. They show that under the applied field, the hexagonal
phase can coexist with the labyrinthine structure if a varying density of particles in ferrofluid is
assumed.

Using a similar method of preparation and replacing the oleic amine with TOPO, a new
type of Co nanoparticles was prepared [HIL]. These particles assembled in a different way. In
Fig. 10.2.6a, b, we will show a monolayer and a 3D artificial crystal formed by self-assembly.
In this case, the application of the magnetic field did not affect the self-assembled array. The
average radius of the particles is again 5.7± 0.05 nm.

10.2 Analysis of ordering, time-resolved GISAXS studies

Ordering and formation of ordered arrays were studied by GISAXS. This method is not as com-
mon as XRD. Therefore, in the next part we will give a short introduction to this useful technique.

GISAXS was introduced by Levine et al.[LEV89] as a method of studying discontinuous thin
films. GISAXS is an innovation of the small-angle X-ray scattering (SAXS). It is surface sensi-
tive, non-destructive and provides statistical information over the irradiated area. The method has
been applied to study structures of metallic or semiconductor islands, dots or clusters [NAU98,
STA99, NAU00, STA00] as well as for real-time monitoring of growing nanoparticles [REN03].
The geometry of the GISAXS experiment is shown in Fig. 10.2.1. The incident beam with the
wave vector ~ki is scattered by the wave vector transfer ~q with the qy , qz . components in the y - z
plane. The scattered radiation is analyzed as a two-dimensional function of qy , qz .

The description of the X-ray scattering from the free-standing particles is based on the
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Fig. 10.2.1. Geometry of the GISAXS experiment.

Fig. 10.2.2. To the GISAXS explanation - four scattering processes.

distorted-wave Born approximation (DWBA). The scattering potential V of the system is divided
into two parts V = VA +VB where VA represents the scattering potential of the undisturbed sys-
tem (a semi-infinite substrate) and VB describes the scattering from the free-standing Co particles
[STA00]. The differential cross-section of the scattering process in the DWBA approach is given
as

dσ

dΩ
=

1
16π2
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The solution of Eq. (10.2.1) provides the Fresnel reflection and transmission coefficients.

The scattering potential of the disturbed system for the small angles of incidence has the
form VB = 2 ~K2δ (r) where ~K is the wave vector in vacuum, δ (ρ) = 1− n (r) and n (r) is the
refractive index. The differential scattering cross-section of the diffuse component reads(
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. For the nanoparticles deposited onto the substrate surface, four

different scattering events (Fig. 10.2.2 ) have to be taken into account when X-rays interact with
the sample.
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The quantity νB can be written as

νB =
∫
d3~r 2 ~Kδ (~r)E(A)

i E
(A)∗
f = 2 ~K2

4∑
j=1

AjF (~qj) . (10.2.3)

The amplitude Aj acquires the values corresponding to the processes Aj = {1, ri, rf , rirf}
where ri and rf and the Fresnel reflection coefficients for the angle of incidence αi and αf

(Fig. 10.2.1). The F (~qj) = δ
∫
d3~rΩ (~r) exp (−i~qj~r) is the Fourier transform of the shape

function Ω(~r) which is 1 inside the particle and 0 elsewhere. The ~qj is the wave vector transfer
of the jth scattering process. The diffuse component of the differential scattering cross section
has the form
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The double sum
∑
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expresses the correlation function which characterizes the position of the

particles ~rn, ~rm on the surface. The correlation function∑
n,m

exp
〈
−i~q‖ (~rn − ~rm)

〉
(10.2.5)

can be extracted from the analysis of the GISAXS spectra. If the particles are randomly scat-
tered over the surface, the correlation function (10.2.5) equals 1 and the scattering intensity is
a function of the shape and size of the particles. If particles form perfectly ordered structures
the correlation function has sharp peaks. The position of the peaks corresponds to the distance
between adjacent particles.

In real structures, particles deflect from the ideal positions and several models have been
proposed to describe the imperfection of the ordering [LAZ02]. For particle arrays, a hexagonal
paracrystal model is often used where the particle positions are misaligned in a probabilistic way
with increasing distance from a reference point. As we will show later, random packing of hard
sphere was also observed [CHU03].

Most part of our assembling experiments including time-resolved in-situ studies were per-
formed with Fe3O4 and CoFe2O4 nanoparticles prepared at the Polymer Institute of SAS by the
method described above. The nanoparticles show a well-developed crystalline structure and they
are superparamagnetic at room temperature. The blocking temperature is TB = 22 K for Fe3O4

and 204 K for CoFe2O4. NPs are monodomain due to their small size and behave as single
magnetic dipoles because the dipole-dipole interaction of magnetic iron oxide nanoparticles is
weak [LAL03]. Particles are nearly spherical with the radius of 3.2 ± 0.3 nm for Fe3O4 and
3.8± 0.27 nm for CoFe2O4 and form hexagonally ordered arrays (Fig. 10.2.3.).

GISAXS studies of ordered arrays of Co nanoparticles

For Co nanoparticles, the GISAXS measurements [CHU03, CHU05a, CHU06] were carried out
at ID10B beamline at ESRF (Grenoble) using a wavelength of 0.155 nm. GISAXS allows to
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Fig. 10.2.3. SEM image of arrays of (a) Fe3O4 and (b) CoFe2O4 nanoparticles prepared by drying a droplet
deposited onto Si/Si3N4 substrate.

study the ordering over large areas. For 3D arrays, only GISAXS can provide a reliable analysis
of the ordering inside the columns (rods). The GISAXS patterns of the 2D nanoparticle array
(Fig. 10.1.7) and columns (Fig. 10.1.10) are shown in Figs. 10.2.4 and 10.2.5, respectively.

For 2D arrays (monolayers), the local ordering with hexagonal symmetry observed by SEM
was confirmed by GISAXS (Fig. 10.2.6). The monolayers consist of well-ordered regions with
different orientations. Different type of ordering was determined by GISAXS for the array of
columns. The ordering of particles inside columns is described by a close packed hard sphere
model pointing at a rather random arrangement of the nanoparticles. The parameters of the arrays
obtained by the simulation of the GISAXS spectra are summarized in Table 10.2.1.

The fact that for 3D arrays the ordering is better described by the hard sphere model indicates
an increased randomness of the particle positions inside the columns. For 2D arrays, there is no
substantial difference of ordering in the perpendicular magnetic field and in the absence of the
field. The lower σa for the sample prepared in the magnetic field implies an improved ordering



Nanoparticles as building blocks of nanostructures 1041

Fig. 10.2.4. Measured and simulated GISAXS scan along qz = 0.01 Å−1 of the reciprocal space map of a
2D array of Co nanoparticles; the incidence angle αi = 0.05◦, the wavelength λ = 0.155 nm.

of the particles (Fig. 10.1.6b).

Time resolved GISAXS studies

As mentioned above, a large variety of possible resulting patterns of the self-assembled nanopar-
ticles is a serious limitation for targeted technological applications of self-assembling. A deeper
understanding of the self-assembling process, especially its initial stages, is essential for a bet-
ter control of the nanoparticle ordering. This issue is closely related to answering the question
where the ordering takes place. In contradiction with a common concept that the self-assembling
process occurs at the substrate/colloid interface, formation of monolayer islands of dodecanthiol-

Tab. 10.2.1. Sample parameters obtained from the simulations of 2D and 3D* arrays. Nrel is the relative
concentration (volume fraction) of the colloid, R is particle radius, a is the lattice parameter of 2D arrays,
a* is the diameter of a hard sphere for 3D* arrays, σa is the standard deviation of the interparticle distance
for 2D arrays and η is the packing fraction for 3D* arrays.

magnetic field Nrel R a a* σa η*
[T] [nm] [nm] [nm]
0 0.0625 5.7 16.8 3.3
0.75 0.0625 5.7 16.8 2.9
0.9* 0.125* 5.7* 14.7* 0.43*
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Fig. 10.2.5. (a) Reciprocal space map of columns composed from Co nanoparticles deposited in perpen-
dicular magnetic field B = 0.9 T, the incidence angle αi = 0.05◦, the wavelength λ = 0.155 nm; (b)
measured and simulated scan along qz = 0.01 Å−1.

passivated Au nanoparticles on the top surface of the drop (liquid/air interface) was confirmed
by in-situ X-ay scattering experiments [NAR04]. Using the in-situ time-resolved GISAXS tech-
nique, we tried to analyze the region where the ordering starts. For these studies, we used our
Fe-O nanoparticles [SIF07b].

A representative SEM image of the self-assembled monolayer is shown in Fig. 10.2.7. The
inset shows the Fourier transform of the entire image. It can be seen that the nanoparticles
are ordered in a perfect hexagonal close-packed (hcp) array within the domains of an apparent
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Fig. 10.2.6. SEM images of a monolayer (a) and artificial crystal (b). Measured (c) and simulated (d)
GISAXS patterns of the self-assembled monolayer of Co nanoparticles prepared by mixture of trioctylphos-
phine oxide (TOPO) and oleic acid. The angle of incidence αi = 0.186◦, the wavelength λ = 0.155 nm.
For the simulation, the particle radius of 5.4± 0.3 nm and hexagonal paracrystal model were used.

Fig. 10.2.7. Scanning electron microscope image of an Fe-O nanoparticle monolayer on Si substrate.
Fourier transform of the image shown in the inset reveals hexagonal symmetry of the self-assemblying.
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Fig. 10.2.8. Geometry of the GISAXS measurement using the Bruker D8 Discover SSS diffractometer.

size less than 100 nm. A partial smearing-out of the reciprocal lattice points is a consequence of
mutually misaligned domains. The average particle size obtained from Fig. 10.2.7 is 6.4±0.6 nm
which is slightly larger than that determined by the transmission electron microscopy. This is
mainly due to the fact the scanning electron microscope is more sensitive to the organic surfactant
shell surrounding the Fe-O particle core. The average interparticle distance (center-to-center)
was found to be 7.7± 0.6 nm.

The time resolved study was performed on the GISAXS beamline BW4 at the Hamburger
Synchrotronstrahlungslabor [ROTH06]. The size of the focused beam at the substrate position, as
determined from 1/e of the maximum intensity, was 65×3 µm2 size (horizontal× vertical). The
X-ray wavelength was 0.138 nm. We employed two measurement modes. In a substrate mode,
the substrate was aligned in order to halve the primary beam intensity and subsequently tilted by
0.18◦ (standard GISAXS alignment with the angle of incidence of 0.18◦). In a drop mode, the
substrate was vertically translated downwards by 100 µm out of the primary beam after having
been aligned and subsequently tilted by 0.1◦ in order to eliminate the X-ray scattering from the
substrate. In this mode, solely the X-ray scattering from the drop (including its surface as it was
crossing the primary beam during evaporation) was measured. The scattered X-ray radiation was
detected by a two-dimensional X-ray CCD camera located at the distance of 1971-mm from the
substrate. Each CCD pattern was acquired for 2.6-s if not stated otherwise.

The second part of our measurements was performed on a horizontal Xray diffractometer
(Bruker D8 Discover Super Speed Solution) equipped with an 18-kW Cu rotating anode TXS
generator (wavelength 0.154-nm). A parabolic Göbel mirror provided the primary beam of 0.03◦

FWHM horizontal divergence and intensity of 109 photons/s (Fig. 10.2.8). The horizontal and
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vertical beam widths are formed to 1 mm by a pinhole collimator. A knife-edge collimator was
moved downwards to the substrate surface to suppress the superfluous primary beam but not to
influence the intensity of the useful GISAXS signal. The incident angle of 0.2◦ was adjusted
by tilting the sample stage. A beamstop beyond the sample stage absorbed the passing primary
beam. A Soller slit of 0.35◦ horizontal angular acceptance and a point scintillation detector set
at a fixed angle were used to collect the GISAXS signal with a 100 ms temporal resolution.
Using the laboratory source, we were able to measure the GISAXS signal few seconds after the
deposition of the drop and to follow the early stage of the assembling process.

Monolayers of the Fe-O nanoparticles were prepared by the solvent evaporation from the
drop of the colloidal solution applied on the substrate at room temperature. According to Ref.
[POU05], three distinct stages of drying the drop are as follows: After the application on the sur-
face, the radius of the drop grows and wets the substrate. After reaching the maximum diameter,
the contact line is pinned for a certain time - the solvent evaporation and wetting of substrate
are in balance. In the second stage, the evaporation moves the contact line in the stick-slip man-
ner. The first one-two minutes can be characterized by a linear mass decrease of ≈45 µg/s. In
the third stage, the evaporation-driven surface tension instability [YIA06] results in a fast drop
migration over the substrate. The drop is completely dried within ≈ 5 min.

Time-resolved GISAXS studies with synchrotron radiation

A typical GISAXS pattern of the dried nanoparticle array on silicon substrate taken in the sub-
strate mode after the solvent evaporation is shown in Fig. 10.2.9. The qy and qz components
of the scattering vector are parallel and perpendicular to the substrate surface, respectively. The
specularly reflected beam and diffuse scattering along qz for qy = 0 were blocked by a beamstop
to avoid the CCD camera saturation. The empty areas in the left and right upper corners are
due to the detection absence. The observed GISAXS pattern is formed by an interference of the
diffusely scattered X-rays from each irradiated nanoparticle in the array. The side maxima at
qy ≈ ±0.82 nm−1 indicate the interparticle spacing of 2π/qy ≈ 7.7 nm, in agreement with the
scanning electron microscopy.

The simulation of the measured GISAXS pattern was performed using the DWBA and hexag-
onal paracrystal model as mentioned above. The simulation and a selected line cut at the critical
exit angle (qz = 0.31 nm−1) are shown in Figs. 10.2.9b and c, respectively. It can be seen that
all measured features are well reproduced. From fitting the line cut, the following parameters
were obtained: the average particle diameter of 6.1 ± 0.6 nm, the average interparticle distance
of 7.5 ± 1 nm, and the lateral correlation length of the particle distribution of 87 nm. All these
values are within the confidence intervals of the corresponding values determined by the X-ray
diffraction and transmission and scanning electron microscopies.

In-situ temporal evolution of the GISAXS pattern was studied both in the substrate and
drop modes. Three typical stages of the temporal evolution in the substrate mode are shown
in Fig. 10.2.10a,b,c. The first stage is characterized by the X-ray scattering from the volume
of the colloidal drop, the drop being larger than the beam size (Fig. 10.2.10a). Due to a high
X-ray absorption coefficient of the colloidal solution, only a small part of the incoming radiation
penetrates the drop and reaches the detector. The detected signal is featureless and the intensity
decreases monotonously along qy and qz axes. No ordering of the nanoparticles in the solution
is observed. In an intermediate stage of the solvent evaporation, the drop surface is crossing
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Fig. 10.2.9. Measured (a) and simulated (b) GISAXS patterns of the self-assembled nanoparticle array and
a fit of a line cut of the measured GISAXS pattern along qy at qz = 0.31 nm−1 (c) (dots - measured points,
line - fit). The central part along qz is shadowed by a beamstop.
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Fig. 10.2.10. GISAXS patterns taken in the substrate (a-c) and drop (d-f) modes measured at different
phases of the drop evaporation.
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the incident X-ray beam and the surface scattering from the already dried nanoparticle array on
the substrate as well as the volume and surface scattering from the still evaporating drop are
observed. Maxima at qy ≈ ±0.8 nm−1 appearing in this stage indicate a nanoparticle ordering
on the substrate and/or the drop surface (Fig. 10.2.10b). The GISAXS maxima are well resolved
in Fig. 10.2.10c which corresponds to an ordered array of nanoparticles after drying the drop.
Moreover, we can see two stripes in the GISAXS pattern (marked by arrows in Fig. 10.2.10b)
which can be understood as projections of the detector scans (in the language of the coplanar
measurements with a point detector) in the qx-qz plane onto the qy-qz plane of the CCD camera
(qx is more than one order of magnitude smaller than qz). The stripe parallel to qz comes from
the scattering from the substrate surface and can be observed also in Fig. 10.2.10c for the dried
array of nanoparticles. The other stripe comes from the scattering from the drop surface. Though
this surface is curved, the stripe is not fanned out because of the local surface sampling by the
microfocus beam. The nonzero angle between the two stripes depends on mutual orientation of
the respective surface normals. The shape of the drop surface is a complex function of time and
may vary from drop to drop as a result of the statistical nature of the evaporation dynamics.

The GISAXS results obtained in the drop mode are shown in Fig. 10.2.10d,e,f. The first
stage is dominated by the volume scattering from the colloidal drop (Fig. 10.2.10d). The signal
decreases monotonously with increasing scattering vector in the reciprocal space. Similarly as
in Fig. 10.2.10b, an abrupt change of the GISAXS pattern is observed when the drop surface is
crossing the incident X-ray beam (Fig. 10.2.10e). Simultaneously, one sharp stripe (indicated
by an arrow), which corresponds to the scattering from the drop surface as explained above, ap-
pears. The GISAXS signal comes from the drop volume and drop surface but no specific features
indicating a nanoparticle ordering are observed. After the drop surface passed the incident beam,
only a background signal is detected (Fig. 10.2.10f).

In order to visualize the temporal evolution of the GISAXS, we used t − qy intensity maps.
The intensity corresponding to a particular (t, qy) point is obtained by an integration of the
measured intensity over the qz interval of 〈0.22 nm−1, 0.39 m−1〉 (marked by the horizontal
dotted lines in Fig. 10.2.10c) at a constant qy in the GISAXS pattern taken at the time instant
t after starting the detection at t = 0. This zero time is shifted by ≈ 30 s with respect to the
first contact of the drop with the substrate surface so that the used temporal scale is relative.
Being not interested in the duration of the evaporation process itself, the absolute time is of
little importance. In order to quantify the temporal evolution, we integrated further the scattered
intensity also over the qy interval of 〈0.6 nm−1, 0.9 nm−1〉 to obtain a partial integrated scattering
(PIS) as a function of time. The PIS plot shows the temporal evolution of the GISAXS intensity
integrated over the area marked by the vertical and horizontal dotted lines in Fig. 10.2.10c where
the side maximum appears.

Figure 10.2.11a shows the t− qy map measured in the substrate mode. The GISAXS signal
comes from the already dried nanoparticles on the substrate, the drop volume and drop surface.
Distinct lines at qy ≈ ±0.8 nm−1 are observable from the early stages, indicating the formation
of an ordered nanoparticle array from the very beginning of the detection. The GISAXS signal
along the qy direction increases gradually with time and culminates at t ≈ 120 s when the drop
surface crosses and scatters strongly the X-ray beam in the form of a detector scan as explained
above (compare with Fig. 10.2.10b). The corresponding PIS plot is shown in Fig. 10.2.11b. At
the beginning, the scattered signal grows linearly while an exponential-like increase is observed
when the drop surface crosses the primary X-ray beam before escaping from it completely. After
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Fig. 10.2.11. A t − qy map of a drying colloidal drop forming a monolayer of ordered nanoparticles
measured in the substrate mode (a) and the corresponding partial integrated scattering (PIS) plot (b).

this transient, the scattered intensity decreases to a stationary value produced solely by the dried
self-assembled nanoparticle array on the substrate.

The overall initial increase of the GISAXS signal in the t− qy map is a result of the steadily
increasing nanoparticle concentration in the drop volume as the solvent evaporates. For the
PIS plot related to the region of the side maximum in the reciprocal space, the growing area
of ordered nanoparticles on the substrate surface may play a role as well. In order to estimate
the contribution of the scattering from the drop volume to the total scattered intensity during
the drying process, we repeated the temporal analysis with the colloidal solution diluted by a
factor of 10. The t − qy map and PIS plot are shown in Fig. 10.2.12a and b, respectively. The
GISAXS signal in the t − qy map increases with time up to a maximum at t ≈ 120 s before the
drop escapes from the X-ray beam and a steady-state regime is established. Ordering lines at
qy ≈ ±0.8 nm−1 can be resolved in the steady-state regime but their traces are visible already
at earlier stages. A sub-monolayer coverage of the substrate consisting of isolated islands of
the ordered nanoparticle arrays was observed by the scanning electron microscopy after drying
the drop. The islands produce a smaller PIS signal than the monolayer. The PIS temporal plot
exhibits again a linear increase up to t ≈ 100 s followed by a transient and steady-state regions,
the linear signal being higher than the steady-state one coming from the ordered nanoparticle
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Fig. 10.2.12. A t − qy map of a drying diluted colloidal drop forming ordered sub-monolayer arrays of
nanoparticles measured in the substrate mode (a) and the corresponding partial integrated scattering (PIS)
plot (b).

array on the substrate. This fact indicates clearly that also in the PIS plot, the main contribution to
the scattered intensity before the drop escapes from the X-ray beam comes from the nanoparticles
inside the drop.

In view of these findings, the initial linear increase of the GISAXS signal can be attributed
to the linear increase of the nanoparticle concentration as the drop is losing its mass during the
solvent evaporation. The amount of the deposited nanoparticles is still negligible when compared
to the number of the nanoparticles inside the drop. The growing nanoparticle concentration leads
to the observed linear growth of the volume and surface scattering from the drop. Later, the
evaporating drop surface crosses the X-ray beam and the drop position becomes unstable. Finally,
the drop moves completely out of the X-ray beam and an abrupt intensity decrease resulting in
a stationary time-independent GISAXS signal is observed in the PIS plot. This decrease is not
connected with a loss of the nanoparticle order but with the absence of the drop scattering.

It still remains to determine the region of the nanoparticle self-assembling. Measurements in
the substrate mode cannot distinguish between the signal scattered from the ordered nanoparticle
assembly on the substrate surface and on the drop surface. Therefore, we utilized the drop
mode which probes the drop exclusively. In order to minimize the impact of the read-out time on
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Fig. 10.2.13. A t− qy map of a drying colloidal drop measured in the drop mode (a) and the corresponding
partial integrated scattering (PIS) plot (b).

possible short transients, we enhanced the integration time of a single GISAXS pattern from 2.6 s
to 13.6 s. The measured t− qy map and PIS plot are shown in Fig. 10.2.13a and b, respectively.
Differently to the substrate mode, the t−qy map shows no ordering lines and the GISAXS signal
along qy decays monotonously with time up to t ≈ 120 s. The linear increase of the PIS plot is
dominated by the volume scattering of the linearly densifying drop. The exponential-like final
increase may be attributed to a combined effect of the volume and surface scattering from the
colloidal drop (compare with Fig. 10.2.10e). Finally, the drop escapes from the X-ray beam
and the measured scattering signal goes to a background value. No evidence of the existence
of ordered nanoparticle arrays in the drop volume or on the drop surface within the employed
statistics has an important implication. According to our calculations, ≈ 63% of the incident
X-ray intensity probed the drop volume located between 82 µm and 118 µm above the substrate
surface. Therefore, the self-assembly process takes place no more than ≈ 80 µm above the
substrate surface in the vicinity of the drop contact line. The contact line moves steadily in the
stick-slip manner and the nanoparticles, which are ordering in its neighborhood, adhere to the
substrate surface as the solvent evaporates.
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Fig. 10.2.14. Partial integrated scattering (PIS) plot of a drying colloidal drop in the substrate mode mea-
sured with X-ray rotating anode source.

Time-resolved GISAXS studies with X-ray rotating anode source

A poor temporal resolution poses a risk of data undersampling when monitoring fast dynamical
processes. In order to avoid deceptive results, we measured the GISAXS at a fixed scattering an-
gle using a rotating anode X-ray source. The GISAXS signal was sampled at 10 Hz, i.e. 26 times
faster than it was possible with the X ray CCD camera. In this way, we were able to study the
early stages of the self-assembling process. A horizontal Soller slit was positioned parallel to the
substrate normal so that the measured GISAXS intensity was integrated along the qz direction
and convoluted with the slit acceptance along the qy direction. A PIS plot integrated over the qy
interval of 〈0.73 nm−1, 0.97 nm−1〉 is shown in Fig. 10.2.14. The zero time t = 0 refers to the
start of the detection after the drop was applied on the substrate. For negative time, before the
drop was applied, we observe diffuse scattering from the clean substrate. The application of the
drop is displayed by a missing part of the signal. The drop evaporation is accompanied by a linear
increase of the scattered intensity up to t ≈ 120 s, as observed also by the time-resolved syn-
chrotron measurements. This evaporation phase is dominated by an increasing volume scattering
from the densifying colloidal drop, a small contribution of the already dried ordered nanoparticle
array on the substrate being also possible. After this linear increase, several fast fluctuating tran-
sients are observed. These transients are a consequence of the evaporation-driven surface tension
instability and vary from drop to drop. The drying drop with a fast modifying surface moves
into and out of the X-ray beam and the contributions of the volume and surface scattering from
the drop produce “revivals” of the GISAXS signal accordingly. These transients were undersam-
pled in the CCD synchrotron measurements, resulting in the smooth exponential-like increase of
the PIS plot. The difference between the initial and final PIS levels (denoted by the symbol ∆
in Fig. 10.2.14) shows a contribution of the dried self-assembled nanoparticles to the GISAXS
signal.

In summary, using time resolved GISAXS it was possible to separate the contributions of
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the volume and surface X-ray scattering from the drop to the total GISAXS signal during the
self-assembling. The colloidal nanoparticle solution used shows the absence of self-assembled
clusters in the drop volume or self-assembled domains on the drop surface for the distances from
the substrate surface larger than 80 µm. Relying on these results, we conclude that the self-
assembling takes place in the vicinity of the three-phase (liquid-solid-air) drop contact line as the
solvent evaporates, i.e. not inside or on the drop.
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11 Summary and perspectives

A common denominator of the structures discussed in this work is their very small and all the
time decreasing size. Consequently, the ratio between the number of surface and interface atoms
and the number of atoms inside the bulk rapidly increases. Therefore, interfaces influence the
properties of multilayers in a decisive way.

The interfaces play a key role in X-EUV and magnetic multilayers, used nowadays mostly in
Bragg mirrors and spintronics devices, respectively. High-performance multilayer structures for
X-EUV optics are often composed of several hundreds of layers of a nanometer or sub-nanometer
thickness which must be controlled with the precision better than 0.1 nm. This requires also
development of advanced in-situ methods to monitor and control the deposition process with
picometer accuracy. The progress in X-EUV multilayers was first of all stimulated by the devel-
opment of X-EUV lithography with resolution below 30 nm as a next generation tool for micro-
and nanoelectronic device production. Simultaneously, mirrors for new imaging techniques, like
water window microscopy, represent inevitable tools for new research in biology and material
science. Though not discussed in this tutorial, significant advance in deposition technology was
achieved in terms of the control of lateral grading of layer thickness along the substrate which
is unavoidable for imaging multilayer mirrors deposited on figured substrates. Here, the control
of layer thickness distribution along the substrate with an accuracy below 0.1 nm is necessary,
too. One can assume that novel structures and novel devices not only for X-EUV optics will be
prepared with further development of the lateral thickness control during the deposition process
in a single technological run as a specific application of the bottom-up approach.

Ultrathin nanometer-size layers dictate the progress also in a new branch of electronics, viz.
spintronics, with direct output for storage and retrieval of information. Here, the thickness of de-
posited layers must be also controlled with the precision better than 0.1 nm which is in agreement
with predicted transition from nano- to picometer-size technology.

New properties and new phenomena in multilayer and spin valve physics are of primary inter-
est for us. As it was shown, X-EUV multilayers serve as model systems for the interface studies
where a complete set of roughness and interlayer characteristics must be known to understand
the measured properties. The modelling approach is attractive because X-EUV MLs have a high
quality of layering and contrast of optical constants. Only a deep understanding of interfaces
may improve even at present controversial observations of giant magnetoresistance values vs.
interface structure.

However, the GMR devices are only the vanguard of further opportunities in nanomagnetism
covering spin injection, magnetic vortices and new magnetic materials. In classical GMR struc-
tures, the need of an external magnetic field sets limits for further miniaturization. Therefore,
novel nanometer-size structures utilizing the current induced magnetization switching are studied
as a future building blocks of ultra-high density media. Here, a detailed knowledge of interface
phenomena and mechanisms of interdiffusion in both immiscible and miscible combinations of
materials is also a prerequisite of further progress.

The research of MLs is closely connected with a continuous development and invention of
proper analytical tools for interface analyses. We have demonstrated that X-ray scattering meth-
ods developed originally for X-EUV multilayers can be applied for detailed interface analyses
of magnetic nanosized structures and that the grazing incidence small-angle X-ray scattering
provides a new approach to the fundamental understanding of the structures under study. The
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possibility to monitor and control the growth process with picometer accuracy by in-situ ellip-
sometry was presented.

Other nanometer-size structures studied in this work are colloidal magnetic nanoparticles
with their ability to form spontaneously ordered arrays. A typical diameter of nanoparticles is
approx. 10 nm and less which is beyond the possibilities of contemporary lithographic tech-
niques. Uniform arrays of nanomagnets can be prepared from colloidal magnetic nanoparticles.
Such bottom-up approach presents fast and cost-effective way of the fabrication of nanoparticle
monolayers which can be combined with various layered systems. An ordered array of magnetic
nanoparticles can be used as a natural double tunnel barrier of novel tunnel magnetoresistance
structures or spin torque nanooscillators. For technological application of the self-assembling
process, the formation of ordered arrays has to be understood in detail. However, metallic
nanoparticles provide also new opportunities in the field of nanomedicine, local therapy and
diagnostic procedures with better resolution.

Nowadays, nanoparticles are considered as an intermediate phase in the bottom-up strategies
following the prophetic vision of R. Feynman from 50-ties of the 20th century that structures and
devices could be built atom by atom. This challenge stimulates broad research activities. Natural
slowness of the process involved could be overcome using a huge parallelism of the building
technique.
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Engn. 57-58 (2001) 9

[BRU91] M. E. Brubaker, J. E. Mattson, C. H. Sowers, S. D. Bader: Appl. Phys. Lett. 58 (1991)
2306



1058 Advanced nanometer-size structures
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