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Department of Theoretical Physics, Comenius University,
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The work can be considered as an essay on mathematical and conceptual structure of non-
relativistic quantum mechanics (QM) which is related here to some other (more general, but
also to more special and “approximative”) theories. QM is here primarily reformulated in an
equivalent form of a Poisson system on the phase space consisting of density matrices, where
the “observables”, as well as “symmetry generators” are represented by a specific type of real
valued (densely defined) functions, namely the usual quantum expectations of correspond-
ing selfadjoint operators. It is shown in this paper that inclusion of additional (“nonlinear”)
symmetry generators (i.e. “Hamiltonians”) into this reformulation of (linear) QM leads to a
considerable extension of the theory: two kinds of quantum “mixed states” should be dis-
tinguished, and operator – valued functions of density matrices should be used in the rôle
of “nonlinear observables”. A general framework for physical theories is obtained in this
way: By different choices of the sets of “nonlinear observables” we obtain, as special cases,
e.g. classical mechanics on homogeneous spaces of kinematical symmetry groups, standard
(linear) QM, or nonlinear extensions of QM; also various “quasiclassical approximations” to
QM are all subtheories of the presented extension of QM - a version of the extended quantum
mechanics (EQM). A general interpretation scheme of EQM extending the usual statistical
interpretation of QM is also proposed. Eventually, EQM is shown to be (included into) a
C∗-algebraic (hence linear) quantum theory.

Mathematical formulation of these theories is presented. The presentation includes an
analysis of problems connected with differentiation on infinite – dimensional manifolds, as
well as a solution of some problems connected with the work with only densely defined un-
bounded real–valued functions on the (infinite dimensional) “phase space” which correspond
to unbounded operators (generators) and to their nonlinear generalizations. Also “nonlinear
deformations” of unitary representations of kinematical symmetry Lie groups are introduced.
Possible applications are briefly discussed, and some specific examples are presented.

The text contains also brief reviews of Hamiltonian classical mechanics, as well as of QM.
Mathematical appendices make the paper nearly selfcontained.
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4 1 Introduction

1 Introduction

We present in this work a straightforward, and a “very natural” theoretical extension of traditional
(linear) quantum mechanics (QM), providing a general framework of several physical theories. It
contains QM itself, its (almost all up to now published) nonlinear modifications and extensions,
and also its “semiclassical approximations”, together with the Hamiltonian classical mechanics
(CM). This is made formally by a geometrical reformulation of QM and by its subsequent nonlin-
ear extension (containing the unchanged linear QM as a subtheory); an interpretation scheme for
this extended theory is also proposed here. Although rather “trivial” from a certain point of view,
the obtained extended quantum mechanics (EQM)2 seems to offer new insights into conceptual
foundations and also possible applications of quantum theory. It renders also alternative views
to different approximations and modifications of QM like, e.g., the time dependent Hartree Fock
theory, WKB approximation, or the “nonlinear Schrödinger equation”, which are just subtheories
of EQM.3 The presented theory provides also a global view onto solutions of dynamical equa-
tions of many of its subtheories including a specification of ways to obtaining their solutions.
Having its origin in mathematically well defined models of infinite quantum systems described
by traditional (hence linear!) nonrelativistic quantum field theory (QFT), cf. [130, 31, 185, 186],
no mathematical inconsistencies could be expected in the basic structure of EQM.

Next Section 1.1 contains a description of the present author’s motivation, including some of
his presently accepted philosophical ideas, and his mostly personal view on the history of this
paper. The author is aware that motivation and history of writings can be considered either from
a subjective point of view of the author, or from the point of view of more “objective” history
based on a review of existing published works connected in some way with the contents of the
presented work. The second point of view, if taken seriously, would need considerable historical
effort of experts in the related fields, and we shall not try to present it in this work; we shall add,
however, some comments and references to compensate partially this gap, cf. also Remark 1.1.1.

Many important papers relevant to the contents of the present work became known to the
present author only after writing his own “independent” version of the “story”.4 It is, however,
important to have in sight also independently written works on the considered subject, since
alternative approaches to formulation of similar theories might provide also some alternatives
for interpretation and/or application of the developed formal theory. This is even more valid
taken into account that the author’s formulation of the presented results was rather “indirect”,
obtained as a byproduct of other (a priori unrelated) investigations. We are trying to give here all
the relevant citations and credits we are aware of.5

The Section 1.2 contains a heuristic description of the general construction of main concept-

2The obtained EQM provides rather “metatheoretical framework” for a broad class of physical theories than a specific
theory of a given class of physical systems.

3Let us note here that, for general dynamical systems (resp. systems of differential equations), “(non–)linearity” is
not an unambiguous specification: Any linear equation can be transformed into a nonlinear form by a change of variables
and, conversely, many nonlinear equations can be rewritten into a form of linear ones, cf. e.g. a Poincaré theorem [9,
Chap. 5,§22], or the “Koopmanism” in e.g., [152] and Remark 3.3.14. Linearity in QM is determined in our work with a
help of structures on the projective Hilbert spaceP (H).

4This explains also some omissions of citations of some relevant earlier published papers in the author’s previous
works: The present author would like to apologize to the authors of those omitted papers in this way.

5In spite of this, the bibliography remains probably rather incomplete, and the present author has to apologize repeat-
edly to authors of unnoticed relevant works.
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s, mathematical structures, as well as interpretation problems, and possible applications of the
presented nonlinear extension of quantum mechanics (NLQM). The Section 1.3 contains some
notes on organization of the paper. We include also into this chapter sections describing briefly
general structure of CM (cf. Section 1.4), as well as of QM (Section 1.5), because it provides a
starting framework for forthcoming theoretical constructions.

1.1 Notes on Motivation, Background Ideas, and History

The present author is aware of problematic nature of claims about “the originality” of ideas in
Science, and of the corresponding “priorities”. Even if written in the author’s relative isolation,
the ideas might come indirectly into the author’s mind, through various cultural and social man-
ifestations, or simply by reading also scientific papers not manifestly related to the considered
problem. The author will not try to do complicated introspective psychological considerations
on origins of his own ideas, what would be necessary to give quite honest (but in any case sub-
jective) answers to questions on “the originality”, or at least on “the independence”, of obtaining
the presented results. We shall try, in the next paragraphs, to describe as honestly as possible in
a brief exposition the genesis and history of ideas resulting in this paper. That might be useful
also for better understanding of place of the presented theory in the framework of contemporary
theoretical physics.

1.1.1.Remark (On contexts and contributions of this work).Let us mention here at least some
references considered by the author as important for a sight on the present work in the broader
scientific context . The presented work can be put in a connection with attempts at specific non-
linear generalizations of QM (NLQM) considered as a Hamiltonian field theory on the projective
Hilbert space as the “phase space” with a specific (quantum) statistical interpretation; the present
work generalizes and unifies such theories. A pioneer work in this direction was, perhaps, the
short paper [147] by T.W.B. Kibble, containing a sketch of nonlinear pure–state dynamics and
also suggestive motivation directed to applications and generalizations in relativistic QFT and
general relativity (GR). Trials (unsuccessful) to formulate quantum statistical interpretation of
such theories, as well as some dynamics of mixed states contains the proposal [273] by S. Wein-
berg. In the papers by R. Cirelli et al., eg. in [63, 67], the authors formulate in a mathematically
clear geometrical way standard QM, and they are looking for general principles for possible gen-
eralizations of (pure state) quantum kinematics. The papers by M. Czachor et al. [70] contain
also proposals for description of dynamics of density matrices in NLQM (accepting essentially
the author’s proposal from [24]), and also there are investigated methods to solutions of dynami-
cal equations for some classes of generators. The author’s paper [24] contains all the essentials of
the here presented theory. Connections with older formulations of NLQM and with semiclassical
approximations, as well as some proposals for a search for generalized (pure state) kinematics
are contained in [11].

Any of the (to the present author) known published papers do not contain consistent proposals
of definitions and of quantum statistical interpretation ofnonlinear observables;6 such a defini-

6This seems to be true also for the papers [78, 169] by Doebner, Goldin, Lücke et al.; their “Doebner–Goldin” NLQM
(DG) appears to be non-Hamiltonian, hence it does not fully “fit” into the kind of presently analyzed theories: For testing
the belonging of DG to the here analyzed class of NLQM, one should, e.g. to check, whether the r.h.s. of [78, Eq. (1.2)]
can be rewritten in the form of the r.h.s. of (2.1.26), resp. in a form

(
α̂Pψ + f0(Pψ)

)
·ψ, with α a closed one–form on

P (H), andα̂ ∈ L(H)s = T∗s being its operator form (cf. page 49).
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tion and interpretation of observables is given in this work. It is given here also an inclusion of
the introduced (nonlinear) EQM into a linear theory of a bigger system described in framework
of algebraic QT, cf. also [31, 86]. Work with unbounded generators is proposed here in a flexible
way: One can restrict attention to a certain set of submanifolds of the “quantum phase space”
S∗:= the space of all density matrices, the union of which is not necessarily dense inS∗. Two
kinds of “mixed states” are introduced, what is a natural consequence of nonlinear dynamics, cf.
also [145, 70]. A unitary representation of a Lie groupG is chosen here as a “parameter” serving
to specify all the general elements of the theory: the domains of definitions (inS∗) of unbounded
generators, the sets of generators, of symmetries, of observables, and of states of the described
system; it specifies theUG–systemΣUG. This allows us to determine also the concept of a
UGI–subsystemof a givenG–systemΣG; also a general definition of a subsystem of a phys-
ical system in NLQM was not satisfactorily established in the known literature. We shall not,
however, look here for generalized kinematics (i.e. alternatives toS∗, cf. [63, 67, 11]), neither
we shall try to formulate here a solution of the “problem of measurement in QM” (understood,
e.g. as a dynamical description of the “reduction of wave packet”).♥

This work is a modified and completed version of the preprint [24].7 The author decided
to publish it now also because of recently renewed interest in nonlinear QM (NLQM) (see, e.g.
[145, 49, 144, 15, 11, 67, 57], or [78, 70, 109, 169]),8 as well as in foundational questions of
connections of QM with CM, cf. e.g. [52, 197, 198, 111, 217, 286, 162, 44, 66, 193], or also
[202, 98, 113, 257, 94, 233, 249].9

Moreover, it can be assumed that ideas contained in this work will be useful for construction
of some (not only physical) models.

1.1-a On initial ideas and constructions

The idea of a natural nonlinear generalization of QM (leading to the paper [24]) appeared to the
present author after an equivalent reformulation of QM in terms of CM on (infinite dimensional)
symplectic manifoldP (H) in the works [26, 27]. This was, in turn, a result of trials to understand
connections between QM and CM more satisfactorily than via the limits~→ 0:10 A part of the
effort was a formalization of the Bohr’s beautiful argumentation, e.g. in [21, 22], on necessity of
using CM for a formulation of QM as a physical theory, combined with the author’s requirement

7The author is deeply indebted to Vlado Bužek for his strong encouragement in the process of the author’s decision
to prepare and publish this new version of [24], as well as for the kind support and also for the effective help he rendered
in the process of preparation of the publication of this work.

8The author is indebted also to (that time) PhD students, esp. to M. Gatti and E. Grešák, who helped him to make
clear some technical features of the presented work, cf. [241, 244, 102, 112, 206].

9M. Czachor and his coworkers are acknowledged for their repeated interest in the author’s work, as well as for the
kind submissions of information about the progress of their work. The author expresses his dues also to S.T. Ali, P.
Busch, V. Bǔzek, G. Chadzitaskos, R. Cirelli, V.̌Cerńy, H.-D. Doebner, G.G. Emch, M. Fecko, G.A. Goldin, K.R.W.
Jones, N.P. Landsman, J.T. Lewis, E. Lieb, W. Lücke, H. Narnhofer, P. Prešnajder, E. Prugovečki, A. Rieckers, G.L.
Sewell, R.F. Streater, W. Thirring, J. Tolar, T. Unnerstall, R.F. Werner, A. Zeilinger, W.H.Żurek, and other colleagues
and friends for discussions, and/or for providing him with their relevant papers, and/or for giving him moral support.

10For a review and citations on various approaches to “quantization” and “dequantization” with their rich history
beginning with the advent of QM see e.g. [79, 255, 100, 245, 97, 141, 256, 161]; some connections of CM and QM via
~ → 0 could be seen from [132, 123, 146]; for a recent trial to define the limit~ → 0 in a mathematically correct way
cf. also [206].
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on “universality” of quantum theory (QT),11 the effort possibly hopeless if taken too literally.12

The papers [26, 27] resulted from the recognition of quantum pure–state spaceP (H) as a
natural symplectic (even a K̈ahler) manifold; this personal “finding” was gradually reached at s-
tudying of generalized coherent states (GCS)13 in QM, [149, 199, 17, 166, 242, 71, 200], in look-
ing for their possible usage in describing connections between QM and CM. We benefitted also
from the description of symplectic structure on (finite dimensional) complex projective spaces
[7]. Works on their quantum mechanical connections/applications [16, 56, 133, 221, 212, 222]
was encouraging in this effort. As the author can judge today, many important results have been
obtained in the literature. Unfortunately, not all of the details of the cited works were clearly
seen by him during the time when he formulated his theory: There was a variability of languages
and interpretations in various papers, as well as a lack of sufficient mathematical rigor which ob-
viously was an obstacle for a better understanding. There were also important unnoticed works
containing some of the author’s later results, e.g. [251, 147, 154].14

Conceptually important in the search of QM↔ CM connections was appearance of symme-
try groupsG allowing a unified theoretical description of “changes of objects with a specified
identity”, cf. mainly [69, 275, 281, 138], and givig a framework for description of physical
quantities; we have restricted our attention to Lie groups, where distinguished one–parameter
subgroups correspond to specific physical quantities (cf. Galileo, or Poincaré groups). The cit-
ed papers using sets of GCS used them either as a tool for description of some “quasiclassical
approximations” to QM in various specific situations, or as a formulation of a “quantization”
procedure, cf. also more recent literature, e.g. [4, 3, 161].

Generalized coherent states were usually considered as submanifolds of the Hilbert space
determined either as some more or less arbitrary parametrically determined manifolds (usually
finite dimensional), or as orbits of continuous unitary representations of a Lie groupG. An essen-
tial rôle is ascribed to a symmetry Lie groupG also in the present paper: This corresponds to the
accepted (hypothetical) point of view according to which observables in physics are necessarily
connected in some way with a group of symmetries.15

1.1.2.Interpretation. This “philosophy” can be substantiated by the following simple intuitive
consideration: Physical situations (e.g. different states of a physical system) corresponding to
different values of a “physical quantity” should be connected by some transformations which

11We distinguish here QM from QT, the later including also mathematically well defined parts or versions of QFT, e.g.
the nonrelativisticC∗-algebraic theory of systems “with infinite number of degrees of freedom”. In this understanding,
QT can describe also macroscopic parameters of “large” quantal systems, composing their classical subsystems.

12The intention of the author was even to formulate a general model of the measurement in QM, being up to now an
unsolved fundamental problem of QM (if QM is considered as a “universal theory”), [28]. This author’s effort started in
1961 at Charles University and/or Czech Technical University (ČVUT) in Prague (the Faculty of Technical and Nuclear
Physics – FTJF – was administratively moved between these two universities in those years), later continued also in a
small seminar formed by J. Jersák, V. Petřźılka, J. Stern, and the present author; in the framework of this seminar was
formulated a simple (unpublished) proof of impossibility of information transmission by “reduction of wave packets”
corresponding to the EPR–like quantum measurements according to the traditional (Copenhagen) formulation of QM,
cf. Note 1.5.9 on page 39.

13The author is indebted to P.Prešnajder for turning his attention to GCS.
14For the citation [154], as well as for some other useful notes made during the correspondence concerning [27] the

author is obliged to K.Hepp. The author obtained the citation [64] from K.R.W.Jones. About the citation [147] was the
author informed by N.P.Landsman.

15A possible generalization of this point of view might lead to the assumption, that observables are determined by
local groups, [148], or gruppoids, [161]; the Landsman’s book [161] contains also other relevant ideas and techniques,
as well as citations.
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make possible to assure that the different values are really “values of the same quantity”; the
assumption of transitivity and invertibility of these up to now unspecified transformations seems
to be natural for quantities without some exceptional values in their range. This results in the
hypothesis of presence of a group defining physical observables (resp. quantities); some further
“physically natural” continuity requirements then end at a Lie group.16 �

1.1.3.Remark. The presence of a Lie groupG in the following considerations has, however,
also a technical function: it offers us an easy possibility to work with specific unbounded observ-
ables described by not everywhere defined functions on the symplectic manifoldP (H); such
observables correspond (in the linear case) to usual unbounded operators describing physical
quantities in QM. The corresponding technical tool is the existence of theC∞(G)–domains
(e.g. theGårding domains) of strongly continuous unitary representationsU(G) of any Lie
groupG.17 ♥

The importance of Lie group representations for QM was stressed already by founders of
QM, let us mention especially Weyl and Wigner [280, 275, 281, 282]; applications of Lie groups
in fundations of QM was afterwards elaborated by many others, e.g., cf. [167, 168, 148, 267,
5, 104, 75]. Also Prugověcki’s and Twareque Ali’s papers, e.g. [213, 214, 2, 215, 216], were
stimulating for the present author’s work: Some intuitively convenient statistical interpretation
of GCS in QT was also looked there for. The Weyl’s book [275] contains, in an implicit way (as
it was perceived by the present author), some of the main ideas concerning connection of QM
with CM formulated in the papers [26, 27].18

In our presentation, orbits of coadjoint representations ofG play an important r̂ole. They ap-
pear naturally in QM as orbits of expectation functionals corresponding to GCS, which are calcu-
lated on generators of the considered Lie group representationU(G); these generators are usual-
ly interpreted in QM as distinguished sets of quantummechanical “observables”. The canonical
symplectic structure on theseAd∗(G)–orbits is described, e.g., in the monograph [148], cf. also
Appendix A.4. The general coordinate–free differential geometric formalism of Ellie Cartan and
its applications to CM is described, e.g. in [1, 151, 258, 61], cf. Appendix A.3.

Generalized coherent states determined by continuous unitary representationsU(G) of finite
dimensional Lie groupsG provide a “semiclassical background” to approximate descriptions of
quantum theory. Points of the manifolds of coherent states can be canonically parametrized in
many cases by points of an orbit of the coadjoint representationAd∗(G). In these cases, a canon-
ical Poisson structure corresponding to that one existing on theAd∗(G)–orbit can be defined on
the manifold of coherent states. It is possible to determine canonically a specific “projection”
of quantum mechanical (=:quantal) dynamics to such a “classical phase space”, [27]. Some

16As concerns a general gnoseological approach of the present author to Theoretical knowledge, it is close in a certain
feature to that of K. R. Popper, [209, 210], cf. also [127]; we accept, e.g. that each scientific assertion can be considered
just as a hypothesis: There is no “final truth” in our Knowledge. Moreover, any “meaningful” assertion concerning pos-
sible empirical situations should be falsifiable by some empirical tests. Let us add, however, that one should distinguish
different “degrees of certainty” of various claims: Although mathematically formulated, claims on empirical contents
should undergo our identification with specific “extratheoretical” situations, and this process cannot be fully formalized.

17For an application of this kind of ideas cf. also the theory of “Op*-algebras”, [163].
18The above mentioned inspiring “ideas”, “stimulations”, etc. are difficult to specify and formulate clearly: They were

often hidden in the stylistic form of presentation of otherwise “quite simple facts” by the cited authors; e.g. the Weyl’s
considerations on “Quantum Kinematics” in [275, Chapter IV.D], presently known to every physics student as CCR,
were perceived by the present author as very stimulating – much later than during his student’s years.
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satisfactory (unambiguous, and general) interpretation of these canonical “classical projections”
is, however, still missing.19

Methods of the “time dependent Hartree–Fock description” of fermionic systems, or more
generally, of the “time dependent variational principle” in QM, [154], can be reduced in many
cases to specifications of the general procedure of the mentioned “classical projections”. The
“classical projections” of quantum dynamics to orbits of coherent states can lead, in some formal-
ly chosen cases (i.e. chosen regardless to existence of any possibility of a physical interpretation
of the considered dynamics), to such a classical dynamics which has little in common with the
original quantum system. This left an open question to us, in what cases “classical projections”
are “close” to the projected quantum dynamics, [27].

The dynamics of an individual subsystem of the infinite quantum system in mean–field theory
(MFT) is described exactly by such a kind of “classical projections”, [33, 31]. In this is hidden a
connection of our EQM with a (linear) QT of infinite quantum systems, cf. also Subsection 1.1-b.

We shall show, in Section 3.6, that the dynamics in NLQM (modified with respect to that of
Ref. [273] for the cases of evolution of “mixed states”) can also be described in this way. We
obtain a mathematically correct and physically consistently interpreted standard type of quantum
theory (i.e. aC∗-algebraic theory) in the case of such a mean-field reinterpretation of the “clas-
sical projections of QM”. We shall describe these theories in a form of a generalized quantum
mechanics of autonomous physical systems. “Observables” in the presented theory are express-
ible as operator–valued functionsf : F 7→ f(F) of a classical field with valuesF appearing
in corresponding interpretation also in MFT. In models of MFT the “classical field”F can de-
scribe, e.g. collective variables describing macroscopic quantum phenomena like superconducti-
vity, or other “global observables” describing a large quantum system. The classical fieldF

(cf. Definition 2.2.17) aquiring values inLie(G)∗ 3 F is here present in a rôle of a “macro-
scopic background” of the considered quantum system. The (nonlinear) dynamics, as well as
the probabilistic interpretation of the theory can be described, however, independently of any
use of “background fields”: The introduction of the fieldF (which is a function of the quantum
states% ∈ S∗(L(H)) appears like an alternative description (or an “explanation”) of the dy-
namics which can lead to simpler solutions of problems. We have not specified unambiguously
a physical interpretation of dependence of the operatorsf(F) on valuesF of the macroscopic
field F. It can be suggested, e.g. thatF takes part in determination of “physical meaning” of the
quantum observables: For each valueF of F, “the same” quantum observablef is described by
a specific operatorf(F). We have introduced, however, a standard prescription for calculation
of probabilities of measured results of observables represented by the operator – valued func-
tions f : F 7→ f(F) which is consistent with the traditional one, cf. formulas (2.3.4), (2.3.9),
and (2.3.10). We also expect that traditional foundational problems in physics like the “quan-
tum measurement problem”, or the question on “origins of irreversibility” might be fruitfully
reformulated in the presented framework.

19We have known the “mean-field” interpretation of such quantum motions, cf. Subsection 1.1-b, and Section 3.4;
physical origin of such a classical “background field” might be looked for in hypothetical, or sometimes even known, ex-
istence of some “long–range forces”, representing an influence of, e.g. (let us allow some visions to ourselves) Coulomb
forces with quantum correlations of distant stars to the considered microsystem, cf. [285].
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1.1-b Relation to infinite systems

An important element in building the presented scheme of EQM was construction of classical
quantities of an infinite quantal system. This was done in usualC∗-algebraic language [91, 76,
77, 227, 196, 42, 254], cf. also [27]. The author was especially inspired by the papers [131,
130, 16], the monographs on quantum–theoretical description of systems “with infinite number
of degrees of freedom” [91, 42], some general ideas of Einstein, Bohr, Heisenberg and other
thinkers expressed in many, nowadays difficult identifiable, places (as introductions to books and
papers, popular and philosophical writings, quotations by other people, etc.), as well as by some
other, both “technically& ideologically” composed papers, like the review [284] on “large N
limits” in QM.

Let us describe briefly the obtained picture of kinematics of an infinite quantum system in
which a commutative (“classical macroscopic”) subalgebraN of observables is determined by
a unitary representationU(G) of a Lie groupG. Let the large quantum system consists ofN
copies of equal systems described in separable Hilbert spacesHm by algebras of observables
L(Hm),m = 1, 2, . . . N . Then the algebra of observablesAN of the composed system is i-
somorphic toL(⊗Nm=1Hm), and nothing essentially new is obtained: It has only one “reason-
able” irreducible representation (up to unitary equivalence). The so calledC∗–inductive limit
for N → ∞ of AN , cf. [227], however, is an algebraA of a different type: It has uncountably
many mutually inequivalent faithful irreducible representations. Subsets of these representation-
s could be parametrized by some “classical quantities”, which can be themselves realized as a
(commutative)C∗-algebra in the centerZ of the double dualA∗∗ of A. But the centerZ is an
incredibly big algebra which cannot be, probably, used as a whole to some useful description of
macroscopic properties of “the systemA”. Here was used a Lie groupG for obtaining a spec-
ification of a subalgebra ofZ of a “reasonable size”. The use of a Lie groupG allowed also a
natural introduction of a Poisson structure [274, 177, 7], and consequently classical dynamics
into the “relevant part” ofZ.20

These constructions were motivated by some attempts to understand possible quantumme-
chanical basis of classical description of macroscopic bodies, cf. [131, 27, 28], as well as of
interaction of that bodies with microscopic systems described by QM. This effort included trials
to solve the old problem of modeling the “measurement process in QM” [131, 28]. Although
this questions were extensively studied during the whole history of existence of QM, cf., e.g.
[189, 14, 276, 168, 50], no approach to their solution, hence no answers, are generally accepted
up to now. In the process of modeling of interaction of microsystems with macroscopic bodies in
QM framework, a quantum description of macroscopic bodies was a necessary preliminary step.
The simplest possibility was a study of kinematics of an infinite set of equal quantum systems
in the framework ofC∗-algebraic theory. This is formulated in [27]. One of the most important
questions was a “proper” choice of observable quantities of such a big system.21 This was done

20A Poisson structure is, however, always present in any noncommutativeC∗-algebra in the form of the commutator
of any of its two elements, cf. also [86]. This can be used to obtain, by a certain limiting procedure, cf. [31, 32, 86],
also a Poisson structure on some subsets of the commutativeW ∗-algebraZ. The Poisson structure obtained in this way
is identical with that one connected with a Lie group action. Lie groups are, however, useful (besides for technicalities
in dealing with unbounded generators) for interpretation of abstract “observables”, and for determination of “proper
subsets” of the huge centreZ.

21That a choice of “observable observables” is a nontrivial task also from a quite different point of view is claimed
in [191].
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by a choice of the kinematical Lie groupG mimicking macroscopic motions of the large (com-
posed) quantum system: The representationU(G) acted equally on any “elementary subsystem”
described byL(Hm),m = 1, 2, . . .∞.

The resulting formulation of nonlinear quantum dynamics in the presented extension of
QM can be connected with the specific form of the author’s formulation of dynamics of infi-
nite quantum systems [31, 33, 264, 265, 86] with interactions of “mean–field type”, having its
roots in [130]. 22 Our citations of works relevant for the theory of microscopic description of
macroscopic phenomena in quantum systems are incomplete; some other relevant citations can
be found in [42, 43, 247, 238].

Many modifications and generalizations of the sketched description of classical quantities of
infinite quantum systems, including their dynamics, are possible. Some of them will probably
lead to the same “microscopic” nonlinear dynamics, as it is in the case of MFT. The present-
ed results can be considered as just a first step in investigation of macroscopic dynamics from
quantum–theoretical point of view. There were performed already some works containing more
sophisticated description (than ours) and more detailed results in this direction, cf. e.g. Sewell’s
papers [239, 240], or some works in algebraic quantum field theory (QFT),23 e.g. in [99].

We shall briefly return to some technicalities of the description of “macroscopic subsystems”
of large quantum systems in Section 3.4.

1.1-c Questionable “subsystems”

A general interpretation of EQM considered as a “fundamental theory” is not formulated in this
work. It can be, however, conjectured that a viable possibility for its interpretation is (by admit-
ting the linear QM as “the fundamental theory of simple systems”) a description of “relatively
isolated systems”, i.e. “ordinary” quantal systems moving in an external field which is in turn
influenced by (or correlated with) these quantal systems. Let us give here some motivation and
background to this rough idea.

One of the most basic concepts of contemporary physical theories, and, perhaps, of the
methodology of the whole Science, is the concept ofisolated systemsthe description of which
is especially “simple”: It is supposed, that there are specific “circumstances” under which we
can deal with phenomena independently of the rest of the world. Examples are: idealized bodies
“sufficiently distant from all other bodies” described in CM in framework of an “inertial coor-
dinate system”, realized, e.g., by atoms in a dilute gas during a certain time intervals. More
generally, we are used to think about any specific “object” as determined “relatively indepen-
dently” of other objects (except of some generally accepted “background”, e.g. inertial frame,
or vacuum). Mere possibility to formulate such concepts of various “isolated systems” which
approximately describe some observed phenomena can be considered as one of the miracles of
human existence. More detailed investigation (and specification) of any phenomenon usually
shows that such a simple description is of a restricted use, and better results might be obtained
by consideration of a “larger piece of the world”; the identity of the “considered (sub-)system”

22From the personal author’s point of view, it was obtained in a sense “occasionally”. The resulting dynamics of the
infinite mean-field systems [27, 31] was a natural result of a simple question:How to define a microscopic Hamiltonian
dynamics on the infinite quantum system leading to a given (arbitrarily chosen) classical dynamics on the part of the
centre Z specified with a help of the mentioned representation U(G) ?

23This is the theory formulated by Araki, Haag, Kastler, and others, cf. [122, 37, 6, 118, 81, 82, 83, 120, 38].
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can be then, however, lost.24

An often used “first step” to describe some “influence of other systems” onto the “consid-
ered one” is an introduction of an appropriate (possibly time dependent) “external field”. This
procedure corresponds to the formal construction (and logic) of nonrelativistic CM: The motion
of a body interacting with other ones can be expressed in CM as its motion in a time depen-
dent “external field” (determined by a known motion of “other bodies” in the presence of “the
considered one”). Subsystems in CM are, in this sense, clearly definable (they are continually
described by a point in their phase sub-space), and we can consider them asrelatively isolat-
ed: They move according to certain nonautonomous evolution laws (as if they have their own –
time dependent – Hamiltonians), what can be intuitively understood as “just a (time dependen-
t) deformation” of a background of formerly isolated system, leaving the identity of the system
“essentially untouched”,25 and this has introduced a change into the dynamical law of the system.

The determination of isolated systems, as well as of subsystems in QM is much more prob-
lematic than in CM. Schr̈odinger equation describes, in analogy with CM, dynamics of a physical
system in a given external field: Systems described in this way can be considered as “relatively
isolated”. This formulation was very successful in description of scattering and motion in exter-
nal (macroscopic) fields, of dynamics of atoms and small molecules, as well as in approximate
descriptions of a lot of phenomena in many–particle systems. QM time evolution of mutually
interacting systems occurring initially in uncorrelated pure states (i.e. in a pure “product–state”)
leads usually in later times to an “entangled” state of the composed system.26 The states of
constituent subsystems are described in such a state just by density matrices (which are math-
ematical objects also used for description of “mixed states” in a common sense interpretation,
i.e. in the “ignorance” interpretation which is common in classical statistical physics), and time
development of these (obtained by taking the “partial trace” of the evolving pure state of the w-
hole “isolated” system) need not be Hamiltonian (e.g. [71, 54, 252]). Since nontrivial interaction
(and also entanglement) between states of charged microscopic particles and quantum states of
macroscopic bodies (if considered as quantum many–particle systems) is present also in systems
whose constituent subsystems are separated by cosmic distances, cf. [285], an empirically realiz-
able definition of isolated systems in QM remains a problem. We assume that EQM provides also
a possibility of an approximative Hamiltonian evolution for some of such “basically entangled”
situations.

Another problem of QM connected with the problem of determination of subsystems is the
classical “problem of measurement in QM”, cf. [189, 14, 276, 50, 28]. It can be, perhaps, con-
sidered as an (up to now unknown) process of “entanglement” of the states of the measured
microsystem with macroscopically distinguishable states of the apparatus.27 A determination of

24A version of the concept of an “isolated system” necessarily appears in any kind of reproducible reflection in human
thinking. Its specification, however, varies with accepted “paradigms” [156] (let us stay with a mere intuition on these
ambiguous philosophical concepts), e.g. the meaning of the physical system representing a falling stone was different for
Aristotle from that of Galileo, and also it was different for Einstein from that of Mach, [170].

25It is an analogy to “external” gravitational field in general relativity acting on a “test body”: it is a “deformed”
inertial frame corresponding to the background determined by massive bodies (e.g. by distant stars) – in a sense similar
to that of the Mach’s approach to CM [170, 270].

26Theoretical, as well as experimental investigation of “entangled states” in QM is quite intensive in last years, cf.
e.g. [268, 165, 137, 54, 252, 55, 286, 217].

27Recently are quite popular “solutions” of the quantum measurement problem via “decoherence”, cf. [288], resp.
via “decoherent histories” approach, cf. [193, 84]; the present author considers them at most as preliminary attempts to
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a clear cut between “microscopic” and “macroscopic” is missing in both of these problems. Per-
haps, the only available, formally well defined formulation of the “micro–macro difference” can
be found in the framework of theC∗-algebraic formulation of QT, [91, 42, 238]. In this frame-
work, also some models for the measurement process in QM were formulated, [131, 28, 278];
the process needed there, however, an infinitely long time interval for its completion. We expect
that EQM provides a way also for description of the mentioned micro–macro “entanglement”.

1.1-d Some basic building blocks of EQM

Our Extended Quantum Mechanics contains many theories as exact (i.e. obtained without any
“approximations” in a usual sense) subtheories. They are considered usually as different (but in-
equivalent) possibilities of descriptions of the same system, e.g. one of the theories is considered
as an “approximation” of another one. Examples are WKB, Hartree–Fock, or classical me-
chanical approximations to descriptions of some problems in QM, or CM and QM themselves.
All these subtheories are obtained from the general scheme of EQM by specifying three sub-
sets (which are, however, mutually consistently interconnected) of corresponding three general
building sets of theoretical objects.28

In classical mechanics [277, 1, 258, 7, 172] (CM) as well as inquantum theories (QT)
[172, 74, 189, 168], three main (mutually interconnected) classes of fundamental objects (cor-
responding to basic concepts of the theory) are used: (i)observables, (ii) states, and (iii) sym-
metries. A one parameter subgroup of symmetries specifies a chosendynamicsof the system,
and the corresponding parameter is called thetime.29 The mathematical representation of these
classes and formulation of their mutual connections do not always use “physically motivated”
properties only; some clarity in expression of connections between constructs of formalized the-
ories and empirical and conceptual analysis of phenomena is often reached by a subsequent
specification and interpretation of the used mathematical objects. Any fundamental theory of the
process of measurement of an arbitrary mathematically defined “observable”, considered as a
dynamical process within QM is not known; we are not able generally decide which mathemat-
ically defined “observables” are accessible to empirical identifications; similar comment applies
to “states”, and also to “symmetries”. This lack of “bijective correspondence” between classes
of known empirical situations and objects of a theory could make the theory, on the other hand,
more flexible.

We shall reformulate and extend the formalism of QM so that it will include QM and a class
of its (nonlinear) generalizations. Such an EQM contains much larger variety of “observables”,
“states”, and “symmetries” than does the traditional QM. These extended sets of fundamental
objects contain different subsets representing different “subtheories” of the extended QM. Be-
tween these subtheories we shall find, in addition to ordinary (linear) QM, also, e.g. Hamiltonian
CM with phase spaces being homogeneous phase spaces of Lie groups,30 several existing formu-

attack the problem.
28Other conventional relations between CM and QM are “quantizations”, and “dequantizations”, the later understood

usually as a limiting procedure denoted by “~→ 0”.
29In the considered specific theories the time parameter is in a sense “global”, so that it is meaningful to speak about

states and observables of the (total) systemat a timet ∈ R.
30A homogeneity requirement on phase spaces with respect to some topological group seems to us natural from an

“epistemological” point of view, cf. Subsection 1.1-a, resp. Interpretation 1.1.2, and Remark 1.1.3. There would be
no problem, however, to find in EQM also Hamiltonian CM on a general, not necessarily specified by a group action,
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lations of nonlinear quantum dynamics, cf. Subsection 3.3-e, and [11], and also the frequently
used approximations to quantum dynamics consisting of its specific restrictions to manifolds of
generalized coherent states of the considered system, or also the WKB-approximation [11] are in
our extension obtained as “subtheories” (without making any approximations). The mentioned
specifications are obtained by corresponding choices of subsets of “observables”, “states”, and
“generators” of symmetry groups, and are usually mainly determined (cf. Section 2.2) by a choice
of a unitary representationU(G) of a Lie groupG in the Hilbert spaceH corresponding to the
traditional quantummechanical description of the considered system:31 E.g., QM corresponds
to the choiceG := {e} (a one-point set), cf. Section 3.3 (this does not exclude a use of other
group representationsV (G1) in the description of “microscopic observables”, and “symmetries”
in QM; V (G1) will play, however, another rôle than the picked outU(G) in the theory!); CM of
N scalar particles is specified by the Schrödinger representationU(G) of the6N + 1 - dimen-
sional Weyl–Heisenberg groupG, and by additional restrictions to the sets of “permitted” (or
“physical”) states, generators and observables, cf. point 3.1.4. Another approaches to incorpora-
tion of classical observables into an extended quantum formalism were published, e.g., in [203],
cf. also our Section 3.4, Appendix B, and [31, 32, 28].

The dynamics (generally nonlinear) of EQM on the “quantum phase spaceS∗” can be re-
covered as asubdynamics of linear dynamics of a larger quantal system. This can be seen from
Section 2.3, where in Definition 2.3.3(ii) aC∗-algebra of observablesCG was introduced such,
that our evolutions in EQM are (linear) automorphism groups of thisC∗-algebra, cf. also Sec-
tion 3.4. Looking on the obtained EQM “from a side”, we could recover similarity between
our transition from QM (resp. NLQM) to EQM (and its linear realization on theC∗-algebra
CG), and the “Koopmanism” in CM (cf. Remark 3.3.14): While in the Koopman transition the
CM was “linearized” by transferring the phase space(M ; Ω) as a sort of “spectrum space” (cf.
Appendix B, Example B.3.5) into the infinite–dimensional Hilbert spaceL2(M,µΩ), and its
(nonlinear) dynamics into a (linear) unitary group, in our consideration of EQM (leading to non-
linear evolution on the “quantum phase space”S∗, i.e. in a “restricted Schrödinger picture”) as
aC∗-algebraic theory we obtain (in the corresponding “Heisenberg picture”) a linear quantum
dynamics on aC∗-algebra (namelyCG), cf. [35]. The state space of thisC∗-algebra is, however,
much larger thanS∗, or even than the spaceM+1(S∗) of probability measures onS∗ (of which
is S∗ the subspace of Dirac measures, in a canonical way).

1.2 A Brief Description of the Contents

For better orientation of readers in the contents of the following text, we shall give here also a
brief and heuristic explanation of some of the main points of the contents of this paper, as well
as some of their interconnections. Some notes on the placing of different parts of the contents in
the text can be also found in Section 1.3.

Let us introduce first some notation used in this paper:

1.2.0. Notation. (i) We use usually different fonts (e.g., f,f , f, f, f̃, f̂, f) for different kinds of
mathematical objects.32 By& is denoted the logical conjunction “and”.

symplectic submanifold ofP (H).
31The groupG cannot be generally identifiedwith the group of symmetries of the system!
32Bold form of symbols will be used sometimes, mainly in their definitions, however, also for the otherwise nonbold

ones, which are of the same typographic form.
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(ii) The relationA(x) ≡ B(x) expresses (usually) assertion, that values of the two functionsA
andB are mutually equal on the intersectionD(A) ∩D(B) (3 x) of the domainsD(A) (resp.
D(B)) of definition of the functionsA andB.
(iii) The symbolf(·, y) denotes the functionx 7→ f(x, y). ♦

1.2.1 (QM, and NLQM). QM is traditionally formulated in terms of selfadjoint operatorsX on
a complex Hilbert spaceH which play the double r̂ole of the “observables”, as well as of the
“generators” of symmetry groups in the theory. QM can be equivalently reformulated in terms
of (infinite dimensional) classical Hamiltonian mechanics on the phase spaceP (H) consisting
of one-dimensional complex subspacesx,y, . . . of H.33 Linear operatorsX = X∗ onH then
correspond to the functionshX : x 7→ hX(x) := Tr(PxX) ≡ 〈x|X|x〉/〈x|x〉 onP (H), where
Px := Px (0 6= x ∈ x ⊂ D(hX), cf. (2.2.1)) is the orthogonal projection ontox. The Poisson
bracket is

{hX , hY }(x) = i T r(Px [X,Y ]) =: hi[X,Y ](x), (1.2.1)

where[X,Y ] := XY − Y X is the commutator. The Schrödinger equation is then equivalent to
Hamiltonian equations corresponding to 1.2.1: IfH is the Hamiltonian operator of a QM system,
then the evolution of the “observables”hX is described by the Heisenberg-Hamilton (resp. von
Neumann-Liouville) equations

d

dx
hX(ϕHt x) = {hH , hX}(ϕHt x), x ∈ P (H), t ∈ R. (1.2.2)

whereϕHt is the “Hamiltonian” (resp. “Poisson”) flow onP (H) corresponding to the unitary
evolution t 7→ exp(−itH)x of vectorsx ∈ H, i.e. a one-parameter group of transformations
of P (H) conserving Poisson brackets which can be determined from (1.2.2). This immediate
rewriting of QM differs from an “ordinary Hamiltonian CM” onP (H) by a specific restriction of
the setF(P (H)) of differentiable real valued functions used as “observables” and “generators”:
QM uses only thosef ∈ F(P (H)) that have the formf ≡ hX(X = X∗). Let us call thesehX
affine functions(or also “Kählerian functions”, [63]) onP (H): They can be considered as affine
functions defined on all convex combinations% :=

∑
j λjPj ∈ S∗ of the pure statesPj ∈ P (H);

they can be characterized, however, in a “purely geometrical way” in the framework ofP (H)
with a help of canonical metrics on it (cf. [63, 26, 27]): affine functionsf ∈ F(P (H)) are exactly
thosef which generate Poisson flows conserving the metrics (equivalently: conserving transition
probabilities, (1.2.4)), and, in that case, they are expressible by linear operatorsX, i.e.f = hX .
We shall sometimes call the affine functionsf also “linear functions”. Otherf ∈ F(P (H)) will
be callednonlinear functions onP (H). The “equation of motion” (1.2.2) for general functions
f , h ∈ F(P (H)) has the form

d

dt
f (ϕht x) = {h, f }(ϕh

t x), x ∈ P (H), t ∈ R, (1.2.3)

where the Poisson bracket is the unique extension of (1.1) to more general real-valued functions
h, f, . . . onP (H) (cf. Sec. 2.1).

33Such a scheme should be supplied by an interpretation scheme extending the probabilistic interpretation of QM.
Such an interpretation is given later, cf. Interpretation 2.3.11.
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The formal transition from QM to NLQM consists (in our “classical–like” rewriting of
QM) in the addition to affine “generators” of QM of also the nonlinear ones. Such an infinite-
dimensional classical mechanics onP (H) is developed in Sections 3.2, 3.3-a. Inclusion of these
nonlinear functions between generators implies, however, a sequence of problems for quantum
theory.♠

1.2.2 (Evolutions and mixtures).The basic Wigner theorem (cf. Proposition 3.2.6) states that
to any bijective transformationϕ of P (H) onto itself conserving the “transition probabilities”,
i.e.

Tr(PxPy) ≡ Tr(PϕxPϕy), (1.2.4)

there exists a unitary or antiunitary operatorU onH such, that

Pϕx ≡ PUx ,with 0 6= x ∈ x, ∀x ∈ P (H). (1.2.5)

The corresponding operatorsUt are unitary for continuous familiest 7→ ϕt, (ϕ0 := idP (H))
of mappingsϕ satisfying (1.2.4). The unitary operators in (1.2.5) are determined essentially
uniquely byϕ, up to numerical factors. This means, thatϕ from (1.2.4) with a unitaryU uniquely
determines a∗-automorphismαϕ of the von Neumann algebraL(H) of bounded operators on
H. Such an automorphism, in turn, determines the dual mappingα∗ϕ that affinely and bijectively
maps the spaceS∗ of all density matrices onto itself and extends the mappingϕ : α∗ϕx ≡ ϕx.
On the other side, [42, Theorem 3.2.8, Corolary 3.2.13, Examples 3.2.14 and 3.2.35], if a one
parameter familyϕ(t) of bijections of the pure statesP (H) onto itself can be extended by a
“sufficiently continuous” familyt 7→ α∗ϕ(t) of affine bijectionsα∗ϕ(t) of S∗ onto itself, then there
is a one-parameter family of∗-automorphismsαϕ(t) of L(H) represented by unitary operators
U(t) such thatPϕ(t)x ≡ U(t)PxU(t)∗ . It can be shown [63] (cf. also Proposition 3.3.1) that the
transformationsϕ := ϕht (t ∈ R) solving (1.2.3) satisfy (1.2.4) iff there is someH = H∗ such
that h ≡ hH . Hence, evolutions determined from (1.2.3) for nonlinearh necessarily violate
(1.2.4), andϕht cannot be (for allt) extended by affine mappings ofS∗ onto itself. This also
means thatϕht cannot be extended into a transformation of density matrices% :=

∑
λjPxj =:∑

λjxj , conserving affine combinations, i.e. for any such extensionϕ̃ht there is

ϕ̃ht % 6≡
∑
j

λjϕ
h
t xj . (1.2.6)

This has consequences described in Note 3.3.3, and in Interpretation 2.1.24, as well as in
Subsection 2.1-e: An evolutioñϕht of density matrices cannot be expressed by “the same” evo-
lution ϕht of pure components of their decompositions. This has several further consequences.
♠

1.2.3 (Emergence of nonlinear observables).The evolutionϕht (in the “Heisenberg picture”)
of affine “observables”hX does not lead identically to affine observables, i.e. there areno such
one parameter sets of operatorsX(t)∗ ≡ X(t), X(0) := X thathX(ϕht y) ≡ hX(t)(y), for non-
linearh. Hence, inclusion of nonlinear generators implies necessity of inclusion of also “non-
linear observables” into the theory. The probabilistic interpretation of such observables is not
possible in a traditional way, cf. Interpretation 2.1.24. The interpretation inspired by “mean–field



1.2 A Brief Description of the Contents 17

interpretation” is described in Interpretation 2.3.11, where the expression of nonlinear functions
h ≡ hf, hf(x) := Tr(Pxf(F(x))) with a help of conveniently chosen operator-valued functions
f is used (see Definition 2.2.17 forF). A restriction of possible choices of the functionsh , as
well as of nonlinear generators, can be determined by a choice of the representationU(G), cf.
also Definitions 2.2.26, 2.3.2–2.3.5.♠

1.2.4 (Two kinds of mixtures). Impossibility of a unique extension ofϕht (determined by the
function h defined onP (H) only) to a mappingϕht on S∗ leads to necessity of investigation
of a natural “Poisson structure” and a consequent definition ofϕht for “Hamiltonian functions
h” defined now on the wholeS∗, cf. Section 2.1. This provides a solution of problems arising
in the earlier trials to formulate NLQM with connection of evolution of mixed states, cf. also
[273, 272]. These facts lead also to necessity of distinction of two kinds of “mixed states” in
nonlinear extensions of QM. These are introduced in Subsection 2.1-e, and in Definition 2.3.5.
Theelementary mixturescorrespond to density matrices considered as points of theelementary
phase spaceS∗; these elementary mixtures are transformed by Poisson flowsϕh as points of
S∗, independently of their possible convex decompositions. Another kind of “mixed states” is
described by probability measuresµ on S∗, which are not concentrated in one point: these are
called thegenuine mixtures(corresponding to the term “Gemenge” used in [50]). Evolution of
states described byµ’s is given by evolutions of points in the support ofµ. This offers, e.g., a
possibility to distinguish between the state described by an elementary mixture – e.g. the density
matrix%I of a subsystem I (obtained as the “partial trace” [71]) of a composed system I+II being
as a whole in a pure state34 belonging to the manifoldP (HI ⊗ HII) on one side, and, on the
other side, a state with the same barycentre [42]%I (expressed now by a probability measure
µI on SI∗) obtained after some “reduction of the wave packet”, cf. [189, 276, 28]: in the last
case the different states occurring in the support of the measureµI of the microsystemI are cor-
related with macroscopically distinguishable states of the measuring apparatus (usually declared
as “pointer positions”); this correlation can be reflected in a description of states by genuine
mixturesµI .♠

1.2.5 (Unbounded generators).Another (rather “technical”, at first sight) complication arising
in our process of reformulation and extension of QM in geometrical terms is connected with
the necessity of a use of unbounded selfadjoint operatorsX on the Hilbert spaceH in QM.
It is a generally known mathematical theorem that such operators are defined on dense linear
subsetsD(X) of H certainly different from the wholeH. Hence, our extension to nonlinear
theory requires to use of also (“linear”, or not) functionsf on S∗ in a rôle of generators that
are not defined everywhere on the corresponding manifold of quantum states, and also are not
locally bounded onS∗; such nonlinearf ’s could be obtained, e.g. as some nonlinear perturbations
of the (only densely defined, unbounded) functionhX corresponding to unboundedX. The
main technical advantage of the use of the representationU(G) is that it offers a possibility
of definition of a class of nonlinear unbounded generatorsh generating Poisson flowsϕht on
S∗ that extends the set of affine (unbounded) generatorshX (the later generate projections of
the common unitary flowsU(t) := exp(−itX)). This is done in Section 2.2 with a help of
the “macroscopic fieldF”, cf. Definitions 2.2.17 and 2.2.26. The representationU(G) enters

34Hamiltonian evolutions of%I – linear, or not – are, however, rather rare consequences of evolutions of the composed
systemI + II; these evolutions should be rather specific in those cases.



18 1 Introduction

into the determination of the set of “relevant generatorsh”; taking part in determination of the
“considered physical system” in this way, the use ofU(G) has not only “technical r̂ole”, but it
has also a “physical meaning”.♠

1.2.6 (Structure of observables).Section 2.3 is devoted to definition of observables, to inves-
tigation of their algebraic properties, and of their transformation groups. It is proposed, in the
geometrical setting, to describe observables by functionsf : S∗ × S∗ → R, (%; ν) 7→ f̂(%, ν)
of two variables, the first one is calledthe quantum variableand the functionf̂(·, ν) is affine.
The observables are related to the choice ofU(G) that determines (cf. Definition 2.2.17, Defi-
nition 2.2.26, and Proposition 2.2.32) an affine mappingF : D(F)(⊂ S∗) → EF(⊂ Lie(G)∗)
describing a “classical field”. The dependence of observablesf on the second “macroscopic” (or
“classical”) variableν can be restricted to an “indirect dependence”, i.e.f̂(%, ν) ≡ Tr(%f(F(ν)))
for some operator-valued functionf on (a subsetE of) Lie(G)∗. Restriction to such a type of
dependece on the quantum statesν ∈ S∗ provides a tool for dealing with the above mentioned
(see 1.2.5) unbounded functions. We see that a general type of “quantum fields”f : EF → L(H)
enters naturally into the game, cf. Definitions 2.2.26, 2.3.3, as well as Interpretation 2.3.11.♠

1.2.7 (Possible applications).The presented theory is still in a preliminary stage: Its mathemat-
ical form is more elaborated than its possible physical interpretations. As a consequence, we
restrict our attention in this work to existing theories and their incorporation into our conceptu-
al scheme. We give here some general technical procedures to approach solutions of nonlinear
dynamical (Schr̈odinger) equations (Section 3.5). We propose also a general mechanism for “de-
linearizations” of unitary group representations in Proposition 2.3.20. A general interpretation
scheme of EQM is proposed, cf. e.g. Subsection 2.1-e, Interpretation 2.3.1, Definition 2.3.5, and
Interpretation 2.3.11.

As concerns some proposals ofnew applicationsof the EQM (in addition to all ones of QM),
they could be found alsowithout requiring a “fundamental nonlinearity”in laws of Nature (i.e.,
now in QT). We consider here description of systems, which can be considered as “relatively
closed” subsystems of larger (linear) QM systems. Such might be some “mesoscopic systems”
of large molecules, of “trapped” Bose–Einstein condensates, etc. As concerns (non-)linearity
of physical laws, it can be suspected that pervasive scientific thinking is nowadays “generally
linear”: Even if dealing with nonlinear equations, mappings or “effects”, we express them even-
tually in terms of linear spaces (real numbers, additive operations = commutative groups, “lin-
earizations” of different kinds, etc.). Linearity seems to be one of the present time “paradigms”
of our thinking. As is shown in several places of this work, any of considered nonlinear theories
can be extended to a linear theory “of a larger system” (generalized “Koopmanism”). Hence,
conversely, we can expect nonlinear behaviour by specific restrictions of dynamics to subsys-
tems. Possibilities of various interpretations of the presented general theoretical scheme of EQM
are left open here for further development.♠

1.2.8 (Notes on a Weinberg’s proposal).In some papers, [273], S. Weinberg posed a question
on a possible nonlinear modification of QM (motivated by his aim to formulate a way to testing
fundamental principles of QM), and sketched a specific proposal of “nonlinear quantum mechan-
ics” (NLQM). Trials to obtain a consistent generalization of the traditional interpretation of QM
to this theory led, however, to difficulties connected mainly with the appearing lack of conserva-
tion of the “transition probabilities” under nonlinear transformations in QM. There are difficulties
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with appearing possibility of superluminal communication via Einsten-Podolsky-Rosen (EPR)-
type experiments, difficulties with the statistical interpretation of the formalism (as will be shown
in Subsection 3.3-a) and also difficulties with description of composed systems.35 Weinberg’s
description of evolution of mixed states of subsystems (it was basis dependent), as well as statis-
tical interpretation of predictions (it was based on an approximation motivated by KAM theory)
were even mathematically and conceptually ambiguous.

We shall reformulate here NLQM in the mathematically unambiguous terms of symplectic
reformulation of QM discovered some time ago, cf. [251, 26, 62, 27, 63] by extending it sub-
sequently by “nonlinear quantities”. This formulation admits the interpretation suggested by a
specific formulation of quantum mean-field models: the given QM system is considered as an
individual subsystem of an infinite collection of equal quantum subsystems interacting mutually
via a very weak, long range, and permutation invariant interaction; its dynamics can be described
as a quantum dynamics of an individual subsystem moving in the time dependent “external”
classical field given by actual values of intensive quantities of the infinite system. Mathematical
unambiguity of this MFT ensures such property for our EQM. Since also more realistic interac-
tions than that of MFT, e.g. the Coulomb interaction, are “of long range” and lead in specific
limits to validity of a certain forms of MFT, cf. Thomas–Fermi theory [260], one can expect
existence of applications of the presented theory in realistic situations.

We shall return to a reformulation of a part of Weinberg’s theory in Section 3.6.♠

Let us note that we shall not present in this work any review of mean–field theory (MFT),
in spite of its (at least “ideological”) importance for understanding of some constructions of the
present paper, as well as of their proposed interpretation; for a brief review of MFT cf., e.g., [33],
the introductory sections of [32], or in [265, 264, 263]; cf. also Section 3.4.

1.3 Remarks on the Text

The text is divided into three Chapters, including this introductory one, and of three appen-
dices (numbered alphabetically) divided to (sub)sections. The second chapter entitled “Extended
Quantum Mechanics” contains the general formal and interpretational scheme of the present-
ed theory, the EQM. The last one: “Specifications and Applications” contains a description of
some more specific theories which are included as subtheories into EQM. Chapters are divided
into sections, numbered separately in each chapter. Subsections, formulas, and assertions (of all
kinds, consecutively, including Definitions, Theorems, Remarks, Interpretations, some unnamed
paragraphs, etc.) are numbered within each Section separately. For better orientation at reading,
the end of text of Theorems, Propositions and Lemmas is denoted by♣, end of Definitions and
Notations is denoted by♦, and that of Interpretations by�; Notes, Remarks, Illustrations and
Examples are finished by♥, and some other unnamed numbered paragraphs are ended by the
sign♠.

The appendices are written in a language, which is not always strictly rigorous from mathe-
matical point of view, what is due to the author’s desire to make the mathematical text easier to

35There are, however, works devoted to search of some observable deviations from the QM predicted by the Weinberg
formulation of NLQM; in some of these works also proposals for experimental tests of predictions of this formulation of
NLQM were given.
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read for more readers. The contents of (sub)sections is briefly seen from the Table of contents.
Phrases and formulas typedboldfaceare usually newly defined expressions. The bibliography is
far from complete; this is also due to many sources and connections of EQM.

The text is written as aphysically motivated mathematical modelintended, however, to pro-
vide a framework for solution of actual physical problems. Hence, it is not quitephysically
neutral as a purely mathematical text, perhaps, should be. There are included paragraphs de-
noted by “Interpretation” containing some of these author’s ideas and proposals, but also some
(perhaps) generally accepted parts of quantum theory (QT).

We did not try to use some “up to date mathematics”, and the level is “slightly graduate”. Ap-
pendices might help readers to refresh some mathematical concepts and facts. They contain some
technical prerequisites on topology, differential calculus on Banach spaces and differential ge-
ometry (also on Banach manifolds), on Lie groups, basic facts onC∗-algebras, andW ∗-algebras,
and their representations and automorphisms (i.e. symmetries), as well as a brief information on
unbounded symmetric operators and their symmetric and selfadjoint extensions. The appendices
can serve, together with Sections 1.4, and 1.5 presenting briefly general schemes of CM and QM,
to fix notation, and also to pedagogical purposes (independently of Chapters 2, and 3).

The given scheme of EQM contains also Hamiltonian classical mechanics (CM) as a sub-
theory in an obvious way, as it is mentioned in the paragraph 3.1.4. In Section 3.1 also other
subtheories and some invented applications of EQM are listed, and an “itinerary” of the Chap-
ter 3 is there given. It is not mentioned there a possibility of an application to a formulation of
connections of the theory of general relativity with QT, since the present author is not acquainted
with the actual status of these problems.36 Equally it is not discussed a hypothesis on possi-
ble application of methods close to the presented ones to the “algebraic quantum field theory”
(QFT): Let us just mention that a “self-consistent approach” could be, perhaps, useful in dealing
with such classical objects like “domains in Minkowski space” in a framework of any quantum
theory.

We were not intended to criticize here in details the Weinberg‘s formulation of a non-
linear modification of QM; some relevant criticism was presented in published papers, e.g.
in [106, 272]. The Section 3.6 is devoted to just a reformulation of our NLQM onP (H) in
terms close to those used in the Weinberg’s paper [273]. This allows us to compare in mathe-
matically clear terms the two approaches to a generalization of QM, which might be considered
(up to the used interpretations) practically identical on the set of vector states, resp. onP (H).
Some useful algorithms for solution of these nonlinear Schrödinger equations might be found in
Section 3.5. A reduction of solutions of a class of nonlinear Schrödinger equations connected
with a group action onP (H) to two “simpler” problems: to solutions of classical Hamilton’s
equations (possibly, finite dimensional), and to solution of a linear time–dependent Schrödinger
equation is described in that Section 3.5.

Other theories described here as subtheories of EQM entered to NLQM as “approximate
theories” to problems of linear QM: It might be rather interesting how nonlinearities enter into
approximated linear theories of QM. We shall present, e.g., (partly elaborated) cases of time–
dependent Hartree-Fock theory in 3.3-d, and a class of nonlinear Schrödinger equations known
also from traditional attempts to formulate nonlinear modifications of QM, cf. Subsection 3.3-e.

36It might be assumed that works by, e.g. C.J. Isham and/or A. Ashtekar contain relevant attempts of this kind.



1.4 A General Scheme of Hamiltonian Classical Mechanics 21

A connection of EQM with “quantum theory of large systems” (i.e. with a class of nonrel-
ativistic QFT) is sketched briefly in Section 3.4. This connection seems to us crucial from the
interpretational point of view, since the presented EQM appears (in a slightly different form) as
a well formulatedlinear QT of large quantal systems. Such a linear QT contains also classical
macroscopic observables in a natural way, as aconsequence of local quantum kinematics, where
a specific r̂ole of symmetry groups and a “mean–field” dynamics can be introduced, to point
out those of the obtained (unnecessary huge) set of “observables” which are interpretable, hence
“useful”.

At the beginning of the Chapter 2, in Subsections 2.1-a, and 2.1-b of Section 2.1, the main-
ly “kinematical structure” of the theory is described, whereas the next two Subsections 2.1-c,
and 2.1-d describe the way of constructing “dynamics”, and also more general one–parameter
symmetry groups. Only bounded and differentiable, hence “nice” objects are considered in de-
tails in these subsections. The following Sections 2.2, and 2.3 consist, perhaps, the most tech-
nical parts of the paper containing also important interpretation proposals. They contain both
a solution (and some hints for alternatives) of the technical problem of dealing with unbound-
ed nonlinear generators (“Hamiltonians”), as well as definitions and interpretation proposals for
“observables”. The Section 2.3 contains the basic definitions of a variety of described (sub–
)systems, and also a description of “nonlinear realizations” of symmetry Lie groups.

Before starting with a description of tools for our generalization of QM to EQM, let us,
however, present in the next two sections brief reviews of traditional CM, and also of QM, a
knowledge an understanding of which is a necessary prerequisite for successful reading of Chap-
ter 2.

1.4 A General Scheme of Hamiltonian Classical Mechanics

We present a brief review of geometric formulation of classical mechanics in this section. The
presented scheme is standard [1] and represents an important part of intuitive and technical back-
ground for our subsequent constructions. The language used will be that of a simple version of
global differential geometry: We want to avoid as much as possible a use of coordinates for sake
of transparency and formal and conceptual simplicity; this will be our “policy” in all the follow-
ing text. Some review of a necessary minimum of mathematical background is presented in the
Appendix A.

1.4-a Classical phase space and dynamics

Let us first mention basic general concepts, and subsequently some examples will be given.
The space ofclassical “pure states” in a model of Hamiltonian mechanics, i.e. thephase

space(M ; Ω), is a differentiable manifoldM of finite (even) dimension endowed with a sym-
plectic (i.e. nondegenerate and closed) two-formΩ. The specification of the formΩ is equivalent
to a specification of a nondegenerate Poisson structure onM , i.e. to definition ofPoisson brack-
ets{f, h} on the setF(M) (3 f, h) of infinitely differentiable real valued functions onM .

The equivalence between Poisson and symplectic structures on a (symplectic) manifold is
only the case, however, of anondegenerate Poisson structure, i.e. that one satisfying all the
five following defining properties:
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1.4.1. Definitions (Poisson structure).LetM be a differentiable manifold, and let a mapping
{·, ·} : F(M)×F(M)→ F(M) be given. Assume the following properties of{·, ·}:
(i) {·, ·} is antisymmetric: {f, h} ≡ −{h, f};
(ii) {·, ·} is bilinear : {f, h1 + λh2} ≡ {f, h1}+ λ{f, h2};
(iii) {f, ·} is, for any fixedf ∈ F(M), a derivation: {f, h1h2} ≡ {f, h1}h2 + h1{f, h2};
(iv) Jacobi identity: {h1, {h2, h3}}+ {h3, {h1, h2}}+ {h2, {h3, h1}} = 0 is fulfilled;

(v) {·, ·} is nondegenerate: If, for a fixedf ∈ F(M), there is{f, h} ≡ 0 for all h ∈ F(M),
thenf ≡ const. on each connected component ofM .

If {·, ·} satisfies first four properties (i) - (iv), then it is called aPoisson structureonM .
A manifoldM endowed with a Poisson structure is called aPoisson manifold, [274].
Relation of a general Poisson manifoldM to its canonically determined symplectic subman-

ifolds is such thatM decomposes uniquely to union of disjoint manifoldsMι each of them is
endowed with a uniquely defined symplectic structureΩ(ι) determined by the Poisson structure
{·, ·}, and canonically determining it on correspondingMι. The dimensions of thesymplec-
tic leavesMι might be mutually different. Anyh ∈ F(M) determines a uniqueHamiltonian
vector field vh on the wholeM by the formula

df(vh) ≡ vh(f) := {h, f}, for all f ∈ F(M). (1.4.1)

The same formula can be obtained for a symplectic manifold by combining(1.4.1)with (1.4.3).
Corresponding Hamiltonian flows leave each the symplectic leafMι invariant. ♦

This allows us to ascribe to each functionh ∈ F(M) a unique (local) flowϕh onM repre-
senting solutions of Hamilton’s dynamical equations

dft
dt

= {h, ft}, with ft(x) := f(ϕht x), t ∈ R, x ∈M, (1.4.2)

with the Hamiltonian functionh: for the initial statex(0) := x ∈ M the state in a timet ∈ R is
expressed byx(t) = ϕht x. This is done in the following way: The symplectic formΩ determines
theHamiltonian vector fieldvh on the phase spaceM corresponding to an arbitrary differentiable
functionh ∈ F(M) := C∞(M,R), by the formula

Ωx(vh,w) := −dxh(w), for all x ∈M,w ∈ TxM. (1.4.3)

Then thePoisson bracketis defined by

{f, h} := Ω(vf ,vh), f, h,∈ F(M), (1.4.4)

and the right hand side of the equation (1.4.2) is justvh(ft). The solutionsx(t) = ϕht x of (1.4.2)
needn’t exist for all timest ∈ R for any initial conditionx ∈ M , andϕh represents in general
just a collection oflocal flows. If ϕh exists for allt onM , it is called the (global Hamiltonian)
flow of the vector field vh. A vector field with global flow is calledcomplete vector field.
General criteria for deciding what Hamiltonianh on a given(M ; Ω) has complete vector field
vh are not known, although some criteria are known for specific classes of (possibly symplectic)
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manifolds; especially, on compactM all vector fields are complete. Let us note that “complete-
ness” of a Hamiltonian vector field ofh on a dense invariant subset ofM is equivalent [1, 2.6.14,
and 2.6.15] to essential (anti-)selfadjointness of a densely defined linear operator on the complex
Hilbert spaceH := L2(M,dµΩ)(3 f), cf. Appendix C. Here the measureµΩ used in the defini-
tion of the square integrability in the Hilbert spaceH is then-th power ofΩ, cf. Appendix A.3,
if dim(M) = 2n:

µΩ(Λ) =
∫

Λ

∧nΩ. (1.4.5)

The mentioned antiselfadjoint operator acts on differentiable functionsf ∈ H as the differ-
ential operator determined by the vector fieldvh:

f 7→ vh(f) := df(vh).

A symplectic transformation of (M ; Ω) is a diffeomorphismϕ of M onto itself conserv-
ing the formΩ, i.e.: ϕ∗Ω ≡ Ω. Hamiltonian flows are one-parameter groups of symplectic
transformations (hence, they conserve the measure (1.4.5) - this is theLiouville theorem used
in classical statistical mechanics). Conversely, each one-parameter group of symplectic trans-
formations defines its (at least local – in open neighbourhoods of all points ofM ) Hamiltonian
function generating the given flow [1, 7]. Any symplectic transformation can be considered as
a (kinematical) symmetry of the considered classical system. If the dynamics is described by
the Hamiltonianh with the flowϕh, and a symmetry one-parameter group is described by the
flow ϕf corresponding to its “Hamiltonian”f , and if, moreover, the Poisson bracket of the cor-
responding Hamiltonians vanishes:{f, h} = 0, then the two flows mutually commute:

ϕht ◦ ϕfs ≡ ϕfs ◦ ϕht .

In this case, the functionf represents anintegral of motion, resp. aconserving quantityof the
system, cf. eq. (1.4.2). If there is a Lie groupG (cf.A.4) acting onM transitively (i.e. for any
x, y ∈M there is ag ∈ G such, that its action transformsx to y) by symplectic transformations,
the phase spaceM is called asymplectic homogeneous space ofG.

Let us give now some simple examples:

1.4.2.Examples.

(i) The linear spaceM := R
2n of 2n−tuples of Cartesian coordinates(q1, . . . qn, p1, . . . pn) is

endowed with the symplectic formΩ :=
∑n
j=1 dpj ∧ dqj . The Poisson bracket is in the given

coordinates expressed in the standard form

{f, h} =
n∑
j=1

(
∂f

∂pj

∂h

∂qj
− ∂h

∂pj

∂f

∂qj

)
. (1.4.6)

Symmetries of this space contain linear symplectic transformations described by2n×2nmatrices
commuting with the matrixS with elements (in the considered “canonical” basis)Sj,k ≡ 0,
except ofSj,j+n ≡ −Sj+n,j = 1 (j = 1, 2, . . . n), but also affine transformations consisting of
arbitrary parallel shiftsϕ : x 7→ ϕ(x) ≡ x+a, for any fixeda ∈ R2n. Symmetries are, of course,
all the symplectomorphism of the formϕht (the above mentioned linear transformations, as well
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as affine ones, are also of this form; e.g. shifts are generated by linear theh(q, p) ≡
∑n
j=1(cjqj+

djpj); quadratich’s correspond to groups of linear transformations). Let us mention explicitly,
that specific quadratich’s describe the dynamics of “harmonic oscillators”, whereas thoseh’s
which contain (in their Taylor expansion, e.g.) terms of higher than the second order in the
standard canonical coordinates(p; q) lead to nonlinear canonical flows onM .

(ii) The complex projective spaceCPn := P (Cn+1) constructed from the linear spaceCn+1

as the factor-space consisting of its one-dimensional complex subspaces can be considered as
2n-dimensional real manifold endowed with a canonical symplectic structure [7, Appendix 3].
This is a special case of complex projective Hilbert spacesP (H) considered in Section 3.2, and
finite dimensional examples in specific charts can be straightforwardly constructed.

(iii) Cotangent bundles: LetQ be any differentiable manifold andM := T ∗Q ≡ T 0
1Q be its

cotangent bundle, cf. also Appendix A.3. Hence, points ofM are linear functionalsp ∈ T ∗qQ :=
(TqQ)∗ “attached to points”q ∈ Q; the natural projectionτ : T ∗Q → Q mapsp ∈ T ∗qQ to
τ(p) = q ∈ Q. The derivative (i.e. the tangent mapping) ofτ is

τ∗ := Tτ : TM := T (T ∗Q)→ TQ.

Thecanonical one formϑ on the cotangent bundleM = T ∗Q is defined by:

ϑ : p(∈M) 7→ϑp ∈ T ∗pM,

ϑp : v(∈ TpM) 7→ϑp(v) := p ◦ τ∗(v).
(1.4.7)

Then Ω := dϑ is a symplectic form onM , the canonical symplectic form onT ∗Q. If
{q1, q2, . . . , qn} are local coordinates onQ, thenp ∈ T ∗Q = M is expressed (in the corre-
sponding chart onM ) asp ≡

∑n
j=1 pjdqj . In this coordinate neighbourhood one has

ϑ =
n∑
j=1

pjdqj ◦ τ∗ ≡
n∑
j=1

pjτ
∗dqj ,

and from commutativity of pull–backs with exterior differentiation d, and from the basic property
d ◦ d ≡ 0, we have the canonical expression forΩ in that neighbourhood :

Ω := dϑ =
n∑
j=1

dpj ∧ τ∗dqj .

Hence, any cotangent bundle is a symplectic manifold in a canonical way. TakingQ := R
n, we

obtain the example (i), where the coordinates{qj , pk} ∈ R2n can be chosen global (correspond-
ing, e.g. to a trivial coordinate (linear) chart onQ = R

n). ♥
1.4.3.Remark (On the notion of “chaos”).The Liouville theorem on noncontractibility of the
phase volume, cf.(1.4.5) and the text following it, implies nonexistence ofattractors, [1], of
Hamiltonian flows. The attractors, especially so called“strange attractors” , [243], are usually
connected with the notion ofchaos, [10, 269, 116], in dynamical systems. This does not mean
that in Hamiltonian systems does not occur a chaotic motion. The “chaoticity” of motion is char-
acterized rather by its instability with respect to choices of initial conditions than by presence of
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some attractors. Such instabilities seem to occur generically in Hamiltonian systems. This fact
remained hidden for most of physicists for several decades: Mainly so called(completely) in-
tegrable systemswere described in university textbook literature: These are, roughly speaking,
systems the dynamics of which can be fully described on surfaces of given values of integrals
of motion, in conveniently chosen coordinates, as systems of independent linear harmonic os-
cillators; parameters of the oscillators might depend on values of the integrals of motion; the
“integrals-of-motion surfaces” decompose the energy submanifolds and all they are diffeomor-
phic to tori Tn, or to cylinders, [7, 8, 1]. This was, perhaps, due to the fact that all known
explicitly solved (≡ integrated) models were of this kind.37 It was proved [176], however, that
the set of integrable systems is in a well defined sense rare in the set of all possible Hamilto-
nian systems. In the cited paper [176] no restrictions to dynamics coming, e.g. from observed
symmetries of physical systems were considered; such restrictions could, perhaps, enlarge the
“relative size” of integrable systems. But, on the other hand, some “physically realistic” systems
in classical mechanics were proved to benonintegrable, e.g. the three (and more) body problem
in celestial mechanics (i.e. in the nonrelativistic model of planetary systems with point masses
moving inR3 and interacting via the Newton potential) is nonintegrable, [1].♥

1.4-b Observables and states in classical mechanics

Also CM can be formulated in terms familiar from QM. This formal analogy is useful for
description of classical subsystems in the quantummechanical framework. Concepts intro-
duced in this subsection are useful also in formulation of classical statistical mechanics, see
e.g. [158, 262, 224, 225].

As a set of classical observables can be chosen, e.g. theC∗-algebra (without unit, ifM is
not compact)C0(M) of all complex–valued bounded continuous functions on the phase space
M tending to zero at infinity, cf. Appendix B. ThisC∗-algebra can be completed by unit (:=
I ≡ 1 =identically unit function onM ), and this completion will be called theC∗−algebra
of classical observables, denoted byAcl.38 The algebraic operations are defined pointwise on
M : for f, h ∈ Acl one has(f〈)(m) ≡ f(m)h(m), (f + λh)(m) ≡ f(m) + λh(m), f∗(m) ≡
f(m), and the norm is the supremal one, i.e.‖f‖ := sup{|f(m)| : m ∈ M}. The spectrum
space ofAcl is just the one–point compactification ofM . Further extensions of the algebra of
observablesAcl could lead us to abelian von Neumann algebras: Let, e.g. the Borel measure
µΩ onM be given, and consider the Banach spaceL1(M,µΩ) of integrable complex–valued
Borel functionsf onM , with the norm‖f‖1 := µΩ(|f |) ≡

∫
|f(m)|µΩ(dm). Its topological

dual, cf. [218, 41],L∞(M,µΩ) consisting ofµΩ–essentially bounded Borel functions onM is
aW ∗–algebra containingAcl. It can be interpreted as the maximal commutative von Neumann
algebra of bounded operators inL(H), namely the operators ofM–pointwise multiplication by
functionsf ∈ L∞(M,µΩ) of elements of the Hilbert spaceH := L2(M,µΩ). The mentioned
duality is realized by the sesquilinear relation

〈f ;h〉 ≡
∫
f(m)h(m)µΩ(dm), ∀f ∈ L∞(M,µΩ), h ∈ L1(M,µΩ). (1.4.8)

37This seems to be generally believed, cf. also [7].
38For the concepts and properties ofC∗-algebras and von Neumann (resp.W ∗−) algebras see the standard books [76,

77, 227, 228, 254, 42], and also our Appendix B.
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This last definition of a (complexified, linear) set of “classical observables” as aW ∗–algebra
of observableshas an advantage that thisC∗-algebra contains also projections inL(H) rep-
resented by multiplication operators by characteristic functions of the Borel subsets ofM , by
which is it generated. Hence, (also unbounded) “observablesf ” could be defined alternatively by
projection–valued measuresEf (with values in multiplication projections inL

(
L2(M,µΩ)

)
)

on Borel subsetsB(R) of R:

Ef : B(∈ B(R)) 7→ Ef (B) := χf−1(B) ∈ L(H),

with the characteristic functionχΛ of a Borel setΛ := f−1(B) ⊂ M considered as an element
of L∞(M,µΩ) ⊂ L(H).

The (mathematically defined, [77, 227, 42])(classical) statesS(Acl) on theC∗-algebraAcl
are just the probability measuresµ ∈M+1(M) onM , and the(classical) pure statesare all the
the Dirac measures{δm : m ∈M ∪ {∞}}, with δm(Λ) = 1⇔ m ∈ Λ:

µ : f(∈ Acl) 7→ µ(f)(∈ C), µ(f) :=
∫
f(m)µ(dm).

If one takes, on the other side, theW ∗-algebraL∞(M,µΩ) as theC∗-algebra of observables ,
the set of all states on it will be “much larger” thanS(Acl) (which is included there as a proper
subset), but the normal states onL∞(M,µΩ) restricted to the subalgebraAcl are just measures in
M+1(M) represented by elements ofL1(M,µΩ), i.e. just themeasures absolutely continuous
with respect toµΩ.

1.4.4.Interpretation. In any case, the Dirac measuresδm,m ∈ M , represent “pure states”,
resp. in mathematical language, the extremal points of the convex set of all Borel probability
measures onM . Other probability measures of this set have nontrivial, butunique decompo-
sitions into the extremal Dirac measures. Their physical interpretation is probabilistic, in the
sense of statistical ensembles of Gibbsian statistical mechanics, [134, 115, 158]: In the ensem-
ble described by a measureµ ∈ M+1(M), the fraction of otherwise equal physical systems
having pure (=“microscopic”, but classical) states represented by points in the Borel subsetΛ
of the phase spaceM is equal toµ(Λ). This interpretation is conceptually consistent, due to
the uniqueness of decomposition ofµ’s into the extremal points. This point hides an essential
difference between CM and QM:M+1(M) is asimplex, what is not the case of the state space
S∗ (or of S) of QM. �

1.4-c Symplectic structure on coadjoint orbits

We shall mainly restrict our attention to such classical phase spacesM in this work, which
are homogeneous spaces of a connected, simply connected Lie groupG, on which the action
g : m 7→ g ·m (g ∈ G,m ∈M) of G consists of symplectomorphisms:

fg(m) := f(g ·m), ∀f, h ∈ C∞(M,R) : {fg, hg} ≡ {f, h}g.

In these cases, the phase space(M ; Ω) is (locally) symplectomorphic to an orbit of the coad-
joint representation (see Section A.4, and below in this subsection) either ofG, or of its central
extension by the additive Lie groupR, cf. [148,§15.2, Theorem 1].
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Any (noncommutative) Lie group provides a canonical example of Poisson manifold. Also
the most common case of the2n-dimensional symplectic linear space of the Example 1.4.2(i)
can be considered as coming in this way from the2n + 1-dimensional Weyl-Heisenberg group.
This will be described in Subsection 3.3-b. Let us describe here the general construction.

Let G be a finite dimensional connected (for simplicity) Lie group with its Lie algebra
g := Lie(G), and with the exponential mappingexp : g → G, ξ 7→ exp(ξ). The canonical
symplectic manifolds will be found in the dual spaceg∗ of g. The duality will be alternatively
denoted byF (ξ) ≡< F ; ξ >, F ∈ g∗. The adjoint and the coadjoint representations ofG on its
Lie algebrag (resp. on its dualg∗) are defined in Definition A.4.10.

Let us fix any elementF ∈ g∗. Then the subset (a submanifold)OF (G) of the linear space
g∗ defined by

OF (G) := {F ′ ∈ g∗ : ∃g′ ∈ G,F ′ = Ad∗(g′)F}

is called thecoadjoint orbit of G through F. The spaceg∗ is decomposed into coadjoint orbits
of (in general) various dimensions (as submanifolds).

Let us considerg∗ as differentiable manifold in which, as in any linear space, the tangent
spaceTF g∗ in any of its pointsF is canonically identified with the linear spaceg∗ itself. The
dual spaceT ∗F g∗ then contains canonically (resp. for finite dimensionalG: is identified with) the
Lie algebrag, which isw∗–dense (i.e.σ(g∗∗, g∗)–dense) in the second dualg∗∗ of the Lie algebra
Lie(G), cf. [41, Chap.IV,§5.1]. This allows us to define canonically a Lie algebra structure on the
second dualg∗∗. Let us denote this structure again by the bracket[·, ·]. Let f, h ∈ C∞(g∗,R).
Then their differentialsdF f, . . . , are elements ofT ∗F g∗ ∼ g∗∗, and their commutator (i.e. the
canonical Lie bracket) is defined. Then we define thePoisson structure ong∗ by

{f, h}(F ) := −〈F ; [dF f,dFh]〉, ∀F ∈ g∗, f, h ∈ C∞(g∗,R). (1.4.9)

The Hamiltonian vector fieldsvf ,vh, . . . , cf. (2.1.16) are then tangent to all the orbits
OF (G), [148, 274].

The simplest examples of functionsf ∈ C∞(g∗,R) aref ≡ fξ, ξ ∈ g, defined byfξ(F ) :=
F (ξ) ≡ 〈F ; ξ〉. Their Poisson brackets are trivially

{fξ, fη} = −f[ξ,η]. (1.4.10)

The functionsfξ generate, if used as Hamiltonian functions, the actions of one–dimensional
subgroups in theAd∗(G)-representation, i.e. the Hamiltonian flow offξ ong∗ is

ϕ
fξ
t F ≡ Ad∗(exp(tξ))F, ∀F ∈ g∗, ξ ∈ g, t ∈ R. (1.4.11)

1.4.5.Example. Let us give a simple example of coadjoint orbits of a Lie group. LetG :=
SU(2), the covering group of the rotation groupSO(3). These are 3–dimensional Lie group-
s with the Lie algebra generated by elementsξj , j = 1, 2, 3, corresponding to one parameter
groups of rotations around tree fixed mutually orthogonal axes, and satisfying the relations (with
the summation convention)

[ξj , ξk] = εjklξl, εjkl ≡ −εkjl ≡ εklj , ε123 := 1.
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The it is possible to show, that the coadjoint orbits (in the dual basis to{ξj}) are just all the
spheres centered at origin. Hence, in this simple case, all the (symplectic) orbitsOF (G) are
two–dimensional except of their common centre, which is a unique zero–dimensional orbit. The
flows corresponding to the generatorsfξj are just rotations around the chosen axes inso(3)∗.♥

1.5 Basic Concepts of Quantum Mechanics

We shall give here a review of an abstract scheme of standard quantum mechanics used for
description of such systems, “classical analogs” (or “classical limits”) of which are described by
CM with finite–dimensional phase spaces.

The basic intuition and terminology of QM comes from CM (supplemented with a “nonclas-
sical” statistical interpretation). This is due to the history of physics, but also, on more fundamen-
tal level, due to the intuitive necessity to express empirical statements of QM (as well as of an
arbitrary theory) in terms describing macroscopic bodies of everyday life, or in terms of (again
macroscopic) laboratory instruments. And states of macroscopic systems (resp. “macroscopic
parameters” of physical systems) are described by classical concepts. Mathematical formalism
of QM in its traditional form looks, however, rather different from that of CM. It will be shown
in later sections of this work, in what aspects these two formalisms can be made almost identical,
and it can be also seen, where differences are essential.

The presentation in this section will not be quite “parallel” to that of CM in Section 1.4,
because we want to stress and to describe also some technicalities specific to QM.

1.5-a Pure states and dynamics in QM

The r̂ole played in CM by a phase space plays in QM anormed complete (linear) space with
norm determined by a scalar product– over complex numbers, a separable Hilbert spaceH. The
correspondence to classical phase space is not, however, faithful enough, since there are classes
of vectors inH corresponding to the same physical state: All vectors{λψ; 0 6= λ ∈ C} with
any chosen0 6= ψ ∈ H, correspond to the same physical state. The space of these classes is
the projective Hilbert space P (H); it is no more linear. Linearity seemed to be, however,
important in historical development of QM, [45, 46, 232, 74, 159], and it is still important in
many experimental projects due to its intuitively appealing content. We shall return briefly to
this point later.39 The points of the projective Hilbert spaceP (H) are faithfully represented by
one–dimensional projection operatorsPψ, 0 6= ψ ∈ H, Pψψ ≡ ψ. As will be shown later, the
spaceP (H) is a symplectic manifold (of the real dimensiondimR P (H) = 2 dimCH − 2) in a
canonical way.

1.5.1.Interpretation (QM–CM “correspondence”). In QM–description of many phenomena,
it is customary to introduce into theoretical, as well as into experimental considerations a vague-
ly defined concept of aclassical analogueof the considered system described by QM, i.e. a
classical–mechanical system in some way “corresponding” to the considered phenomena (resp.
to QM–system). So, e.g., for a hydrogen atom described by vectors in the infinite–dimensional
Hilbert spaceH := L2(R6,d6q), the corresponding “classical analogue” is the Hamiltonian sys-
tem on the (12–dimensional) phase–spaceT ∗R6, with the canonical symplectic structure (cf.

39It is still possible to define a “superposition of states” also in this nonlinear setting, cf. e.g. [208, 57, 67].
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Examples 1.4.2(i), and (iii)) the dynamics of which is described by the Hamiltonian

h(q, p;Q,P ) :=
p2

2m
+
P 2

2M
− e2

|q −Q|
; q, p,Q, P ∈ R3.

The classical observables{qj , pj , Qj , Pj , j = 1, 2, 3; h ∈ C∞(R12)} help to interpret the
pointsPψ of infinite–dimensional symplectic “phase space”P (H) as states of the (“real”, or
“genuine”) QM hydrogen atom:

We associate with any of these classical functions on the phase spaceR
12 a selfadjoint linear

operator onH in such a way, that the “corresponding” operatorsX ∈ {qj , pj ,Qj ,Pj , j =
1, 2, 3} determine specific functionshX on (a dense subset of) the phase–spaceP (H) (in an
analogy with the observables in CM):

hX(Pψ) := Tr(PψX), ∀Pψ ∈ P (H).

These functions satisfy “the same” commutation relations (i.e. Poisson brackets relations) as the
corresponding classical phase space variablesX ∈ {qj , pj , Qj , Pj , j = 1, 2, 3}, as we shall
see later. They also form, surprisingly (cf., however, Subsection 3.3-b), an “irreducible set of
variables” on the infinite–dimensional manifoldP (H) (i.e., in some sense, they generate a com-
plete set of “coordinate functions”), if a noncommutative “∗-product” between these functions
(cf. also [97] for alternatives)

hX1 ∗ hX2 := hX1X2 ,

is defined.40 In this way, the functionshY (whereY are algebraic expressions consisting of
the above introduced operatorsX) form a noncommutative (infinite–dimensional) algebra.41 Its
elements are interpreted in such a way, that a “correspondence” with finite dimensional phase
spaceR12 remains valid as a “many–to–one” mappingF : P (H)→ R

12, defined in coordinates
by

FX : Pψ 7→ hX(Pψ) ≡ Tr(PψX) =: FX(Pψ), X = qj , pj , Qj , Pj , j = 1, 2, 3.

This mapping is theninterpreted statistically asexpectation of “observables”X in the pure
statesPψ. Values of higher degrees (with respect to the∗-product) of these functions are then
interpreted as higher momenta of statistical distributions of these “observablesX”. Hence, dif-
ferent QM–statesPψ with the same expectationsFX(Pψ) = hX(Pψ) (for all X) differ mutually
by probability distributions of some of these observablesX.

A specific feature of QM in description of such “finite systems” as the hydrogen atom is
that there are no pure statesPψ ∈ P (H) with zero dispersion of all observables in an “ir-
reducible set”, in our case formed by{qj , pj , Qj , Pj , j = 1, 2, 3}. This means that for any
Pψ ∈ P (H) there is at least oneX ∈ {qj , pj , Qj , Pj , j = 1, 2, 3} such that for the correspond-
ing quantum observable one has nonzero dispersion, i.e.

hX ∗ hX(Pψ) 6= hX(Pψ)2.
40That these functions onP (H) are not differentiable in the usual sense (they are not even everywhere defined) is not

important in the considered connections: they could be replaced by some of their bounded “versions”; we can work, e.g.
with bounded operators from the algebra generated by projection measures (cf. Appendices B, and C) of the (unbounded)
operatorsX.

41For a possibility of mathematical definition of such algebras of unbounded operators see, e.g. [163].
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The statistical interpretation of (even pure) states in QM differs from interpretation of states
in classical statistical physics. This difference can be expressed roughly (cf. [14, 136, 172, 180])
so that in QM there is no (in some sense “natural”) “phase space” (resp. a “space of elementary
events” – in terminology of Kolmogorovian probability theory) consisting of points representing
some (at least fictitious) dispersion–free states, such that probability measures on it would de-
termine the quantum states. Pure states are interpreted in QM as in a sense “the most detailed
possibility” of a description of states of “quantum objects” (resp. “systems”).42 In what sense,
in the case of the absence of any dispersionless states, these “objects really exist” is still a dis-
cussed problem: “Object” is characterized by its state which contains just statistical predictions
on possible outcomes of its interactions with other bodies at specified initial conditions, leading
each time to a stable trace (i.e. a reproducibly verifiable “macroscopic change of environment”
in each single case of the repeatedly obtained cases of “events of detection”); such a process, if it
is correlated with values of a physical quantity, is called a “measurement in QM”. The formalism
of QM does not contain “single events”.�

The quantal time evolution of vectors inH is supposed to be such, that it transforms, by a
family of transformations

φt (t ∈ R) : P (H)→ P (H), Pψ 7→ φt(Pψ),

the classes of the vectors inH corresponding to the same physical interpretation, i.e. the points
of P (H), bijectively ontoP (H). Traditionally, there is another general requirement to these
transformationsφt(Pψ): They should conserve thetransition probabilities , i.e. the values of
the nonnegative function

Pr : P (H)× P (H)→ R+,Pr(Pψ, Pϕ) := Tr(PψPϕ) ≡ |(ϕ,ψ)|2

‖ϕ‖2‖ψ‖2
. (1.5.1)

It is required:

Tr(φt(Pϕ)φt(Pψ)) ≡ Tr(PϕPψ). (1.5.2)

Considerations on possible physical interpretation of this requirement are postponed to later sec-
tions, cf. also [35].43 According to a Wigner’s theorem (cf. Proposition 3.2.6), the additional
requirement of the group property oft 7→ φt, i.e.φt1+t2 ≡ φt1 ◦ φt2 , and of continuity of the
functions

t 7→ Tr(Pϕφt(Pψ)), ∀Pψ, Pϕ ∈ P (H),

42Cf., e.g. [71] for comparison of dispersions of observables in “mixed states” with those in their pure convex
summands.

43This requirement can be connected with thereduction postulate of Dirac and von Neumann, [74, 189], stating
that, by measuring a quantityX on a considered system, after obtaining a resultx′ the system suddenly “jumps” into
a dispersionless state of the quantityX in which that quantityhas the the valuex′; or alternatively, that the statistical
ensemble representing the system in the initial state (i.e. all members of the ensemble are initially in the same quantum
state) jumps during the measurement into the statistical ensemble consisting of systems occurring in such quantum states
that are all dispersionless ofX with values equaling to the measurement resultsx′; these systems occur in the ensemble
with the frequencies of the occurrence of the corresponding resultsx′ obtained by the measurement.
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suffices to imply the existence of a strongly continuous one–parameter unitary groupt 7→ U(t)
onH such, that it is

φt(Pψ) ≡ U(t)PψU(−t) ≡ PU(t)ψ.

Then the Stone’s theorem, cf. [218, 220] and Theorem C.3.2, gives the existence of a (unique, up
to an additive constant multiple of identityIH) selfadjoint operatorH such, that

U(t) ≡ exp(−itH). (1.5.3)

This leads to theSchrödinger equationfor evolution of vectorsψ(t) ∈ φt(Pψ) ⊂ P (H):

ψ(t) := U(t)ψ(0)⇒ i
d
dt
ψ(t) = Hψ(t), ψ(0) ∈ D(H), (1.5.4)

with D(H) being the domain of the selfadjointH, cf. Appendix C.2. Let us stress the trivial
fact, that the Schr̈odinger equation makes no sense for “improperly chosen” initial conditions
ψ(0) 6∈ D(H).

This is the general form of time evolutions in QM. The operatorH is called the Hamiltonian
and it is interpreted (cf. next subsection) as an operator describing the energy observable. It
should be stressed, that mere symmetry of the operatorH (i.e. (ϕ,Hψ) = (Hϕ,ψ), ∀ϕ,ψ ∈
D ⊂ D(H), D = H) is not sufficient to define a one–parameter group by (1.5.3);H should be
selfadjoint to generate a group, Appendix C. On the other hand, between selfadjointH ’s, and
strongly continuous one–parameter unitary groupsU(t)’s there is a canonical bijection expressed
by (1.5.3), cf. Theorem C.3.2.

1.5-b States and observables

States in QM (let us denote the whole set of them byS∗) form a convex set, with “pure states”
described by one dimensional projectionsPψ as its extremal (i.e. indecomposable into nontrivial
convex combinations) points. Convexity of the state space can be traced back to the classical,
essentially macroscopic notion ofstatistical ensemble, cf. Interpretation 1.4.4, in which expec-
tations of all observables are expressed by the same convex combination of their expectations
in subensembles, that intuitively correspond to “maximally specified ensembles” (in CM these
“pure ensembles” are dispersion–free for all observables) .44 It was pointed out above that in CM
such a “maximal decomposition” is unique. This means, that the classical state spaceS(Acl)
forms asimplex, cf. [60, 182, 224, 42].This is not the case of QM, what is one of its deepest
differences from CM. The “shape” ofS∗ is closely connected with the set of “observables”, cf.
[183]. We shall not go into interesting details of these connections, but we shall rather review the
standard traditional setting.

The set ofbounded quantum observablesis taken (in the theory without superselection
rules, [279, 143]) to be the set of all bounded selfadjoint operators onH, i.e.L(H)s, and as the
C∗-algebra of quantum observableswill be takenL(H). Theset of quantum stateswill be
for us here just a part of the set of all positive normalized linear functionals onL(H), namely the

44Importance of the convex structure of state spaces, and its relation to other theoretical concepts was stressed and
analyzed, e.g. in [168, 183, 114].
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normal statesS∗ consisting of functionals expressible in the (defining) faithful representation of
L(H) by density matricesonH, i.e. by positive operators onH with unit trace:

% ∈ S∗ ⇒ % =
∑
j

λjPψj , λj ≥ 0,
∑
j

λj = 1. (1.5.5)

The expression (1.5.5) represents one of infinitely many different (if% 6= Pψ, for anyψ ∈
H \ {0}) extremal decompositions of% ∈ S∗. Hence, a “statistical interpretation”, like in Inter-
pretation 1.4.4, of density matrices is questionable, cf. also [34] for a more detailed formulation.

Unbounded observables are usually given as unbounded selfadjoint operators on (a dense
domain of)H.45 They are faithfully expressible byprojection valued measures(PM, cf. [267,
Ch.IX.4]) on the real lineR: To any selfadjoint operatorA = A∗ corresponds a unique projection
valued mapping

EA : B(∈ B(R)) 7→ EA(B) = EA(B)2 = EA(B)∗(∈ L(H))

such, that for countable number of pairwise disjoint Borel setsBj ∈ B(R) is EA additive (the
sums converging in the strong topology ofL(H)), andEA(R) := IH, cf. Definitions B.1.1. Such
a correspondence between PM and selfadjoint operators is bijective, hence we can (and we often
shall) as an observable in QM consider a PM. The standard useful formula connectingA with
EA is expressed by the strongly convergent integral, cf. Theorem B.1.3, and Proposition C.3.1:

A =
∫
R

λEA(dλ).

1.5.2.Note. A generalization of PM leads topositive operator valued measurePOV (or
POVM), which also represents a selfadjoint operator, but it is not determined by that operator
uniquely. It represents a generalization of the concept of observable given by PM. Any POVM
onR is a positive–operator valued function

∆ : B(∈ B(R)) 7→ ∆(B)(∈ L(H)s), 0 ≤ ∆(B) ≤ IH,

which is also countably additive (in strong topology) with respect to the additions of disjoint sets.
In this case, contrary to PM, different∆(B) (B ∈ B(R)) need not mutually commute. POVM
can be used to modeling of imperfect measurements, reflecting nonideal sensitivity of measuring
apparatuses, [71, 29, 53, 73]. We shall not go into details of this refinement of the concept of
“quantummechanical observable”; see also Definition B.1.1.♥

Let us turn now our attention to time evolution of general states (the “Schrödinger picture”),
and also of observables (the “Heisenberg picture”). It is naturally defined from that of pure
state space described in Subsection 1.5-a, due to linearity and/or affinity of all relevant relations.
Hence, for the one–parameter unitary groupU(t) := exp(−itH) describing the evolution of
pure states, or also vectors inH, the corresponding evolution of density matrices from (1.5.5) is

t 7→ %t ≡ φt(%) := U(t)%U(−t) ≡
∑
j

λjU(t)PψjU(−t), (1.5.6)

45The forthcoming technical concepts are briefly described also in Appendices B, and C.
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what is valid for all possible decompositions (1.5.5) of the density matrix%. This description of
time evolution corresponds to theSchrödinger picture.

TheHeisenberg pictureof the time evolution in QM is the dual (=transposed) transformation
groupφ∗ to that ofφt : S∗ → S∗, since the algebra of observablesL(H) is the (topological) dual
space of the complex linear space spanned by density matrices and completed in the trace norm
‖%‖1 := Tr(|%|). Since the duality is realized by the bilinear form

(%;A)(∈ S∗ × L(H)) 7→ 〈A; %〉 ≡ Tr(%A) =: 〈A〉%, (1.5.7)

the time evolution of theA’s in L(H), (t;A) 7→ At := φ∗t (A) is determined by the requirement

〈At; %〉 ≡ 〈φ∗t (A); %〉 := 〈A;φt(%)〉,

and we haveAt ≡ φ∗t (A) := U(−t)AU(t). Let us note that, according to the introduced
definition ofφ∗t , one has the following invariance:

〈φ∗−t(A);φt(%)〉 ≡ 〈A; %〉. (1.5.8)

Let us notice similarity of the equations (1.5.8), and (1.5.2), what will be of importance in the
subsequent nonlinear extensions of QM, cf. [35].

Interpretation of statesandobservables is given by determination of a formula expressing the
probability of obtaining resultsλ ∈ B (:= a subset of the spectrum, i.e. of the set of possible
values ofA) by measuring of an observableA of a system occurring in the state%. This proba-
bility will be denoted byprob(A ∈ B; %). It can be also useful to introduce the corresponding
probability measureµA% on the real lineR of values of the measured quantityA:

prob(A ∈ B; %) ≡ µA% (B) := Tr(EA(B)%). (1.5.9)

This formula allows us essentially to express all empirically verifiable statements of QM. The
expectation (mean value) is given by (1.5.7).

The assertion on nonexistence of dispersion–free states for all observables can be made pre-
cise in a form of generalHeisenberg uncertainty relations:

1.5.3. Proposition. Let A,B be two bounded selfadjoint operators (representing two quantal
observables), and let〈A〉% := Tr(%A) be the expectation of measured values of the arbitrary
observableA in any state%, % ∈ S∗. Let∆%A :=

√
Tr(%(A− 〈A〉%)2) be the dispersion of the

measured values ofA in the same state%. Then

∆%A·∆%B ≥
1
2

∣∣Tr(%(AB −BA))
∣∣ ≡ 1

2

∣∣〈i[A,B]〉%
∣∣. ♣ (1.5.10)

This proposition can be generalized to unbounded operators, with corresponding restrictions
for the states% ∈ S∗. This shows that noncommutativity of two observables leads to nonexis-
tence of their mutually sharp values in states with nonvanishing expectation of their commutator.
Remember that for the operatorsQj ,Pj corresponding in QM to the classicalj–th position and
linear momenta coordinates, one has[Qj ,Pk] = i~IHδjk (on a corresponding dense domain in
H). Hence the “observablesQj , Pj” cannot be both sharply determined in any state% ∈ S∗.46

The formula (1.5.9) leads also to convenient realizations of (elements of)H in terms of numerical
functions.

46For a discussion and citations on various interpretations of (1.5.10) see e.g. [51].
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1.5.4.Remark (“Representations” in QM).It might be useful to comment and formulate here,
in some more general terms than is it usually presented, what is traditionally named “the re-
presentation theory” according to Dirac, [74]. Physicists often work with specific realizations of
Hilbert spaceH, according to specific physical systems to be described. Elements of the “Hilbert
space of a given physical system” are often expressed as “wave functions”, i.e. complex valued
functions of “configuration variables” (e.g. positions of described particles). Since all infinite–
dimensional separable Hilbert spaces are isomorphic, different realizations ofH can be specified
only by an additional mathematical structure. This is done by a choice of a “complete set of com-
muting observables”, i.e. by specifying a maximal commutative von Neumann subalgebra [227,
p.112]47 in L(H) generated by (mutually commuting) projection valued measuresEA, EB, . . . ,
of a setA,B, . . . , of mutually commuting selfadjoint operators. These operators represent in
QM some “simultaneously measurable observables”. The von Neumann algebraR generated by
a set

R0 := {EA(B1), EB(B2), . . . ;B1, B2, · · · ∈ B(R)}

of bounded operators (projections) inH containing the unit operatorIH ∈ L(H) is obtained by
taking the double commutant, according to famous von Neumann “bicommutant theorem”, [187,
227, 254, 42],R = R′′0 , in L(H).48 Here, the commutantR′0 ofR0 is given by

R′0 := {B ∈ L(H) : [B,A] = 0,∀A ∈ R0},

andR′′0 := (R′0)′, for any subsetR0 ⊂ L(H). Any commutant inL(H) is aC∗-algebra closed
in weak–operator topology ofL(H), and suchC∗-algebras are calledvon Neumann algebras,
or W ∗-algebras. TheW ∗-algebraR is maximal commutative iffR = R′, what is equivalent
with the situation when the commutativeW ∗-algebra has a cyclic (then also separating) vector
ψ0 in H, cf. [218]. LetMR be the (compact Hausdorff) spectrum space (cf. Example B.3.5) of
R, hence the algebra of continuous complex valued functionsC(MR) is isomorphic (denoted
by∼) toR. If ψ0 ∈ H is cyclic forR ∼ C(MR), then (denoting the operators inR by π0(f),
for the corresponding functionsf ∈ C(MR)) the integral, i.e. the positive linear functional on
C(MR) (according to the Riesz–Markov theorem, [218])

f (∈ C(MR)) 7→ µR(f) := (ψ0, π0(f)ψ0) (1.5.11)

determines (ifψ0 is normalized) a probability measureµR onMR, and the mapping

UR : π0(f)ψ0 (∈ H) 7→ f ∈ C(MR) ⊂ L2(MR, µR) (1.5.12)

can be uniquely extended to an isomorphism of Hilbert spaces, [227]. Moreover (cf. [101, Chap.
I.9]), all the functionsf ∈ C(MR) are just all the (elements of equivalence classes ofµR–
essentially) bounded Borel functions onMR, i.e.C(MR) = L∞(µR).49

47A commutative algebra of bounded operators onH is maximal commutativeif its arbitrary nontrivial extension
by addition of an operator violates its commutativity. Such an algebra is always weakly closed inL(H), i.e. it is a
W ∗-algebra. cf. also Appendix B.

48cf. also Appendix B for technicalities.
49Let us note, that these functionsf ∈ C(MR) can be considered either as elements ofL(L2(MR, µ

R)), or as
elements of the Hilbert spaceL2(MR, µ

R) itself. Let us also note that the constant unit functionI is an element of this
Hilbert space representing a cyclic vector with respect to the maximal commutative algebraC(MR) of operators.
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The spectrum spaceMR of an abelianW ∗-algebraR has a rather “wild” topology, since
anyW ∗-algebra is generated by its projections which are, in the commutative case, continuous
characteristic functions of clopen subsets ofMR, which in turn form a basis of the Hausdorff
topology ofMR, cf. [101]. As a consequence of thisextremely disconnectedtopology (cf.
[254, Chap. III.1]), the function realization ofH in (1.5.12) needn’t seem to be practically
convenient. If, however, there is inR a strongly dense unitalC∗-subalgebraA ≡ AR with some
“nice” spectrum spaceM (e.g.,M could be connected), then we can write for the corresponding
isomorphismUR, instead of (1.5.12):

UR : π0(f)ψ0 (∈ H) 7→ f ∈ C(M) ⊂ L2(M,µA), (1.5.13)

where the measureµA is defined, now fromA, by the same way (i.e. via Riesz–Markov theorem)
as it was done in (1.5.11) fromR, sinceAψ0

(
A := π0(C(M))

)
is again dense inH.

LetR be generated byn projection measures{EA1 , EA2 , . . . , EAn}, e.g. spectral measures
of (possibly unbounded) selfadjoint operators{Aj , j = 1, . . . n}; i.e.R is the minimalW ∗-
algebra containing these projections, and it is maximal commutative with a cyclic vectorψ0 ∈
H. Then the spectrum spaceM = MA can be chosen homeomorphic to a compact subset
of a compactification ofRn, namely the support of the product–measureER (what is again a
projection measure) of the spectral measuresEAj , j = 1, . . . , n, cf. [20, Chap. 5,§2, Theorem
6; Chap. 6,§5, Theorem 1]. We have thenL2(M,µA) = L2(Rn, µA), and each operator
URAjU

−1
R acts onL2(Rn, µA) as “multiplication by thej–th variable”:

URAjU
−1
R ϕ(q) ≡ qjϕ(q), q ∈ Rn, ϕ ∈ L2(Rn, µA).

We can speak now about theA–representation, resp.{Aj : j = 1, 2, . . . , n}–represen-
tation, of (Quantum Mechanics represented in) the Hilbert spaceH.

Let us assume, that the product–measureER is absolutely continuous with respect to the
Lebesgue measurednq onRn, i.e. absolutely continuous are all the probability measures

B(∈ B(Rn)) 7→ (ψ,ER(B)ψ), ∀ψ ∈ H, ‖ψ‖ = 1.

Hence also all the probability measures

B(∈ B(R)) 7→ µψj (B) := (ψ,EAj (B)ψ), ∀ψ ∈ H, ‖ψ‖ = 1, j = 1, . . . n,

are absolutely continuous with respect todq on R.50 Since the vectorψ0 ∈ H is cyclic and
separating forA′′ = A′ = R, the measureµA is absolutely continuous with respect to the
Lebesgue measurednq onRn. Let

q (∈ Rn) 7→ fψ0(q) :=
dµA

dnq
(q),

dµA

dnq
∈ L1(Rn,dnq)

be a version of the Radon–Nikodym derivative (cf. [187, 218]) ofµA with respect to the Lebesgue
measure. ThenL2(M,µA) can be mapped onto a subspace ofL2(Rn,dnq) by the unitary map-
ping

ψ(q) 7→ ψ(q)
√
fψ0(q), ∀ψ ∈ L2(M,µA), q ∈ Rn(⊃M). (1.5.14)

50We do not formulate here sufficient conditions for absolute continuity ofER.
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In this setting, onH represented by (a subspace of)L2(Rn,dnq), the operatorsAj , j =
1, 2, . . . , n, are realized as multiplication operators by the coordinatesqj , j = 1, 2, . . . , n, with
{q1, q2, . . . , qn} ≡ q ∈ Rn.51 The probabilities (1.5.9) have now the form

prob({Aj} ∈ B ⊂ Rn;Pψ) = Tr(ER(B)Pψ) =
∫
B

|ψ(q)|2dnq, (1.5.15)

with ‖ψ‖ = 1. A special case of this situation is the usually used “position representation” of the
state vectors.♥
1.5.5.Example (Position representation).Let A be the subalgebra ofL(H) generated by the
unit operatorIH and by the operatorsf(Q1, Q2, . . . , Q3N ), with the functionsf from the
Schwartz spaceS(R3N ), where the standard position operatorsQj , j = 1, 2, . . . , 3N , of the
irreducible representation ofGWH for anN–particle system (cf. Subsection 3.3-b), were intro-
duced. Then the spectrum spaceM is the one–point compactification ofR3N with the “usual”
topology. The weak closureR ofA in L(H) is an abelianW ∗-algebra containing also projection
operators belonging to the spectral decompositions ofQj ’s, i.e. elementsEQj (B) of their PM’s.
If there is a cyclic vectorψ0 forR inH, thenψ0 is cyclic also forA. Then we can use the unitary
transformationUR : H → L2(R3N ,d3Nq) determined from (1.5.13), and (1.5.14) byA only.
HenceH ∼ L2(R3N ,d3Nq). This is the usual “position-coordinate representation” ofH. ♥

1.5-c Symmetries and projective representations in QM

The time evolution described in Subsection 1.5-a was an example of a continuous transformation
group in QM. It can be considered as a representation of a specific group (G := R) of symmetries
of a physical system, namely a representation of the observed (or postulated)homogeneity of
time: This symmetry, described by formulas expressing fundamental laws of physics indepen-
dent of the time variable, can be considered as just an expression of possibility of formulation of
such laws. The invariance is encoded in the group property of the set of time–evolution opera-
tors, what corresponds to time independence of its generator (the Hamiltonian): “Dynamics” is
time–independent, and differences in various possible (or observed) evolutions of the system in
its “various occurrences” are ascribed to differences in “initial conditions”, [281, 138], resp. in
“boundary conditions” (including also “external fields”).

The relevance of symmetries in physics was probably (at least) intuitively clear since the ad-
vent of any considerations which now we call “physical”. Their formalization came, however,
much later: Although importance of symmetries for human activities was claimed already by
Leonardo da Vinci (according [281, 275]), clear understanding of their importance for formula-
tion of geometry and laws of nature came only at about the beginning of 20th century, e.g. in
works of F. Klein [150], G. Hamel [125], H. Poincaré [204], E. Mach [170, 171], P. Curie [69],
A. Einstein [89, 88], and others.52

Their importance is clearly seen, e.g. in formulation of classical – mechanical problems on
integrability (connected with the question of stability of Solar system), in Einstein discovering
of relativity theories, in Gibbs formulation of statistical physics [158], etc. Clear mathematical

51If the spectrum of someAj is not the wholeR, thenH is represented by a proper subspaceL2(supp(ER),dnq) ⊂
L2(Rn,dnq).

52Many historical notes on symmetries can be found in [179].
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connection of variational equations with symmetries and with integrals of motion was formu-
lated also due to the theorems by Emmy Noether [192]. Nowadays is generally accepted the
connection between Lie group invariance of “action integrals” (or/and Lagrangians) of classical
physics, cf. ,e.g., [157, 160, 1], with conservation of some nontrivial functions on phase space
with respect to the time evolution determined by the corresponding variational problem. These
integrals of motion determine submanifolds in phase space left by the time evolution invariant.
This leads to practical advantage of “lowering dimensions” of solved problems. Intuitively, this
also allows a better specification of the (self)identity of moving physical systems.

A “quantum–field–rephrasing” of the mentioned principles was one of the leading tools in
formulations of (heuristic, but successful) quantum theories of elementary particles, with quan-
tum electrodynamics as their prototype. Also in foundations of mathematically clear (but, up to
now not very successful) “axiomatic” algebraic formulation of quantum field theory (QFT), cf.,
e.g. [250, 120, 38], symmetry principles play a key rôle.

1.5.6.Note. We can suspect even more general meaning of “invariances” with respect to some
group of transformations in physics: They help us to determine physically (hence operationally)
meaning of “physical quantities”; very pictorially expressed, symmetry means thatsome mutu-
ally different things (states, observed values of something,. . . ) are in a certain senseequal, [69],
what might help us to specify how to measure them. A very fruitful principle in physics is, as
is generally known, the requirement of invariance with respect to Galileo, resp. Poincaré groups,
cf. also Interpretation 1.1.2.♥

The symmetry considerations in QM are even more important and useful than in classical
physics. This is, perhaps, due to the “more mathematical” and less intuitive nature of quantum
theories. The a priori linear formulation of QM offered a natural application of (linear) represen-
tation theory of groups to solution of specific classes of problems in QM, esp. in classification
of “elementary systems” (these might be “elementary particles”, but also molecules), of their
spectra and interactions, in scattering theory etc., cf. [275, 280, 281, 282, 250, 118]. One can say
that symmetry considerations are lying now somewhere “in the heart” of QM. They belong, e.g.,
to the main tools in the search for new fundamental interactions of elementary particles.

We shall restrict now our attention to a rather specific technical question connected with
appearance of symmetry considerations in mathematical formulations in QM. Symmetry groups
are usually specified either from observations of specific motions of macroscopic bodies (e.g.
translations and rotations of “rigid” bodies), or by some theoretical hypotheses coming from
an interplay of presently accepted theoretical scheme and observations connected with it (e.g.
the isospin group, and other symmetries of elementary particle theories). Groups appear then
in formalisms of physical theories in a form of their “realizations”, cf. [148], i.e. in a form
of their actions on spaces of physically relevant theoretical objects like “states”, “observable
quantities”, “state vectors”, etc. In traditional formulations of QM, symmetries are formalized
as transformations of Hilbert space vectors. It is important in some considerations to understand
connections of the transformations of vectors inHwith corresponding transformations of quantal
states.

The usually required general restrictions to the set of symmetry transformations of the states
of a QM–system are the same as forφt in Subsection 1.5-a, esp. in (1.5.2). There is, however,
an additional complication for general (more than one–dimensional) continuous groupsG of
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transformations,g(∈ G) 7→ αg : S∗ → S∗. Let us assume that (1.5.2) is again fulfilled:

Tr(αg(Pϕ)αg(Pψ)) ≡ Tr(PϕPψ). (1.5.16)

Then a trivial adaptation of arguments following (1.5.2) (by the assumptions of the group prop-
erty and continuity, as above) leads to the conclusion (cf. also [267, 148]) that a continuous
family

g(∈ G) 7→ U(g)(∈ L(H))

of unitary operators exists representing the mappingg 7→ αg as

αg(Pψ) ≡ U(g)PψU(g)∗. (1.5.17)

This determines, however, the unitary operators up to phase factors, and we obtain (for details
see [267, Chaps.IX, and X, esp. Theorem 10.5])

U(g1 ·g2) ≡ m(g1, g2)U(g1)U(g2), (1.5.18)

wherem : G×G→ S1 ⊂ C is amultiplier for the groupG satisfying the following identities
implied by associativity of group multiplication:

m(g1, g2 ·g3)m(g2, g3) = m(g1 ·g2, g3)m(g1, g2), ∀gj ∈ G,
m(g, e) = m(e, g) = 1, ∀g ∈ G, e·g ≡ g.

(1.5.19)

Multipliers forG form a commutative group (by pointwise multiplication; cf. (3.3.10) for addi-
tive notation) with the unit elementI(g, h) ≡ 1. If the multiplier can be removed by multiplying
U(g) 7→ a(g)U(g) by some “phase factors”a(g) ∈ S1 :=the complex numbers of unit modulus,
then it issimilar to I, or exact. Two multipliersm1,m2 are mutually similar, if the multiplier
m1·m−1

2 is similar toI. The unitary family satisfying (1.5.18) is called aprojective representa-
tion of G with the multiplierm. All projective representations ofG obtained from the sameαG
have mutually similar multipliers, and, to any projective representationU with a multiplierm,
and to each multiplierm′ similar tom, there is a projective representationU ′ with the multiplier
m′ leading to the sameαG according to (1.5.17) asU .

Hence, if the multiplier in (1.5.18) is exact, it is possible to choose a unitary representation
(i.e. with m ≡ 1) corresponding to theαG. Otherwise, it is possible to find another group
Gm containingG as a normal subgroup, acentral extensionof G by the commutative group
S1 corresponding to the multiplierm, and such that the formula (1.5.18) determines its unitary
representation: Elements ofGm are couples(g;λ) ∈ G× S1 with the group multiplication

(g1;λ1)·(g2;λ2) = (g1 ·g2;m(g1, g2)λ1λ2). (1.5.20)

The corresponding unitary representationŨ(Gm) is

Ũ(g;λ) := λ−1U(g), ∀g ∈ G,λ ∈ S1.

The check that̃U(g;λ) leads (for allλ ∈ S1) to the same symmetry transformationαg of the
states than the elementU(g) of the projective representationU(G) is straightforward.
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1.5.7.Examples. (i) Only projective representations of the inhomogeneous Galileo group with
nontrivial multipliers can be interpreted, [267], in the usual interpretation schemes of QM, as
transformations of states of systems in QM representing the corresponding (relative) motions of
macroscopic background. The unitary representations of this group are all “unphysical”.
(ii) The most basic application of group representations in QM is, perhaps, the case of canonical
commutation relations (CCR). These relations determine a Lie algebra structure in a set of basis
elements (i.e. of “elementary observables” completed by the “trivial element”) in a “Hamiltonian
system onR2n”– both quantum and classical. These relations are expressed in CM by Poisson
brackets between canonical position and momenta coordinates, and in QM they are commutators
between “corresponding” selfadjoint operators (representing in some way also physical position
and momenta observables). The connection with group representations is, that these operators
are generators of a projective representation of thecommutative group of translations in the
classical flat phase spaceR2n, or they are generators (together with a unit operator) of aunitary
representationof a one–dimensional central extension of this commutative group, i.e. of the
2n + 1–dimensional (noncommutative) Weyl–Heisenberg groupGWH .53 All such (nontrivial,
i.e. more than one–dimensional) irreducible projective representations are parametrized (up to
unitary equivalence) by all nonzero reals, [287, 148]. Remarkablephysical feature of CCR is,
that they can correspond, to reach agreement of theoretical predictions with experiment, just to
one of the infinite number of mutually inequivalent representations of classical shifts in phase
space, and namely the “correct” choice of the representationfixes the value of Planck constant
~; cf. also Section 3.3-b for corresponding technicalities.
(iii) The (covering group of the) connected component of the Poincaré group isrigid , i.e. it has
no nontrivial multipliers, [267, 283, 148]. It follows that any projective representation of the
(connected) Poincaré group can be obtained from the corresponding unitary representation of its
covering group.♥

1.5-d On the causality problem in QM

With discussions on Einstein causality in NLQM, cf. [106, 169], or also Interpretation 2.1.24,
it is interesting to pose such a question also in frameworks oflinear QT. In a renewal of such
a discussion [128, 48] (initiated probably by Fermi in 1932 [96]), there was discussed a simple
mathematical theorem with impressive consequences for possibilities on “instantaneous spread-
ing of wave packets” in QM. It can be formulated as follows:

1.5.8. Theorem (Long distance action in QM).Let a selfadjoint lower bounded operatorH =
H∗ on a Hilbert spaceH be given:H − ε0IH ≥ 0. Assume that, for a bounded operatorB:
0 ≤ B ∈ L(H), and for a vector0 6= ψ ∈ H, there is: Tr(PψB) = 0. Let us define
ψ(t) := exp(−itH)ψ,∀t ∈ R. Then either
(i) Tr(Pψ(t)B) ≡ 0 for all t ∈ R, or
(ii) Tr(Pψ(t)B) 6= 0 for all t ∈ Tψ,B ⊂ R, with Tψ,B open and dense inR, and of the total
Lebesgue measurem: m(R \ Tψ,B) = 0. ♣

Let, e.g.Pψ be a state of a composed systemI+II (say, consisting of two mutually spatially
distant atomsI andII), and letB = B∗ = B2 6= 0 be a projection on a subspace ofH. Assume

53Remember that commutative groups have only one–dimensional irreducibleunitary representations.
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that the vectors ofBH correspond to those states ofI + II in which the atomII is in its excited
state (we assume a possibility of determination of such states ofI + II). ThenTr(Pψ(t)B) 6= 0
can be interpreted as excitation in timet > 0 of the formerly not exited atomII “due to an
influence of the atomI”. The theorem can be then interpreted so that if there will be some
influence at all (sometimes, in the mentioned sense), then it isalways immediate, i.e. there is
nonzero probability that it is realized instantaneously!

Above considerations show that in QM, in the described sense, theEinstein causality is
never fulfilled. This result is a general consequence of the assumptions of the positivity of the
generatorH, of the interpretation of projection operatorsB as observables measuring of arbitrary
“properties” of described systems in QM, as well as due to occurring of arbitrary projections
between the observables; all these assumptions might seem to belong to general assumptions of
an arbitrary quantum theory (QT).

One can now ask whether Einstein causality is fulfilled in relativistic QFT. It is argued in [48]
that it is so in the algebraic formulation of QT (e.g. [118, 120, 38, 140]), as a consequence of the
relativistic covariance of/and local structure of algebras of observables. This can be seen, rough-
ly, due to consequent specific structure of algebras of localized observables (cf. Note B.4.1), as
well as due to the Reeh–Schlieder theorem, cf. [140, Theorem 3.1]. This theorem implies that in
“most of interesting states” of “sufficiently” localized subsystems (e.g. in the states extendable
to states of the total system with restricted total energy, if the space–time region of the local-
ization has the space–like complement with nonvoid interior) any localized positive observable
has nonzero expectation, cf. also [231, 122, 120]. Hence the above assumptionTr(PψB) = 0
cannot be fulfilled for such systems, states, and observables. Moreover, the assumed locality
together with Einstein covariance lead to positive result on Einstein causality, [48].

1.5.9.Note (Impossible signals due to measurements).It might be useful to recall here that it is
impossible in QM to send signals in the process of quantum measurements even if one accepts
the instantaneous “reduction of wave packets”, cf. Footnote 43:

Let two (mutually spatially distant) quantal subsystemsI andII be “EPR–like” correlated
(cf. Interpretation 2.1.24) in a given stateΨ of the composed systemI + II. The only available
“information” which could be transferred (=signalled) fromII to I, as a result of the mere
measurement of a quantityA of the subsystemII, might be the choice (and its possible changes)
of the quantityA, resp. of its eigenbasis (i.e. its PMEA) {Φk} ⊂ HII . The only way, on
the other side, of perceiving of the signal byI might be the measurement of the state% of I,
what is, however, independent on the choice ofA. The point is, that QM is a statistical theory
not containing in its formalism any objects corresponding to our intuition on a “single system”
(possibly, as an element of some “ensemble of equally prepared systems”) resulting in a “single
event” at a measurement; cf. also [229].♥
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2 Extended Quantum Mechanics

2.1 Elementary Quantum Phase Space

This chapter contains a description of technical features, as well as of the proposed interpre-
tation of the theoretical construction called here extended quantum mechanics (EQM). We can
emphasize here several types of problems posed and solved in this chapter; let us call them: (i)
kinematical, (ii) dynamical, (iii) analytical, and (iv) interpretational.
Questions in (i) include topics that could be named “the geometry of phase space”, into (ii) can
be included questions connected with dynamics, as well as with continuous actions of symmetry
groups on the “phase space”, under (iii) we shall understand mainly technical problems connect-
ed with infinite dimensionality of the “phase space”, with unboundedness of generators of the
group actions etc.; interpretation in (iv) is understood as a series of notes and proposals con-
cerning ageneral scheme for interpretationof the theory; however, many questions on possible
specific empirically verifiable applications of EQM are left open here.

These sets of questions are mutually interconnected, e.g. in dealing with “geometry of phase
space” we cannot avoid some technical problems connected with its infinite–dimensionality, in-
cluding different topological and differential–geometrical technicalities. Similarly by dealing
with “symmetry group actions” one has to deal simultaneously also with some “algebraic”, or
“structural” questions, and with problems connected with the (only) densely defined generators
of these actions and their domains of definition. Hence, it is impossible to distinguish clearly
the forthcoming sections according to the sort of problems solved in their scope. Keeping this
in mind, we shall try to characterize at least roughly the contents of the sections in the present
Chapter.

Section 2.1 is mainly devoted to a description of the “geometrical features” (i), describing the
canonical manifold and Poisson structures on the spaceS∗ of all density matrices of conventional
QM. Also a preliminary description of Hamiltonian vector fields and corresponding induced dy-
namics is included into that section. Also in this case, as in finite dimensional ones, the Poisson
“manifold” S∗ decomposes into “symplectic leaves” left by all Hamiltonian flows invariant. All
these leaves are homogeneous spaces (i.e. orbits) of the unitary groupU of the Hilbert spaceH
with respect to its natural coadjoint action. There are, however two kinds of these orbits (leaves):
The “finite dimensional” ones consist of density matrices of finite range (i.e. only finite number
of their eigenvalues are positive), and the induced symplectic structure is “strongly nondegener-
ate”, the tangent spaces having a canonical Hilbert space structure; these properties make these
symplectic leaves in some sense similar to finite dimensional symplectic manifolds. The “infinite
dimensional” leaves consisting of density matrices with infinite numbers of nonzero eigenvalues
are only “weakly symplectic”, and the naturally defined “tangent spaces” are not closed in their
(again “naturally chosen”) topology. The set of “finite dimensional” leaves is, fortunately, dense
in the wholeS∗, so that we can restrict, for many purposes, our attention onto them.

Section 2.2 contains an analysis of questions connected with unboundedness of generators
(i.e. “Hamiltonians”) of group actions corresponding to linear, as well as to nonlinear cases. The
unbounded generators always appear in any description of “nontrivial” actions of noncompact
Lie groups, and cannot be avoided in the considered framework. The domain problems and de-
scription of the induced dynamics (flows) are solved in the cases when the (nonlinear) generators
are constructed in a certain way from a continuous unitary representation of a Lie groupG. For
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more general cases, we formulate at least some proposals.
In the last Section 2.3, interconnections between all the sets (i) – (iv) of problems are e-

specially obvious. Introduction of “nonlinear observables” is a consequence of the nonlinear
dynamics. The interpretation of such observables extending the usual one leads (in the scheme
proposed in this work) to introduction of observables as numerical functions oftwo variables
from S∗. It is also presented a (preliminary) classification of theories according to the choice
of a Lie groupG determining (sub)sets ofobservables, generators, andstatesof the considered
(abstract) “physical system”. For a givenG, a further classification of generators, observables,
and states is proposed. A general scheme of constructions of nonlinear generators and a de-
scription of their flows is given. The chapter ends with a description of “nonlinear” actions of
Lie groups obtained from linear ones by (mathematically perhaps trivial) “symplectic deforma-
tions”, with inclusion of EQM into a (linear)C∗-algebraic scheme and with a description of its
general symmetries. The section contains also a description of some interpretation proposals, cf.
Interpretations 2.3.1, 2.3.11, 2.3.15, and 2.3.18.

States of a “considered physical system” in QM are described (under a natural continuity
requirement) by density matrices% ∈ S∗ := T+1 ⊂ T on the corresponding Hilbert spaceH
(cf. next Subsection 2.1-a), but linearity of QM allows often to reduce the theoretical work to the
work with vector states described by one–dimensional density matrices% = Pψ, 0 6= ψ ∈ H (i.e.
pure states, if superselections are missing). Any state of that quantum-mechanically described
system is expressible with a help of these “elementary vector states”. In nonlinear versions of
QM, operations like symmetry transformations, and specifically time evolutions, are nonlinear,
resp. nonaffine; hence, if they are performed on states described by density matrices, these oper-
ations are not reducible to those on vector states. In EQM, the whole setS∗ of density matrices
will play a rôle of the set of “elementary states” in such an intuitive sense, where each density
matrix % ∈ S∗ is considered as an analogue of a point of phase space of CM, irrespective of
dimension of the range of the operator%. This implies, e.g., that the time evolution of density
matrix states% of a “relatively isolated system” in EQM can be determined only with a help of
determination of corresponding Hamiltonian flow in a neighbourhood of%, that can be indepen-
dent of determination of the flow in neighbourhoods of the vector states into which% can be
formally decomposed.

2.1-a Basic mathematical concepts and notation

LetH be a separable complex Hilbert space with scalar product(x , y) (x , y ∈ H) chosen linear
in the second factory. Let F ⊂ T ⊂ H ⊂ C ⊂ L(H) be the subsets of linear operators in
H consisting of the all finite–rank, trace–class, Hilbert–Schmidt, compact, and bounded opera-
tors respectively. All these subsets are considered as complex associative∗-subalgebras (in fact
ideals) of the algebraL(H), i.e. they are also invariant with respect to the involutiona 7→ a∗

defined as the operator adjoint mapping. The algebrasC andL(H) areC∗-algebras (L(H) is
in fact aW ∗-algebra), and all of them except ofF are Banach spaces (≡ B–spaces) if endowed
with proper norms:T is endowed by the trace–norm‖a‖1 := Tr|a| with |a| := (a∗a)

1
2 , H is

endowed by the Hilbert–Schmidt norm‖a‖2 :=
√

(a, a)2 corresponding to the Hilbert–Schmidt
scalar product(a, b)2 := Tr(a∗b) of operatorsa, b ∈ H, whereasC andL(H) are endowed with
the usual operator norm (which is equal to the spectral radius for selfadjoint operators) denoted
by ‖a‖. HereTr denotes the trace of the operators inT. Note also thatT contains all products of
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at-least-two Hilbert–Schmidt operators, and each element ofT is of this form; the last statement
follows from the polar decomposition of closed densely defined (hence also bounded) operators
inH [187].

The linear spaceF is dense in the Banach spacesT, H, andC, and it is dense also inL(H)
in its σ-strong operator topology. The Banach spaceT will be considered also as the topological
dual space to theC∗-subalgebraC of L(H), the duality being given by the bilinear form(%; a) 7→
%(a) := Tr(%a) ≡ 〈%; a〉 on C × L(H) (⊂ T × L(H)); the same bilinear form describes the
duality betweenT andL(H) ≡ T∗.

Let us introduce also theprojective Hilbert spaceP (H) which is obtained fromH as the
factor-space consisting of all its one-dimensional complex subspacesx := {y ∈ H : y =
λx , λ ∈ C} 0 6= x ∈ H, with the factor-topology induced by the norm ofH; it can be identified
with the subset ofT consisting of all one-dimensional orthogonal projectionsPx (projectingH
onto x, 0 6= x ∈ H) endowed with the relative topology of the trace-norm topology, or with
σ(T,C)-topology (these topologies are equivalent onP (H), [42]).

We shall also use some elementary concepts of differential geometry on (also infinite-
dimensional) manifolds, [1, 39, 61, 151, 40], see also our Appendix A, as well as some concepts
of the theory ofC∗-algebras [196, 42, 76, 77, 254], cf. also our Appendix B, in this paper.

Let us denote byS∗ ⊂ T the state space ofC; it can be canonically identified with the
convex set of all normalized normal positive linear functionals onL(H) : S∗ := S∗(L(H)) =
S(C). The general (not necesseraly normal) statesS(L(H)) of L(H) will be denoted byS.
Let U denote the unitary groupU(H) of L(H) : u ∈ U ⇔ {u ∈ L(H) & uu∗ = u∗u =
I} ⇔ u ∈ U(H), whereI ∈ L(H) is the identity operator. Let̃A := U/J be the factor-group
of U with respect to the central subgroupJ := {u := λI : |λ| = 1, λ ∈ C}. Since all∗-
automorphisms ofL(H) are inner [196],Ã is isomorphic to the group of all∗-automorphisms
(cf. also [267, Vol.I]):α ∈ ∗-Aut L(H) ⇒ ∃u ∈ U : α(b) = ubu∗(∀b ∈ L(H)), and if also
v ∈ U representsα in this sense, thenu∗v ∈ J. Let γ : u 7→ γu ∈ Ã = ∗-Aut L(H) be
the corresponding representation ofU, γu(b) := ubu∗; the kernel ofγ is J. Moreover,U (and
A) is a (infinite–dimensional fordimH = ∞) Lie group; the Lie algebraLie(U) of U is the
real subspaceL(H)a := {x ∈ L(H) : x∗ = −x} of antihermitean elements ofL(H) [39]. Let
[a,b] (:= ab− ba) be the commutator inL(H). We shall use the selfadjoint generatorsx∗ = x ∈
L(H)s := iL(H)a to represent the Lie algebra elementsix ∈ L(H)a. The Lie bracket will be
defined onL(H)s as(x; y) 7→ i[x, y], x, y ∈ L(H)s what corresponds to the commutator[ix, iy]
in L(H)a : [ix, iy] =: iz ⇒ z = i[x, y]. The Lie algebra ofA is Lie(U/J) = L(H)a/{RI}
- the factoralgebra by the central ideal of real multiples of identity. LetAd(U) be the adjoint
representation ofU onLie(U) = iL(H)s, i.e.Ad(u) is the restriction ofγu toL(H)s:

Ad(u)b ≡ Ad(u)(b) := ubu∗, b ∈ L(H)s, u ∈ U. (2.1.1)

The (topological) dual ofL(H)s is the real subspaceL(H)∗s of L(H)∗ consisting of sym-
metric bounded linear functionals onL(H), i.e. ν ∈ L(H)∗s ⇒ ν(b∗b) ∈ R (∀b ∈ L(H)),
where〈ν; y〉 ≡ ν(y) denotes the value ofν ∈ L(H)∗ on the elementy ∈ L(H). The state space
S := S(L(H)) is a compact convex subset ofL(H)∗s, if it is endowed with thew∗-topology,
i.e. with theσ(L(H)∗,L(H))-topology [218, Theorem IV.20]. LetAd∗(U) be the coadjoint
representation ofU (3 u) onL(H)∗s:

[Ad∗(u)ν](b) := ν(Ad(u−1)b), ν ∈ L(H)∗s, b ∈ L(H)s. (2.1.2)
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It is clear [42, Chap. 3.2] that the state-spacesS andS∗ are bothAd∗(U)-invariant subsets of
L(H)∗s.

Let Oν(U) := Ad∗(U)ν := {ω ∈ L(H)∗s : ω = Ad∗(u)ν, u ∈ U} be theAd∗(U)-orbit of
ν. The state spaceS decomposes into union ofAd∗(U)-orbits. Let% ∈ Ts := T ∩ L(H)∗s be
a density matrix (i.e.% ≥ 0, T r % = 1) describing equally denoted state% ∈ S∗ : %(b) :=
Tr(%b) ≡ 〈%; b〉, b ∈ L(H).

We shall use for the density matrices spectral decomposition in the form

% =
∑
j≥1

λjEj , (2.1.3)

where we choose the ordering of the eigenvaluesλj > λj+1 > 0, and the spectral projections
Ej are all finite dimensional. Let us denoteE0 := I −

∑
j≥1Ej .

2.1.1. Lemma. Each orbitO% := Ad∗(U)% (% ∈ S∗) consists of all the density matrices which
have the same set of eigenvalues (including multiplicities). Hence, the state spaceS∗ isAd∗(U)-
invariant.♣

Proof. TheAd∗(u)-mapping is a unitary mapping conserving spectral invariants, i.e. spectrum
and spectral multiplicities, cf. [124]. Hence all the elements of the orbitO% are density matrices
with the same spectra and multiplicities. The spectral resolution of any density matrix%′ of the
same spectral invariants as% in (2.1.3) has the form:

%′ =
∑
j≥1

λjE
′
j ,

with equal dimensions ofE′j andEj ,∀j. Then there is a unitary operatoru mapping all theEj ’s
onto the correspondingE′j ’s for all j ≥ 0. E.g., one can choose orthonormal bases{xm}, resp.
{yn} in H containing subbases, for allj ≥ 0, of EjH, andE′jH, respectively, to order them in
accordance with orderings ofEj ’s, i.e. so thatEjxk = xk ⇔ E′jyk = yk and defineu by the
formula

uxk := yk, for all k.

Then%′ = Ad∗(u)%, what proves the lemma.

Hence, the projective spaceP (H) coincides with the orbitO%(U) with %2 = %, what charac-
terizes one-dimensional projections% inH.

2.1-b The manifold structure ofS∗

We shall now introduce a natural manifold structure on the orbitO% (% ∈ S∗). Let U% ⊂ U
be the stability subgroup for the point% ∈ S∗ at Ad∗(U)-representation. Let us note thatU%
is the unitary group of theW ∗ -algebra{%}′ := (the commutant of the density matrix % in
L(H)), hence it is a Lie group, and its Lie algebraLie(U) =: iM% consists [39, Chap.3,§3.10]
of antisymmetric elements of the commutant{%}′. The proof of the following simple lemma
exemplifies methods used here in dealing with infinite-dimensional spaces.
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2.1.2. Lemma. The stability subgroupU% is a Lie subgroup ofU, [39, 40].♣

Proof. We shall prove that the Banach subspaceM% ⊂ L(H)s has a topological comple-
ment [41] in L(H)s, i.e. L(H)s = M% ⊕ N% ≡ the topological direct sum with a Ba-
nach subspaceN% of L(H)s. Let % be expressed in the form (2.1.3). We shall use also
the projectionE0 corresponding to the eigenvalueλ= 0, hence always

∑
j≥0Ej = I. Let

p% : y 7→ p%(y) :=
∑
j≥0EjyEj be a projection ofL(H)s ontoM% defined by the strongly

convergent series. One has

‖p%(y)‖ ≤ sup
j
‖EjyEj‖ ≤ ‖y‖, ∀y ∈ L(H)s,

hence the projectionp% is continuous, what implies [41, Chap.I.§1.8 Proposition 12] the comple-
mentability ofM%. The Lie groupU can be modeled (as a manifold) by its Lie algebraiL(H)s
via the inverse of the exponential mapping [39, Chap. III.6.4. Theorem 4], and the subgroupU%
is modeled via the same mapping by the complementable subspaceiM% ⊂ L(H)a. This gives
the result ([39, Chap.III.§1.3], [40, 5.8.3]).

2.1.3. Definitions. Let% =
∑
λjEj be a density matrix,

∑
j≥0Ej = I, as above.

(i) Let q% : L(H)s → N% be thecomplementary projection to p%, q%(b) = b − p%(b) (cf.
proof of Lemma 2.1.2):

q%(b) :=
∑
j 6=k

EjbEk for b ∈ L(H)s, (2.1.4)

which leavesTs invariant; the sum is here strongly (resp., inT 3 b, trace-norm-) convergent.
We shall defineq%(X) also for unboundedX = X∗ by the formula (2.1.4) withb := X for those
% for which it is unambiguously defined (i.e. the expressions in the sum and its strong limit exist).

(ii) Let ad∗ : L(H)s → L(L(H)∗s) be defined byad∗(y) : ν 7→ ad∗(y)ν:

[ad∗(y)ν](z) := iν([y, z]), (∀y, z ∈ L(H)s, ν ∈ L(H)∗s). (2.1.5)

We can see that the spaceTs is invariant with respect to all operatorsad∗(y), y ∈ L(H)s, [196,
Proposition 3.6.2].

(iii) Let % ∈ Oν(U). Let us denoteT%O(U) := T%Oν(U) :={c ∈ Ts : c = i[%, b],b ∈
L(H)s} the set of vectors inTs tangent to the curvescb : t 7→ cb(t) := Ad∗(exp(−itb))% at
%, b ∈ L(H)s; these curves cover a neighbourhood of% on the orbitO%(U)=Oν(U) ⊂ Ts. We
shall also denotead∗ : L(H)s → T%O(U), b 7→ ad∗%(b) := ad∗(b)% ≡ i[%, b] ∈ Ts for
% ∈ Ts. One can easily check thatq% leavesT%O(U) pointwise invariant, i.e.T%O(U) ⊂ N%.

(iv) For an arbitrary c ∈ L(H)s, andn ∈ Z+ \ {0}, let

β(n)
% (c) := i

max(j;k)≤n∑
j 6=k

EjcEk(λk − λj)−1, (2.1.6)

where in the summation are included also the valuesj = 0, k = 0 of the indices.
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Letβ% : T%O(U)→ N% be the mapping

β%(c) := i
∑
j 6=k

EjcEk(λk − λj)−1. (2.1.7)

The limits β%(c) of the strongly convergent sequences
{
β(n)
% (c) : n ≥ 1

}
define the map-

pingβ%. We shall defineβ%(c) in this way also for thosec ∈ L(H), as well as for those unbound-
ed operatorsc, for which this sequence is defined and converges strongly inL(H).

(v) Let‖c‖% := ‖β%(c)‖, where‖b‖ denotes the operator norm ofb ∈ N% in L(H)s.

(vi) LetO%(U) be endowed with the canonical [39, Chap.III,§1.6] analytic manifold structure of
the homogeneous spaceU/U%. We shall call this structurethe canonical manifold structureon
O%(U), and the notion of themanifold O%(U) will mean namely the setO%(U) endowed with
this structure.♦

2.1.4.Notes.

(i) A direct inspection shows thatβ% is a linear bijection ofT%O(U) ontoN% = q%(L(H)s): if
c := i[%, b], with b ∈ N%, thenβ%(c) = b. It is the inverse mapping to the mappingad∗% : N% →
T%O(U); let us note thatad∗% is ‖ · ‖ 7→ ‖ · ‖1- continuous, hence also‖ · ‖ 7→ ‖ · ‖-continuous:
‖[%, b]‖ ≤ ‖[%, b]‖1 ≤ 2‖%‖1‖b‖.
(ii) It is clear thatc 7→ ‖c‖% is a norm onT%O(U). The mappingad∗% is ‖ · ‖ 7→ ‖ · ‖% isometric;
the corresponding “‖ · ‖%-topology” ofO%(U) is finer than the “‖ · ‖1-topology” induced by the
trace-norm topology ofTs.♥

The following proposition specifies the manifold properties of the orbitsO%(U) in Ts (en-
dowed with its‖ · ‖1-topology).

2.1.5. Proposition. Let us considerT%O(U) as the normed space with the norm‖ · ‖%. Then
T%O(U) is a B-space, andβ% is a Banach space isomorphism. This B-space structure onT%O(U)
coincides with the one induced by the canonical manifold structure ofO(U) on its (equally de-
noted) tangent spacesT%O(U). Furthermore, the following four statements (i) – (iv) are then
equivalent:

(i) % ∈ S∗ is finite-dimensional, i.e.% ∈ F; we shall write alsodim(%) <∞ in this case.

(ii) The rangeN% of the mappingq% coincides withT%O(U) (considered now as a linear subspace
of Ts).

(iii) The setT%O(U) is a closed subspace ofTs.

(iv) O%(U) is a regularly embedded [61] submanifold ofTs.

Moreover, one has:

(v) For % ∈ F, the subspaceT%O(U) of Ts is reflexive.

(vi) For any% ∈ S∗, T%O(U) is dense (in the strong topology ofL(H)s) in N% := q%(L(H)s).♣

Proof. N% is a B-subspace ofL(H)s, andβ% is a linear isometry (hence homeomorphism) of
T%O(U) (with the norm‖ · ‖%) ontoN%, what follows directly from definitions, cf. Notes 2.1.4.
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This gives the first assertion. The second one follows because of complementability of the s-
paceM% = i ·Lie(U%), M% ⊂ L(H)s = M% ⊕ N%, and the inverse mapping of the mapping
Ad∗(exp(−i(·)))% : N% → O%(U), a 7→ Ad∗(exp(−ia))%, if restricted to an open neighbour-
hood of the zero point ofN%, can be chosen as a chart of the manifoldO%(U).

(i)⇒(ii): If % ∈ F, then (2.1.4) shows that alsoq%(a) ∈ F for any a ∈ L(H)s, sinceF is
an ideal inL(H). The application of the formula (2.1.7) toc := q%(a) shows thatq%(a) =
i[%, β%(q%(a))] ∈ T%O(U). Also, q% leavesT%O(U)⊂ L(H)s pointwise invariant. HenceN% =
T%O(U).

(i)⇒(iii): It follows now that for % ∈ F the setN% is a subset ofT. SinceN% is closed in the
norm-topology ofL(H)s and on the subsetTs ⊂ L(H)s the trace-topology determined by‖ · ‖1
is finer than the topology ofL(H)s determined by‖ · ‖, ‖x‖ ≤ ‖x‖1 (∀x ∈ T), it follows that
N% = T%O(U) is closed also in trace-topology, i.e. (iii).

(ii)⇒(i): Let % 6∈ F. Let ej ≡ |ej〉(j ≥ 1) be an infinite orthonormal set inH such that
Ejej = ej(∀j), cf.(2.1.3). Let us definea ∈ L(H)s by the formula (in the Dirac notation, [74])

a :=
∑
j≥1

αj(|e2j〉〈e2j+1|+ |e2j+1〉〈e2j |), ‖a‖ < M <∞. (2.1.8)

We havea = q%(a) ∈ N% for any bounded real sequence{αj}, but for some choices of{αj}
(e.g.αj ≡ 1) one hasa 6∈ Ts ⊃ T%O(U). This proves thatN% 6= T%O(U).

Let us make now a technical remark providing an alternative proof of the last statement, as
well as a device to further work:

2.1.6.Remark. Let us chose in (2.1.8)αj := γj(λ2j−λ2j+1), where0 < γj →∞ for j →∞,
but still

∑
j≥1 γj(λ2j−λ2j+1) <∞. Such a choice of strictly positive divergent sequence{γj},

for a givenλj > 0,
∑
j≥1 λj = 1, is always possible. Thena ∈ Ts. Let us now calculateβ(n)

% (a)
according to (2.1.6):

β(2n+1)
% (a) = i

n∑
j≥1

γj
(
|e2j+1〉〈e2j | − |e2j〉〈e2j+1|

)
. (2.1.9)

Due to divergence of{γj}, it is clear that the result “β%(a)” diverges forn → ∞, i.e. we can
obtain in this way at the best an unbounded operator. This shows that oura 6∈ T%O(U), although
it is still in Ts. This is another proof of the inequalityN% 6= T%O(U), becauseβ% : T%O(U) →
N% is ‖·‖1 → ‖·‖–continuous.♥

(vi): Since the sequence{i[%, β(n)
% (a)] : n ≥ 1} ⊂ T%O(U) converges strongly toa ≡

q%(a) (∀a ∈ N% := q%(L(H)s)), it is seen thatT%O(U) (considered as a subspace of
Ts ⊂ L(H)s) is strongly dense inN%. This proves (vi).

(iii)⇒(i): Let us chosea ∈ N% ∩ Ts \ T%O(U). The preceding considerations also show that
T%O(U) is not closed inTs if % 6∈ F; namely, according to the Remark 2.1.6, and the formu-

la (2.1.9), one can choosea ∈ Ts∩N% such that the sequence{‖i[%, β(n)
% (a)]−a‖1 : n ≥ 1} con-

verges to zero. This means that the sequencei[%, β(n)
% (a)] ∈ T%O(U) converges toa 6∈ T%O(U).
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(iv)⇔(iii): The restriction of the projectionq% : Ts → Ts is continuous also in the trace-norm
topology, what follows from continuity ofp% in that topology: For positive operatorsc ∈ T, all
EjcEj ≥ 0, hence

‖p%(c)‖1 = Tr(
∑
j

EjcEj) =
∑
j

Tr(EjcEj) =
∑
j

Tr(Ejc) = Tr(c) = ‖c‖1,

and the continuity ofp% follows. The equivalence of the norms‖ · ‖% and‖ · ‖1 on T%O(U) in
the case of% ∈ F can be shown as follows: Letc := i[%, b] ∈ T%O(U) ⇒ q%(b) = β%(c), and
from (2.1.7) and the definition of the norm‖ · ‖% we obtain

‖c‖% ≤

∑
j 6=k

|λj − λk|−1

 ‖c‖1, (2.1.10)

where the sum is taken over a finite index set. The opposite inequality is obtained by the known
property of the trace-norm:

‖c‖1 ≡ ‖[%, q%(b)]‖1 ≤ 2‖q%(b)‖‖%‖1 = 2‖c‖%,

sinceq%(b) = β%(c), and‖%‖1 = 1. This fact, and the derived implications of finite dimension-
ality of % ∈ F give the validity of the assertion (iv). It is clear that (iv) cannot be true if (iii) were
not valid.

(v) If % ∈ F, then the B-spaceT%O(U) is a Hilbert space, cf. Theorem 2.1.19, henceT%O(U) is
reflexive.

The proved Proposition 2.1.5 shows, that only finite-dimensional density matrices%’s gen-
erate Ad∗(U) orbits with mathematically convenient properties: Their tangent spaces are in the
Ts-induced topology closed and reflexive. This has important consequences for the following
theoretical implications. Hence, we ask the question, whether it would be possible to restrict our
attention, in some appropriate sense, to these “finite dimensional orbits”, and simultaneously not
to loose the control on the whole spaceS∗. The next lemma indicates, that it might be possible.

2.1.7. Lemma. The set-union of the orbits{O%(U) : % ∈ F} is a dense subset ofS∗ ⊂ Ts, in the
norm-topology ofTs.♣

Proof. Any density matrix% ∈ S∗ is approximated in‖ · ‖1 by finite dimensional ones, what is
seen, e.g. from its spectral resolution:

% =
∑
j

λjEj = ‖ · ‖1 − lim
n→∞

κn

n∑
j=1

λjEj , with κn :=

(
n∑
k=1

λk dim(Ek)

)−1

.



2.1 Elementary Quantum Phase Space 49

2.1-c Poisson structure on quantum state-space

We shall consider the setS∗ (⊂ L(H)∗) as the set of relevant physical states in the following
considerations, i.e.the quantum phase spacewill mean for us the set ofnormal states.54

Let us now introduce a Poisson structure [177, 274], [7, Appendix 13] on the linear space
Ts containingS∗ as a bounded convex subset. The Poisson structure will allow us to ascribe
(Poisson-) Hamiltonian vector fields (onF, at least) with the corresponding flows leaving the
state spaceS∗ invariant.

It will be useful to use, in the following mathematical formulations, the standard differen-
tial calculus on Banach manifolds [234, 40, 61] based on the Fréchet differential calculus of
mappings between (linear) Banach spaces [58, 235, 61].55

If the Fŕechet derivative of a functionf : T → R exists, then there exists also directional (so
called Gateaux) derivative:

Dνf(ω) = lim
t→0

1
t

[f(ν + tω)− f(ν)] , ∀ω ∈ T. (2.1.11)

Conversely, if the Gateaux derivative (2.1.11) exists in a neighbourhoodU of a pointν ∈ T,
andif it is continuous linear, continuously depending onν ∈ U , D·f : U → L(T,R), then also
the Fŕechet derivative (A.2.1a) exists [58].

We shall be mainly interested, in the following text, in theAd∗(U)-invariant subsetS∗ con-
sisting of normal states onL(H). Let F := F(Ts) be the set of infinitely norm-differentiable
real functions onTs, with its trace-norm‖ · ‖1. Let us denote byF(B) the set of the restrictions
of f ∈ F to some subsetB of Ts.

2.1.8.Remark. Noncompactnes ofS∗ allows, e.g. thatF(S∗) contains also unbounded func-
tions on S∗, e.g. anyf ∈ F with the restrictionf : % 7→ f(%) := ln(Tr(%2)) for
% ∈ S∗ ⊂ Ts is unbounded. Put, e.g., with orthonormalej ’s, %N :=

∑N
j=1

1
N |ej〉〈ej |, whence

Tr%2
N = 1

N , limN→∞ lnTr(%2
N ) = −∞.♥

The definition of the F-derivative and its expression (2.1.11) also apply tof ∈ F , and the
notationDνf will not lead to any ambiguity forf ∈ F .

We shall often work with infinite–dimensional manifolds modelled by Banach (specifically,
e.g., in the case of pure state manifoldP (H), or of anyO%(U) with dim % < ∞, by Hilbert)
spaces, cf. Appendix A.3. The main ideas, and many of general constructions and theorems
work in that cases similarly as in the case of more common finite dimensional manifolds. We
shall point out differences in specific cases, if it will be needed. In the case of the linear manifold
Ts, and for a differentiable functionf ∈ F , the derivativeDνf belongs to the cotangent space

54It might be mathematically interesting, and, perhaps, also physically useful, to formulate analogies of the following
constructions on the spaceS of all positive normalized functionals onL(H). This leads to technical complications and,
for purposes of our physical interpretations, it would be unnecessary. cf. also [24], where a (heuristic) trial for such a
formulation was presented. A nice and useful property ofS is its compactness in thew∗-topology, what is not the case
of S∗.

55Let us note, for a preliminary information, that in this infinite–dimensional differential calculus “most” of the usual
differential operations in finite–dimensional spaces remain formally, under certain conditions, unchanged: the differential
is the “linear part of difference”, where should be used the Banach-norm limit for its definition. The rules for writing the
Taylor expansion, differential of composed maps, for calculation of derivatives of “products” etc. have the same formal
expressions as in finite–dimensional case, see also the Appendix A.2.
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T ∗ν (Ts)= L(H), and we shall deal with it also as with an operator in the sense of this canonical
isomorphism.

2.1.9. Definitions.

(i) Let F% denote the algebraC∞(O%(U),R) of functions on the manifoldO%(U). The restric-
tions of functions fromF toO%(U) belong toF%, because the topology on the manifoldO%(U)
is finer than the relative topology coming fromTs (cf. proof of Proposi- tion 2.1.5).

(ii) The mapping fromF × F toF : (f ;h) 7→ {f, h}, where

{f, h}(ν) := ν(i[Dνf,Dνh]), ν ∈ Ts, (2.1.12)

will be called thePoisson structureon Ts. The function{f, h} ∈ F is thePoisson bracketof
the functionsf andh fromF .

(iii) The functionshy ∈ F (y ∈ L(H)s) are defined byhy(ν) := ν(y) ≡ Tr(νy), ∀ν ∈ Ts.
ThenDνhy = y, the second derivativeD2

νhy = 0, and the Poisson bracket of two such functions
is

{hx, hy}(ν) = i ν([x, y]) ≡ hi[x,y](ν). (2.1.13)

From this we obtain Poisson brackets for polynomials in functionshx (x ∈ L(H)s) with a help
of derivation property (cf. Proposition 2.1.10), in accordance with(2.1.12). ♦

The spaceTs can be considered as an infinite–dimensional manifold with the atlas consisting
of one chart determined by the identity mapping onTs. Then the tangent spaceTνTs to Ts at
each pointν will be canonically identified with the vector spaceTs itself. The spaceL(H)s is
then canonically identified withT ∗νTs. In this interpretation, we can also consider the derivative
(cf. Appendix A.2)Dνf∈T ∗νTs as differential off ∈ F on the manifoldTs, as it is used in
differential geometry. The usual symboldνf will be used, however, to stress the restriction
of the differentiation to some “smaller” manifold inTs. For a real functionf continuously
differentiable as a function on the manifoldO%(U) we shall denote bydνf the differential off
in the pointν on the orbitO%(U) (3 ν). We shall also identifyd%f := q%(D%f) ∈ N% ⊂ L(H)s
considered as an element of the cotangent spaceT ∗%O(U) := (T%Oν(U))∗ := T ∗%Oν(U); this
identification (resp. representation) of the cotangent space is possible due to the identities:

d%f(c) := Tr(cq%(D%f)) = i T r([%, β%(c)]q%(D%f)) =
i T r(β%(c)[q%(D%f), %]) = i T r(β%(c)[D%f, %]) =
i T r([%, β%(c)]D%f) = Tr(cD%f), for all c ∈ T%O(U).

(2.1.14)

The operatord%f represents the pull-back ofD%f ∈ T ∗%Ts with respect to the embedding of
O%(U) into Ts, if % ∈ F. Now we can write the Poisson bracket in the form:

{f, h}(ν) = iν([dνf, dνh]). (2.1.15)

The form (2.1.15) shows, that the value of the Poisson bracket (2.1.12) in a pointν ∈ Ts depends
on the restrictions of the functionsf, h ∈ F onto the orbitOν(U) only. This is due to the fact,
that the orbitsO%(U) are the “symplectic leaves” of the Poisson manifoldTs, [274], as will be
seen from the following. The orbits arePoisson submanifolds[274] of the Poisson manifold
Ts. We shall now prove that (2.1.12) really determines a structure of aPoisson manifoldon the
Banach manifoldTs:
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2.1.10. Proposition.The Poisson bracket from(2.1.12)has all the general properties of the
Poisson structure [274, 7] (coinciding with that of Hamiltonian classical mechanics, except of
nondegeneracy), i.e. for allf, h, k ∈ F , and allλ ∈ R one has:

(i) {f, h} = −{h, f}; (antisymmetry)
(ii) {f, h+ λk} = {f, h}+ λ{f, k}; ((ii)&(i)⇒ bilinearity)
(iii) {f, hk} = {f, h}k + h{f, k}; (derivation property)
(iv) {f, {h, k}}+ {h, {k, f}}+ {k, {fh}} = 0; (Jacobi identity)♣

Proof. The first three properties are immediate consequences of Definitions 2.1.9, cf. also
(2.1.16). The validity of (iv) follows immediately from (2.1.13) and from the properties (i) -
(iii) for such functionsf, h, k which have form of polynomials in the specific type of functions
ha ∈ F , a ∈ L(H), (2.1.13). For generalf, h, k one can prove (iv) directly as follows:
Let us first expressDν{h, k} ∈ L(H)s according to (2.1.11), (2.1.12),

ω(Dν{h, k}) =
d

dt

∣∣∣∣
t=0

(ν + tω)(i [Dν+tωh,Dν+tωk])

= ω(i [Dνh,Dνk]) + ν(i [D2
νh(ω, ·), Dνk]) + ν(i [Dνh,D

2
νk(ω, ·)]),

where the second derivatives in any pointν are symmetric bilinear‖ · ‖1-continuous functions
on Ts. Hence, the linear mappingD2

νk(ω, ·) : % 7→ D2
νk(%, ω) = D2

νk(ω, %) ≡ %(D2
νk(ω, ·))

can be (and is here) considered as an element ofL(H)s. We need to calculate{f, {h, k}}(ν) :=
i ν([Dνf,Dν{h, k}]). With a help of the notation (2.1.5) and of the above derived formula for
Dν{h, k} we obtain

{f, {h, k}}(ν) = [ad∗(Dνf)ν](Dν{h, k})
= −ν([Dνf, [Dνh,Dνk]])− [ad∗(Dνk)ν](D2

νh(ad∗(Dνf)ν, ·)) +
[ad∗(Dνh)ν](D2

νk(ad∗(Dνf)ν, ·))
= −ν([Dνf, [Dνh,Dνk]])−D2

νh(ad∗(Dνf)ν, ad∗(Dνk)ν) +
D2
νk(ad∗(Dνf)ν, ad∗(Dνh)ν).

From the symmetry of second derivatives, and from validity of Jacobi identity for commutators
of operators inL(H), we obtain the result.

2.1-d Hamiltonian vector fields and flows

In the case of a finite–dimensional Poisson manifold M, the Poisson structure determines a vector
field vf to each differentiable functionf on M, so calledHamiltonian vector field correspond-
ing to theHamiltonian function f :

£vf
(h) ≡ dh(vf ) := {f , h}, (2.1.16)

where£v denotes theLie derivative (uniquely extendable to a derivation of any tensor field on
M, [151, 40]) with respect to the vector fieldv: The Poisson bracket{f, h}(ν) at fixedf andν
is a differential operator on real valued functions differentiable atν, which determines unique -
in the case of finite–dimensional M - vectorvf ∈ TνM.
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In the case of infinite–dimensional manifolds, the relation between (first order) differential
operators and tangent vectors is not always an isomorphism of normed spaces, [61]. The follow-
ing lemma is, however, valid, [61, Chapter VII.A.1]:

2.1.11. Lemma.Let M be a manifold modeled by a Banach space E, hence the tangent spaces
TmM, m ∈ M , are isomorphic to E. Let us assume that E is reflexive: E = E∗∗ (:= the double
topological dual of E). Let a first order differential operator (i.e. satisfying the Leibniz rule)
∆ : F(U) → F(U), f 7→ ∆f, U ⊂ M (with domainU of a chart (U ;ϕ;E) containing
m ∈M ), satisfy the following inequality for aK > 0:

|∆f(m)| ≤ K ‖Dϕ(m)(f ◦ ϕ−1)‖E∗ . (2.1.17)

Then the operator̂∆m : f 7→ ∆f(m) can be identified with the vector∆m ∈ TmM ∼= E∗∗ :
∆m(dmf) := ∆f(m).♣

Proof. The equation (2.1.17) shows that the kernel of the operator∆̂m contains the kernel of
dmf , and also is bounded. Hence, it is defined as bounded linear functional onT ∗mM (3
dmf ∀f ∈ F(U)), i.e. as an element of(T ∗mM)∗ ∼= E∗∗ = E.

Let us check validity of (2.1.17) for the Poisson bracket∆̂ν(·) := {h, ·}(ν):

|{h, f}(ν)| ≤ 2‖ν‖1 ‖D%h‖L(H) ‖D%f‖L(H).

Reflexivity of the tangent spacesTνO(U) is the case for “finite–dimensional” orbitsOν(U), cf.
Proposition 2.1.5(v).

2.1.12.Remark. The considerations preceding (2.1.15) show, that the Poisson bracket{h, f}
in a pointν ∈ F ∩ S∗ can be calculated with a help of restrictionsheOν(U), feOν(U) only, cf.
(2.1.15), i.e. the orbitsO%(U) are themselves Poisson manifolds regularly embedded intoTs, and
this embedding is a Poisson morphism [274].♥

Let us restrict our attention, for a while, to “finite–dimensional” orbitsOν(U). From the
Lemma 2.1.11 and the above mentioned facts we can see that to anyf ∈ F there is associated,
for anyν ∈ F, theHamiltonian vector field vf onOν(U), vf (%) ∈ T%Oν(U), expressed by

vf (%) = ad∗%(d%f) = ad∗%(D%f). (2.1.18)

Note thatd%f= q%(D%f ) ∈ F for all % ∈ Oν(U), and thatDνf∈ L(H)s, hence the unitary group

uf,ν : t 7→ uf,ν(t) := exp(−itDνf)

generates a curve onOν(U) =O%(U) determiningvf (ν):

dνh(vf ) =
d

dt

∣∣∣∣
t=0

h(Ad∗(uf,ν(t))ν). (2.1.19)

This again indicates the “usual” (i.e. as in finite–dimensions) connection between differentiable
curves and tangent vectorsvf (ν) ∈ TνO%(U).
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2.1.13.Notes.

(i) Each element ofL(H)s can be written in the formDνf for some smooth real-valued function
f ∈ F : For a given b∈ L(H)s one can chosef(ν) := Tr(bν); thenDνf= b.

(ii) The reflexivity of T%O(U), for % ∈ F, implies that each vectorv ∈ T%O(U) is of the for-
m (2.1.18) for someD%f∈ L(H)s.

(iii) Although the Hamiltonian vector fields were defined on orbitsOν(U) for ν ∈ F only, they
are extendable by (2.1.18) to the whole spaceTs:

vf : Ts → Ts, ν 7→ vf (ν) := ad∗ν(Dνf). (2.1.20)

Since

‖vf (ν)‖1 = ‖[ν,Dνf ]‖1 ≤ 2 ‖ν‖1 ‖Dνf‖,

and the functionν 7→ Dνf is infinitely (continuously) differentiable, the uniqueness of the
extension ofvf to Ts follows from the density ofF in T. ♥

2.1.14. Definition. Let f ∈ F , ν ∈ Ts, and letvf (ν) ∈ TνOν(U) ⊂ TνTs be determined by
equation(2.1.18). The smooth vector fieldν 7→ vf (ν) is called theHamiltonian vector field on
Ts.♦

Now we could proceed further also with the Hamiltonian vector fieldsvf restricted to “finite–
dimensional” orbitsO%(U) being the Hamiltonian vector fields on Poisson manifoldsO%(U),
% ∈ F.

Eachvf from (2.1.18) (f ∈ F ) determines a differential equation [40] on the infinite–
dimensional Banach manifoldTs with a maximal solution ϕ̃f , ϕ̃f (t, %) ∈ Ts, defined on an
open domain inR × Ts 3 (t; %) containing{0} × Ts. For values oftj ’s for which the objects
entering into (2.1.21) are defined, the formula

ϕ̃f (t1 + t2, %) ≡ ϕ̃f (t2, ϕ̃f (t1, %)) (2.1.21)

is satisfied. If the domain is the wholeR × Ts, what means that thevector field vf on Ts is
complete, we obtain a one-parameter group of diffeomorphismsϕ̃ft (t ∈ R) of Ts:

ϕ̃ft (%) := ϕ̃f (t, %) for all t ∈ R, % ∈ Ts. (2.1.22)

We shall now express the (local) flow̃ϕft , i.e. the solution of Hamilton’s equations (obtained by
combining (2.1.16) and (2.1.19), or (2.1.12)), in a form of Schrödinger (resp. Dyson) equation.

2.1.15. Proposition.Let ν ∈ Ts, f ∈ F , ν(t) := ϕ̃ft (ν) for t in an open intervalJν ⊂ R
containing zero. Let we represent the differentialsDνf , resp.dνf of f ∈ F by operators in
L(H), e.g., as above:dνf := qν(Dνf). Let us consider the equation

i
d

dt
uf (t, ν) = dν(t)f · uf (t, ν), (2.1.23)
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wheredν(t)f · denotes the (left) multiplication in the algebraL(H)s. The equation(2.1.23), with
the initial conditionuf (0, ν)≡ IH, has a unique (unitary) solutiont 7→ uf (t, ν) ∈ L(H), t ∈
Jν , ν ∈ Ts. This solution satisfies the “cocycle identity”

uf (t+ s, ν) = uf (s, ϕ̃ft ν)uf (t, ν) (2.1.24)

for thoset, s ∈ Jν , for which both sides of(2.1.24)are defined. One has, moreover,

ϕ̃ft ν := ϕ̃ft (ν) = Ad∗(uf (t, ν))ν, (2.1.25)

and this, together with(2.1.24)shows fulfillment of(2.1.21).♣

Proof. Unique solvability of (2.1.23) on each intervalJ ′ν ⊂ Jν on which the functiont →
‖dν(t)f‖ is uniformly bounded follows from general theory of differential equations in Banach
spaces, cf. [235, Chap.V.§2.Theorem 4]. Unitarity and the property (2.1.24) can be proved, e.g.
by the method of the proof of [218, Theorem X.69] using the Dyson expansion, sincet 7→ dν(t)f
is norm-continuous. Finally, (2.1.25) can be verified by differentiation and by the uniqueness of
the local flowϕ̃f of the vector fieldvf .

2.1.16.Notes.

(i) The equation (2.1.23) is a generalized form of the Dyson equation known from QM, which in
turn is a time-dependent generalization of Schrödinger equation. Forf(ν) ≡ hH(ν) := Tr(νH),
with H ∈ L(H)s, and withν ∈ P (H), the equation reduces to the Schrödinger equation with the
Hamiltonian H.

(ii) The substitutionν(t) := Ad∗(uf (t, ν))ν into (2.1.23) makes that equation foruf (t, ν) man-
ifestly nonlinear. We shall see in Section 3.6 that the equation (2.1.23) can be equivalently
rewritten, in the caseν ∈ P (H), into the form of the nonlinear version of QM proposed in [273],
and also into the more traditional versions of “nonlinear Schrödinger equations”, cf. Subsec-
tion 3.3-e.

(iii) The equation (2.1.25) shows, that the obtained form of Hamiltonian flows on “quantum phase
space”Ts can be expressed with a help of coadjoint action of the unitary groupU of the algebra
L(H), hence it leaves invariant the orbitsOν(U). This gives the invariance of the quantum state
spaceS∗, as it is formulated in the following theorem.♥

2.1.17. Theorem.Let f ∈ F , % ∈ S∗. ThenO%(U) is ϕ̃f -invariant. Hence alsoS∗ is ϕ̃f -
invariant.♣

Proof. The result follows from the relation (2.1.25) showing thatϕ̃ft can be realized by the
Ad∗(U)-action, andS∗ consists of theAd∗(U)-orbitsO%(U), % ∈ S∗.

Let us specify non-uniqueness of cocycles (2.1.24) satisfying (2.1.25). We obtain “physically
equivalent” evolution equations connected by a “gauge transformation”, cf. also Section 3.6,
Remark 2.1.18, and Proposition 2.3.23.

2.1.18.Remark. The cocycleuf satisfying (2.1.25) is nonunique. The same evolutionϕ̃f is
obtained also from the solutionsu′f of the equations resulting after the insertiondνf + f0(ν) in
the place ofdνf into (2.1.23), wheref0 : ν 7→ f0(ν) is a norm-continuous function fromS∗ (or
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from the wholeTs) to L(H)s with values inMν = i·Lie(Uν), i.e., as an operator inL(H), the
valuef0(ν) commutes with the operatorν for anyν:

i
d

dt
uf (t, ν) =

[
dν(t)f + f0(ν(t))

]
· uf (t, ν). (2.1.26)

Specifically, one can useDνf= pν(Dνf ) + qν(Dνf ) instead ofdνf := qν(Dνf ) in (2.1.23). Let
us mention, moreover, that the continuity requirement to the functiont 7→ dν(t)f+f0(ν(t)) in the
assumptions of the Proposition 2.1.15 can be weakened: For validity of the conclusions as well
as of the proof of the proposition it suffices to assume strong-operator continuity of this “time-
dependent Hamiltonian” together with its locally uniform (in the parameter t) boundedness.♥

Now we shall investigate the geometry of manifoldsO%(U) for “finite–dimensional”% ∈ F,
especially a naturally determined metric and symplectic structures on them. It will be seen in the
Section 3.2 that the obtained structure leads to the standard symplectic, and also metric (known
as the “Fubini-Study metric”) structures on the space of pure quantum statesP (H), this both
structures connected by complex structure coming from that in the underlying Hilbert spaceH
(this is called a K̈ahlerian structure):

2.1.19. Theorem.Let dim % < ∞. Let us define a complex-valued tensor fieldΨ : % 7→ Ψ% ≡
Γ% − iΩ% on the manifoldO%(U), whereΓ% andΩ% are real two-covariant tensors onT%O(U)
(3 v,w):

Ψ%(v,w) := Γ%(v,w)− iΩ%(v,w) := 2Tr (% β%(v)β%(w)) . (2.1.27a)

Then the B-spaceT%O(U) is a real Hilbert space with scalar productΓ% endowed also with the
two-formΩ% (here[·, ·]− is the commutator, and[·, ·]+ is the anticommutator inL(H), andβ% is
as in (2.1.7)):

Γ%(v,w) ≡ Tr(%[β%(v), β%(w)]+), Ω%(v,w) ≡ i T r(%[β%(v), β%(w)]−). (2.1.27b)

Γ is a Riemannian metrics, andΩ is a symplectic form onO%(U), both are strongly nondegener-
ate, [61]. The symplectic formΩ ascribes to eachf ∈ F%, 2.1.9, the vector fieldvf :

Ων(vf ,w) ≡ −dνf(w), (2.1.28)

coinciding withvf from (2.1.18)for f ∈ F(O%(U)), and the corresponding Poisson bracket

{f, h} ≡ Ω(vf ,vh) (2.1.29)

coincides with the one defined in(2.1.12)and (2.1.15).
Moreover, the following norms are all mutually equivalent onT%O(U): ‖ · ‖, ‖ · ‖1, ‖ · ‖2,

‖ · ‖%, and‖ · ‖Γ:= Γ(·, ·) 1
2 .♣

Proof. The equivalence of the norms‖ · ‖1, and‖ · ‖%, as well as the completeness ofT%O(U)
was proved in Proposition 2.1.5. To prove equivalence of norms‖ · ‖, and‖ · ‖1, let us write
% =

∑
j≥1 λjEj , with

∑
j≥0Ej = I, λ1 > λ2 > · · · > λN , λ0 := 0, as before. Let c=q%(c)

:= i [%, a] = i [%, q%(a)] ∈ T%O(U), ∀a ∈ L(H)s. Then‖c‖ ≤ ‖c‖1 ≤
∑
j 6=k ‖EjcEk‖1 =
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2
∑
j>k ‖EjcEk‖1 ≤ 2

∑
j>k ‖Ej‖1‖cEk‖ ≤ 2‖c‖

∑
k≥0

∑
j(>k) ‖Ej‖1, where the degen-

eracy ofλj equals‖Ej‖1 < ∞ for j 6= 0, and the numberN + 1 of mutually different
eigenvaluesλj of % is finite. This proves equivalence of the norm‖ · ‖1 with ‖ · ‖, hence
also their equivalence with‖ · ‖2, since always‖c‖ ≤ ‖c‖2 ≤ ‖c‖1. We have further
1
2‖c‖

2
Γ = Tr(%β%(c)2) = Tr(%q%(a)2) = ‖%q%(a)2‖1 ≤ ‖%‖1‖q%(a)2‖ = ‖q%(a)2‖ ≡ ‖c‖2%.

On the other hand, since0 ≤ λj ≤ 1, one has

%(β%(c)2) =
∑
k 6=j

λjTr(EjaEkaEj) ≥
∑
k 6=j

λ2
jTr(EjaEkaEj)

≥
∑
j>0

∑
k(6=j)

λ2
jTr(EjaEka)−

∑
k 6=j

λjλkTr(EjaEka)

=
1
2
Tr([%, q%(a)][q%(a), %]) =

1
2
‖c‖22.

These inequalities together with the previously proved equivalences show also the desired equiv-
alence of‖ · ‖Γ. This proves also nondegeneracy ofΓ; its analytic dependence on the point% of
the orbitOν(U) can be proved from its dependence on elements of the groupU acting onOν(U).
The explicit form ofΩ

Ω%(v,w) ≡ i %([β%(v), β%(w)]) (2.1.30)

shows, after inserting into itv := ad∗%(d%f), andw := ad∗%(d%h), that it can be expressed by
our Poisson bracket (2.1.12): we obtain (2.1.29), according to (2.1.18). The closednessdΩ =
0 follows from the proved Jacobi identity for the Poisson brackets (Proposition 2.1.10). The
mappingd%f(∈ T ∗%O(U)) 7→ vf (%) := ad∗%(d%f) ∈ T%O(U) (f ∈ F%) is an isomorphism, what
is a consequence of the proved equivalence of topologies onT%O(U), of the surjective property
of the mappingad∗% : N% → T%O(U), d%f 7→ ad∗%(d%f), as well as of the reflexivity of the
Hilbert space (T%O(U); ‖ · ‖Γ). This proves thatΩ is strongly nondegenerate.

2.1.20.Note (Symplectic and Poisson structures). Existence of symplectic formΩ is useful
to easy introduction of a canonical (induced) Poisson structure on submanifolds ofM = O%(U)
determined, e.g. by actions of symmetry groups: The pull back by embeddings is well defined for
covariant tensor fields (i.e. for elements ofT 0

n (M), wherebyT 0
1 (M) are one-forms onM ), what

is not the case of Poisson bracket (remember that the Poisson structure is determined by a two-
contravariant antisymmetric tensor field, i.e. the element ofT 2

0 (M), cf. also (2.1.15), [177, 274]).
One could try to introduce a symplectic form̃Ω on the whole spaceTs in such a way, that

the formsΩ% onO%(U)’s (% ∈ S∗) are its restrictions by embeddingsι% : O%(U) → Ts, i.e.
Ω% ≡ ι∗%Ω̃. This cannot be done by a naive “extension” of the formula (2.1.30) to the wholeTs;
e.g., fordim % = ∞, the mappingβ% has not a “natural” extension toTs, cf. (2.1.9). We shall
not investigate this possibility here (it can be connected with considerations in Remarks 3.2.1).
♥

Let us note, thatvf ≡ 0 for a Hamiltonian vector fieldvf does not meanf(·) ≡ const. on
connected components of a considered Poisson manifoldM , as it is valid for a nondegenerate
Poisson structure (of Hamiltonian classical mechanics, e.g.), cf. Definition 1.4.1. The vanishing
of vf only implies constancy of restrictions of f to connected components of symplectic leaves
of M , e.g. the leavesO%(U) of S∗, resp. ofTs.
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2.1-e On interpretation: Subsystems and two types of mixed states

The spaceS∗ with the introduced Poisson structure will play in EQM a rôle similar to the phase
space of classical mechanics. It contains pure states of standard QM described by pointsν of
the orbitO%(U) = P (H) with % = %2, i.e. consisting of one-dimensional orthogonal projections
onH, as well as the states described by density matrices% 6= %2 traditionally called “mixtures”.
This type of mixture can always be obtained (cf., e.g. [105, 71, 34]) by the restriction

pI : SI+II∗ → S∗ := SI∗ ,

(the “partial trace”,[71, 50], i.e.pI ≡ TrII) of a pure state%I+II = (%I+II)2 ∈ SI+II∗ of a
composed system “I + II” (described with a help of the Hilbert spaceHI+II := HI ⊗ HII ,
withHI := H) to a given state%I := % ∈ S∗ of the considered subsystem,% = pI(%I+II).56

Work with EQM requires introduction of two different types of “mixed states”:57

2.1.21. Definition. Let the states described by density matrices be calledelementary states
(alsoelementary mixtures to stress possibility of% 6= %2). The topological spaceS∗ endowed
with the Poisson structure will be then called theelementary phase spacefor QM.

Another type of states (let us call themgenuine mixtures) are described by probability mea-
suresµ on the setS∗ of normal states onL(H) endowed with a Borel structure, cf. also [34].
The set of elementary mixtures can be considered as the subset of the set of genuine mixtures
consisting of the Dirac measures (each concentrated on its own one–point subset ofS∗). ♦

2.1.22.Remark. We shall not investigate in details, in this paper, various possible convenient
Borel structures onS∗ , i.e. aσ-algebras of subsets ofS∗ generated by open subsets in a topology;
we shall not need it in our general considerations. From the point of view of measure theory, cf.
[60, 42], it is convenient to work on locally compact spaces. There are two ways how to introduce
a “relatively compact” topology onS∗, coming as the relative topology from its compactification
in a natural way:

(i) The spaceS∗ is a subset ofS – the set of all states onL(H) which is compact in
σ(L(H)∗,L(H)) topology. The induced topology from thisw∗-topology coincides onS∗ with
the (topology induced from the) natural norm topology onL(H)∗, [42, Proposition 2.6.15]. Ob-
serve that the restriction of the norm ofL(H)∗ to S∗ coincides with the trace-norm‖ · ‖1 of Ts.
Moreover,S∗ isw∗-dense inS, [42, Example 4.1.35]. Hence,S is a natural compactification of
S∗.
(ii) Another way of introduction of a “relatively compact” topology inS∗ is (a priori different
than that in (i))w∗–topology coming from the dualityC(H)∗ = T(H), i.e. theσ(T,C)-topology,
where the duality is expressed by the formula〈%; c〉 ≡ Tr(%c). By the same argument as in
(i), [42, Proposition 2.6.15], thew∗–topology onS∗ coincides with the norm-topology ofC∗ =
T, hence again with the trace-norm topology.♥

This way of introduction of (the same, as we see) topology onS∗ leads us to another compact
set (let us denote it〈S∗〉), a subset of which isS∗:

56A more general definition of “subsystems” can be found in Definition 2.3.8.
57The concept of “states” will be reconsidered and generalized after introduction of “the observables” of the considered

systems in Section 2.3.
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2.1.23. Definition. The set〈S∗〉 is the (w∗-compact) convex span ofS∗ and of the zero element
of C∗. The compact〈S∗〉 is sometimes called [196] thequasi state spaceof theC∗-algebraC.
♦

Let us return now to description of the genuine mixtures. Letf ∈ F be an “observable”
(cf., however, Definitions 2.3.3, and Interpretation 2.3.11, for more elaborated concepts). If we
interpret, in accordance with the standard interpretation of formalism of QM, its valuef(%) as
“the expectation value〈f〉% of f in the state%”, then the expectation in a (genuine mixture–) state
µ would be naturally determined by the formula

µ(f) := 〈f〉µ :=
∫
f(%)µ(d %). (2.1.31)

If f is anaffine function, i.e.f := ha for somea ∈ L(H) (later the denotation “affine” will be
used also for functionsf which are not everywhere defined and which correspond to unbounded
operatorsX, f ≡ hX , cf. Sec. 2.2), and ifb(µ) ∈ S∗ is thebarycentre (alsoresultant, resp.
intuitively the “center of mass”) ofµ [42], then

µ(ha) = ha(b(µ)) = b(µ)(a), ∀a ∈ L(H). (2.1.32)

This shows, that there is no observable difference between the genuine mixtureµ and the cor-
responding elementary mixtureb(µ) ∈ S∗ in the case, if only affine functions can be observed.
For other continuousf (i.e. for f 6≡ ha for any a∈ L(H), let us call such functions (bounded)
nonlinear functions; they will appear as a new kind ofobservables, resp.generators, cf. Defi-
nitions 2.3.2, 2.3.3) one hasµ(f) 6= f(b(µ)) for a generalµ (identityµ(f) ≡ f(b(µ)) for all µ
would lead tof = ha for somea ∈ L(H)). Moreover, if the time evolutioñϕf is generated by
the Hamiltonian vector fieldvf corresponding to a nonlinearf , then, even for affineha, one has,
contrary to the case of affine generatorsf, µt(ha) 6≡ ha(ϕ̃ft b(µ)), whereµt := µ ◦ ϕ̃f−t (cf. also
Note 3.3.3). This shows some reasons for making distinctions between two kinds of “mixtures”
in the presence of nonlinear observables (and nonlinear evolution generators). If we accept a
sufficiently large class of nonlinear “observables”f , e.g.f ∈ Fb(S∗) ≡ uniformly bounded in-
finitely differentiable functions onS∗, then a genuine mixtureµ coincides with an elementary
mixture% iff µ = δ% := the Dirac measure concentrated on the one-point set{%} ⊂ S∗.

Mutually different genuine mixturesµ 6= µ′ “corresponding” to a given elementary state
% = b(µ) = b(µ′) can be interpreted as different extensions of a given state of the “consid-
ered microsystem” (the observables of which are described in the traditional way - exclusively
by the affine observables) to mutually different states of a larger system (say, a macrosystem,
cf. Section 3.4, and also [31, Section II.C]) described by a larger set of observables, see Defi-
nition 2.3.3. In this sense, the formalism described in this work, and describing (many – also
“most” of the earlier known – versions of) nonlinear dynamics in QM can be shown as a restric-
tion to a subsystem of a linear evolution of some larger (saymacroscopic) quantal system, cf.
also [35].

2.1.24.Interpretation.

(i) Let us consider a density matrix% ∈ T+1(HI) of a “system I”, and a normalized vector
Ψ ∈ HI ⊗ HII of a “composed system I+II” such, that its restriction to the “subsystem I” (i.e.
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the partial trace with respect to the “system II”) gives a density matrix%:

Tr
(
pI(PΨ)a

)
:= Tr

(
(a⊗ III)·PΨ

)
= Tr(%·a), ∀a ∈ L(H).

Such a “system II”, and a vector–statePΨ (resp. vectorΨ), always exist for any given%. Let
{Φk : k ∈ K} be an orthonormal basis inHII :

∑
k∈K PΦk = III , and let{ϕj : j ∈ J} be

an arbitrary basis in the Hilbert space of the “considered system”HI . Then the set of vectors
{ϕj ⊗ Φk : j ∈ J, k ∈ K} ⊂ HI ⊗ HII forms a basis in the Hilbert space of the composed
system, and there is a unique decomposition

Ψ =
∑

j∈J,k∈K

cjkϕj ⊗ Φk =
∑
k∈K

∑
j∈J

cjkϕj

⊗ Φk.

Let us define the nonnegative numbers

λk := ‖
∑
j∈J

cjkϕj‖2,

for which the normalization property ofΨ gives
∑
k∈K λk = 1, and let us define also the unit

vectors (in general mutuallynonorthogonal)

ψk :=
1√
λk

∑
j∈J

cjkϕj

in the Hilbert spaceHI . Then we obtain for the given density matrix% the expression:58

% =
∑
k∈K

λkPψk . (2.1.33a)

This decomposition does not depend on a choice of the basis{ϕj : j ∈ J} ⊂ HI . We see that
an arbitrary orthonormal basis{Φk : k ∈ K} in HII determines a unique decomposition of%.
The vectorΨ is here considered fixed, and it is written in the form:

Ψ =
∑
k∈K

√
λkψk ⊗ Φk.

Let us assume now, that an observable is “measured” on the composed system I+II such, that
it just performs a filtering of the subsystem II according to the chosen basis{Φk : k ∈ K},
corresponding (in a sense of the classical “reduction postulate” [189], cf. Footnote 43) to the
measurement of the quantityA :=

∑
k∈K αkPΦk , whereαj(j ∈ K) are arbitrary, mutually

distinct real numbers. One can imagine a situation similar to that in the Bohm version of the
Einstein-Podolsky-Rosen (EPR) “gedanken experiment”, [90, 14, 276], that the systems I and II
are in the instant of measurement (being in the statePΨ in that time) mutually very distant and
noninteracting, so that the measurement of the quantityA ∈ Ls(HII) (or, what is the same in

58It might happen alsoPψk = Pψm for somek 6= m.
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QM, of the quantityII ⊗ A ∈ Ls(HI ⊗ HII) of the composed system) “does not affect” the
state of the subsystem I. After the measurement, according to the “reduction postulate”, the state
of the composed system is

%AΨ =
∑
k∈K

λkPψk ⊗ PΦk ,

and the reduced density matrix, if calculatedafter the measurement, is again the same%, as
in (2.1.33a). Hence, the state (i.e. the reduced density matrix) of the subsystem I does not depend
on a choice of the measured quantityA of the subsystem II, but its decomposition (2.1.33a) is
dependent on this choice.59

The situation can be generalized to the measurement of a quantityA with degenerate discrete
spectrum:A =

∑
l αlEl, whereEl are orthogonal projections inHII commuting with allPΦk ,

and
∑
lEl = III . Then the state of the composed systemafter the reductionis

%AΨ :=
∑
l

(II ⊗ El)·PΨ ·(II ⊗ El) =
∑
l

κl PΨl ,

with Ψl ∝ (II ⊗ El)Ψ, κl :=
∑
k∈(l) λk, and(l) := {k ∈ K : PΦkEl = PΦk}. The above

decomposition of the reduced density matrix% corresponding to this alternative measurement
situation is

% =
∑
l

κl %l, T r(%l ·a) := Tr
(
(a⊗ III)·PΨl

)
(∀a ∈ L(HI)). (2.1.33b)

Now we can try, however, to interpret the density matrix% obtained by the restriction to the
subsystemI after the measurementof the quantityA of the subsystemII not as an indecom-
posable entity, i.e. as an elementary state, butwe are going to interpret its different decom-
positions (2.1.33) as different genuine mixtures. Hence we shall assume that the process of
measurement ofA on the correlated subsystemII transforms the elementary mixture% (what
is an empirically indecomposable quantity) into the corresponding genuine mixture determined
by the (empirically identifiable) decomposition (2.1.33a) into the elementary componentsPψk ,
resp. by the decomposition (2.1.33b) into the elementary components%l, with the same barycen-
tre %. This is an important difference in interpretations for nonlinear dynamics: If the evolution
of the subsystem I after the measurement on the subsystem II is nonlinear, its state% will evolve,
generally, in course of some time after the measurement, into different states, in dependence of
what quantity was measured on the distant (and noninteracting) but correlated system II. We see
now thatif we accept instantaneous “reduction of the wave packet” of the composed system,
and, moreover,if we qualify the obtained decomposition (2.1.33a) as the genuine mixture
of the componentsPψk (resp. the decomposition (2.1.33b) as the genuine mixture of the
components%l), then the subsequent different evolutions of the mixtures with the same initial
barycentre (obtained at different choices of the measured quantityA) can lead to distinguishable
states before a light signal coming from the distant system II can bring any information about the
quantitiesA measured on the system II, cf. also [106].60

59The statePψk can be called, in accordance with [93], therelative stateof I with respect to the statePΦk of II,
if the state ofI + II is Ψ. We shall not discuss here, however, consequences of EQM on possible mutual influence of
different “branches” in themany world interpretationof QM, cf. [106].

60This is, perhaps, a different situation from that one discussed in [169], where a sudden “localized” change of a
nonlinear evolution generator led to instantaneous change of time evolution “at distant places”.
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(ii) Let us try to give at least a vague, intuitive formulation of an (hypothetical) alternative for
the above describedtransformation of an elementary mixture into a genuine one, by which the
“action at a distance” is avoided:

In our understanding, a quantum measurement is a physical process by which a quantum
interaction of the micro-object with an “apparatus” leads to specific macroscopic changes of
the apparatus states, by which statistical distribution of eigenstates of the micro-object corre-
sponding to its measured observable in its given quantal state is “copied” into a corresponding
classical statistical distribution of mutually classically different (i.e. mutually noninterfering)
“pointer positions”. A generally accepted description of such a dynamical process is still miss-
ing, [276, 14, 28]. Let us assume, however, that we have some description of this process in a
framework of QT. Let us consider the combined quantal systemI+II+III, where we added to
our combined systemI+II also an apparatusIII. Then, during the (many times repeated) mea-
surement ofA onII, the apparatus states (let us denote themΨ̃k) corresponding to the classes of
states ofII with sharp valuesαk of A (with their vectors lying in the subspacesEkHII ⊂ HII )
become (in some short but nonzero time) eventually correlated with the states%k of the “distant”
subsystemI (that was left undisturbed during the measurement). This correlation with “pointer
positions”Ψ̃k correspods to the “reduction of the wave packet” and it has no observable influ-
ence on the systemI. According to our present (rather provisional) hypothesis, the presumed
process of transformation of% into the genuine mixture

∑
κk %k begins eitherafter the measure-

ment, or alreadyat installing of the apparatus. This corresponds to two (not mutually exclusive)
eventualities:

(first) Since different pointer positions̃Ψk represent different macroscopic states of “the envi-
ronment” for the systemI (we need not be any more interested in the future fate of the measured
subsystemII), these macroscopic states might have different “influences” (as different values
of an external potential, or a “field”) on the correlated states%k. These “influences” might be
very weak, just to provide a possibility to distinguish between different states%k in the mixed
state (2.1.33b).

(second) The environment of the systemI was changed by installation of an apparatus for
measurement ofA on II, and this change (providing information about the set{Ek} of projec-
tions characterizingA) performs an “influence” onI transforming% into the status of the genuine
mixture from (2.1.33b).

We expect, however, that this “influences” will be spread in both the caseswith finite velocity.
Hence, in a presently badly understood way, the elementary mixture% changes into the corre-
sponding genuine mixture (given by the decomposition of% specified by the measured quantity
A of II) in a finite time, avoiding the above described “nonlinearity reason” for a superluminal
communication betweenI and apparatuses measuring different observablesA of II; other pos-
sible “sources of noncausality” mentioned in Subsection 1.5-d, or in the Footnote 60, needn’t
be improved by such a “mechanism”. Let us note finally that these considerations, to lead to a
consistently formulated part of QT, should be reconsidered in frameworks of Einstein relativistic
theories, cf. remarks and citations on page 38.�

Let us note that earlier attempts [47] to introduce nonlinearities into QM were connected with
trials to make drastic changes in interpretation of the formalism of QM and, contrary to the here
presented theory, they did not include the traditional “linear” theory as a specific “subtheory”.
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2.2 Unbounded Generators

We have introduced the Poisson structure on the elementary state space of QM with the help
of the groupU (resp.Ã) which can be considered as a “maximal possible symmetry group” of
described systems in the sense, that each orbitO%(U) is a homogeneous space of its action inTs,
whereas any “physically acceptable” (unitary) operation leaves all the orbitsO%(U) (% ∈ Ts)
invariant. In the setting of preceding sections, generators of all there described transformations
(including time evolution) were functionsf ∈ F ; the corresponding “linear” generatorsf = ha

correspond toboundedselfadjoint operatorsa ∈ L(H) only. The “realistic models” describing
particles and fields which are, e.g. invariant with respect to Poincaré, or Galilei symmetries have,
however unbounded Hamiltonians, and the generators of many symmetry subgroups are also
unbounded. These symmetry groups are usually finite–dimensional noncompact Lee groups,
hence there are no “interesting” unitary representations with all the generators bounded. Such a
“more realistic” situation cannot be described by the formalism developed up to now: To keep
general ideas of our (nonlinear) extension of quantum theory untouched, mathematically correct
description requires more sophisticated considerations: It leads to “Hamiltonian functions” only
defined on dense subsets ofTs, and these Hamiltonians are not even locally bounded.61 We shall
proceed stepwise, starting with the linear theory.

2.2-a Some probabilistic aspects of selfadjoint operators

To obtain structures useful to effective description of measurable quantities of a specific con-
sidered system, as well as to obtain their empirical interpretation, one has to specify symmetry
groupsG “smaller” thanU. These groups are related to the quantal system by their continu-
ous (in some topologies) representations inA, resp. by their projective representationsU(G) in
U, cf. [267]. Such realizations ofG leave the structure of the elementary (quantum) phase s-
pace invariant. These representations may not be analytic, and their weaker continuity properties
are connected with existence of unbounded generators. Then we are faced with the problem of
description of locally unbounded functions onS∗, playing the r̂ole of “observables” or “genera-
tors” f 6∈ F , corresponding to the unbounded operators. These functions are not defined on any
nonempty open subset ofS∗, nevertheless they could generate (in a specific way) one parameter
subgroups of transformations ofS∗. This functions appear usually in the formf := hX , where
X is an unbounded selfadjoint operator generating the unitary groupUX : t 7→ exp(−itX), and

hX(%) := i
d

dt

∣∣∣∣
t=0

%(exp(−itX)) (2.2.1)

for such%, for which the derivative exists; this set of% ∈ S∗ := S∗(L(H)) will be denoted by
D(hX). LetD(X)⊂ H be the domain ofX, and letD(hX) := {x ∈ H : Px ∈ D(hX)}.
Clearly,D(X) ⊂ D(hX), andD(hX) isUX –invariant.

One of the main problems considered in this section will be the question of possibility of gen-
eralization of the developed Poisson formalism to locally unbounded (not everywhere defined)

61The difference from the infinite dimensional Lie groupU of all unitaries inL(H) consists in discontinuity of the
relevant unitary representationsU(G) of noncompact finite–dimensional Lie groupsG: The one–parameter subgroups
t 7→ U(exp(tξ)) ∈ U, ξ ∈ Lie(G), of U(G) ⊂ U representing Lie subgroups ofG are not allLie subgroupsof U:
Some of them are discontinuous in norm–topology ofL(H), what is the topology with respect to whichU is endowed
with a Lie group structure.
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nonlinear generators of transformation groups, e.g. to some nonlinear perturbations of unbound-
ed affine generatorshX . A partial solution of this problem will be reached with a help of group
representations.

2.2.1. Some other characterizations ofD(hX ) are relevant also from the point of view of possi-
ble interpretations of the presented formalism. LetEX denote the projection–valued (spectral)
measure of a selfadjoint operatorX. LetµX% be the probability measure on the spectrum ofX:
sp(X) ⊂ R, µX% (B) := Tr(%EX(B)), corresponding to any% ∈ S∗. The characteristic func-
tion ofµX% is t 7→ Tr(% exp(itX)). The domainD(hX ) consists of all such points% ∈ S∗, for
which the following limit exists and is continuous in the real parameter t, [95]:

exp(ithX(%)) := lim
n→∞

(
Tr(% exp

(
i
t

n
X

)
)
)n

. (2.2.2a)

The probability measure corresponding to the characteristic functiont 7→ exp(ithX(%)) is the
Dirac measureδλ on R concentrated atλ = hX (%). [It can be shown, that thisλ can be in-
terpreted as “a sharp value of a macroscopic observableXΠ” in a quantum theory of infinitely
large systems, cf. [31, 24], cf. also Section 3.4.]♥

2.2.2. Let us mention still another (probabilistic) characterization of the domainD(hX ), [95,
Chap.XVII,§2.a, and Chap.XV,§4]: Let χn be the characteristic function (indicator) of the inter-
val (−n;n) ⊂ R, let idR denote the identity functionλ 7→ λ onR, and letI denote the function
identically equal to 1 onR. Let µ(f) denote the value of the integral of the functionf with
respect to a measureµ. ThenD(hX ) consists of those% ∈ S∗(L(H)) for which the sequence of
integralsµX% (χn idR) (cf.2.2.1) has a finite limit forn→∞, and for which simultaneously

lim
n→∞

µX% (n(I− χn)) = 0. (2.2.2b)

We have in that case

lim
n→∞

µX% (χnidR) = hX(%). (2.2.2c)

This shows that the existence of the first momentumµX% (idR) of the probability measureµX% :
idR ∈ L1(R, µX% ) (i.e. the existence of the expectation ofX in the state%, i.e. the integrability
of the absolute value|idR|) implies% ∈ D(hX).♥

2.2.3. Similar considerations show, that% ∈ Dr(X) (whereDr(X) is specified in Defini-
tion 2.2.4 below) is equivalent to the existence of the second momentum:µX% ((idR)2) < ∞
for % ∈ Fs ∩ S∗. Since the existence of second momentum of a probability measure onR implies
the existence of the first one, we haveDr(X) ⊂ D(hX).♥

Defined according to (2.2.1),hX uniquely determinesX, which in turn uniquely deter-
mines the one parameter unitary groupUX(t). We intend to determine the flow̃ϕXt % :=
Ad∗(exp(−itX)) % from the (densely defined) generatorhX , or rather from its “differential”
dhX , as a Poisson flow corresponding unambiguously to “the HamiltonianhX ”, and we shall
generalize such a determination of flows to nonlinear unbounded generators.
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2.2-b Unbounded “linear” generators

Let us now start an investigation of possible generating of Hamiltonian flows by real–valued
functions defined on a dense set ofS∗, and locally unbounded. It is clear that this will be only
possible for a restricted class of functions, especially if chosen from the “nonlinear” ones. We
shall consider now the most simple and basic case of a “linear” function, namely the function
hX corresponding to an unbounded selfadjoint operatorX defined in the subsection 2.2-a. We
shall need to choose some subsets of the domainD(hX ) wherehX will be in a convenient
sense “differentiable”, so that we shall be able to define on sufficiently large subset ofS∗ the
corresponding vector field, and subsequently its flow, so that this flow will be coincident with the
canonical unitary flow generated byX.

Let us restrict our attention to subsets of “finite dimensional” density matrices% ∈ F only,
what is motivated by technical consequences of Proposition 2.1.5.

2.2.4. Definitions (Domains).

(i) Thedomain of the selfadjoint operatorX on the Hilbert spaceH will be denotedD(X) ⊂
H; the subdomain of its analytic vectorsis denoted byDa(X) := Dω(X) ⊂ D(X). The
space ofinfinitely differentiable vectors

D∞(X) :=
{

x ∈ H :
dn

dtn

∣∣∣∣
t=0

exp(itX)x ∈ H, ∀n ∈ N
}

(2.2.3a)

will also be denoted byDd(X) ⊂ D(X). ClearlyDa(X) ⊂ Dd(X) ⊂ D(X).

(ii) The domain of the generatorδX of the groupt (∈ R) 7→ Ad∗(exp(−itX))%, ∀% ∈ Ts, of
the B-space automorphisms ofTs will be denoted byD(δX):

% ∈ D(δX)⇔ d

dt

∣∣∣∣
t=0

(
exp(−itX)% exp(itX)

)
∈ Ts, ∀% ∈ Ts. (2.2.3b)

(iii) The restricted domain of the generatorδX is

Dr(δX) := D(δX) ∩ Fs ∩ S∗. (2.2.3c)

(iv) Dr(X) will denote the set of all finite real–linear combinations of one–dimensional projec-
tionsPx , x ∈ D(X), i.e the set of all selfadjoint finite rank operators with range inD(X).
Dr(X) will be called therestricted domain ofX.

(v) The subset ofDr(X) consisting of operators with their range in the set of analytic vectors of
X will be denoted byDra(X), and called therestricted analytic domain ofX. The operators
in Dr(X) with range inDd(X) will be denoted byDrd(X).

(vi) Let

Dra(δX) := Dr(δX) ∩ Dra(X).

This is therestricted analytic domain of δX .♦

The following lemma expresses some important properties of the domainDr(δX).
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2.2.5. Lemma. For any selfadjoint operatorX onH one has:

(i) The domainD(δX ) of the generatorδX contains exactly those% ∈ Ts for which the following
two conditions are fulfilled:

a. The operator% ∈ L(H) leaves the domainD(X) ⊂ H ofX invariant.
b. The operatori [%,X] (a priori defined, in the case of validity of (a), on the domain

D(X)) is uniquely extendable to an operator lying inTs ⊂ L(H).

(ii) The inclusionDr(δX) ⊂ D(hX) is valid.

(iii) For all % ∈ Dr(δX) it is %X ∈ Dr(X) ⊂ F & X% ∈ F (the products are considered here as
unique continuous extensions of the operators initially defined onD(X)).

(iv) For % ∈ Dra(δX) we have alsoX% ∈ Dra(X).♣

Proof. (i) is proved in [71, Lemma 5.1 of Chap.5]. It implies, that% ∈ Dr(δX) ⇒ %X ∈
F & X% ∈ F, where the products withX are considered as the corresponding (unique) bound-
ed extensions inL(H). From these facts we see, that, for the considered%, the expectation
µX% (idR) = hX(%) exists, cf.(2.2.2), what in turn implies% ∈ D(hX), i.e. (ii). With % as in (iii),
X and% are defined on the domainD(X), and the range of% is inD(X); hence, both products
are densely defined finite–range operators, the first one inDr(X). The last statement (iv) is valid
due the fact that the set of analytic vectors ofX is invariant also with respect to the action of the
operatorX.

It will be useful to introduce the following

2.2.6. Notation. Let us denoteDr∗(δX), resp.Dr∗(X), resp.D∗(X) the variable symbols with
possibilities∗ ∈ {◦, d, a}, whereD◦(X) := D(X), e.g.. An assertion containing the symbol∗
(in the described contexts) will be valid for all choices of the alternatives (with the same value
chosen in all places of the assertion simultaneously), if something else will not be specified for
it; the assertion might be expressed by a sequence of sentences. That assertion might be also
numbered by attached∗ corresponding to any of the choices.♦

Let us formulate several useful simple implications of these facts in the following

2.2.7. Lemma*.

(*i) The domainDr∗(δX) consists of all finite convex combinations of one–dimensional projec-
tionsPx , x ∈ D∗(X) ⊂ H, i.e. Dr∗(δX) ⊂ Dr∗(X). All domainsDr∗(δX) (for ∗ = ◦, d, a)
are dense inS∗, resp. the domainsDr∗(X) are dense inTs, in the topology induced by‖ · ‖1 of
Ts.

(*ii) For % ∈ Dr∗(δX), one has

δX(%) = i [%,X] = i [%, q%(X)] ∈ T%O(U) ⊂ Ts(H); (2.2.4a)

β%(δX(%)) = q%(X) ∈ N% ⊂ F ⊂ L(H). (2.2.4b)

(*iii) The sets of vectors{i [%, b] : % ∈ Dr∗(δX), b ∈ Dr∗(X)} are all dense inT%O%(U), ∀% ∈
Dr∗(δX) in its topology given by any of the equivalent norms mentioned in Theorem 2.1.19.♣
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Proof. (*i) From Lemma 2.2.5(i), and the definition in 2.2.4(iii), as well as from the correspond-
ing definitions ofDr∗(δX) := Dr(δX) ∩ Dr∗(X), with the help of spectral decompositions of
% ∈ Dr∗(δX), the first assertion of (*i) follows immediately. It is sufficient to prove the density
for ∗ = a. Density of the setDra(X) in Ts will be proved from its density inF in ‖·‖1–topology,
becauseF is dense inTs in this topology. But it suffices to prove arbitrary close approximatebili-
ty of one–dimensional projections by such projections fromDra(X), i.e. by{Px : x ∈ Da(X)}.
SinceDa(X) is linear and dense inH, unit vectors inDa(X) are dense in unit sphere ofH (by
triangle inequality). Then, for two unit vectorsx , y ∈ H, we can use:

‖x − y‖2 = 2(1− Re(x , y)) > 1− |(x , y)|2 =
1
4
‖Px − Py‖21,

where the second equation is proved by calculation of eigenvalues ofdxy := Px − Py ; dxy is
selfadjoint with trace zero, and range two–dimensional, hence its two eigenvalues are opposite
reals±λ; then, by calculatingTr(d2

xy) = 2(1 − Tr(PxPy)) = 2λ2 one obtains the desired
equation. This easily leads to a proof of density ofDra(X) in Ts. The density ofDra(δX) in S∗
follows then by a use of convexity of both sets.

(*ii) This is a consequence of Lemma 2.2.5(i), as well as of our constructions in Section 2.1-b,
see esp. Definitions 2.1.3.

(*iii) For any % ∈ Dr∗(δX), it is {i [%, b] : b ∈ Dr∗(X)} ⊂ T%O%(U). Due to inequality

‖[%, b]‖1 ≤ 2‖%‖1‖b‖, ∀% ∈ Ts,b ∈ L(H)s,

we know, that the linear mappingb 7→ i [%, b] is continuous and can be uniquely extended to the
wholeL(H)s (3 b), the range of the extended mapping being the wholeT%O%(U). This leads
eventually to validity of the statement.

The following assertion is important for our subsequent constructions.

2.2.8. Proposition. Let% ∈ Dr∗(δX), b ∈ Dr∗(X). ThenAd∗(exp(−itb))(%)
(≡ exp(−itb)% exp(itb)) ∈ Dr∗(δX), i.e. Dr∗(δX) is invariant with respect to the unitary
flows generated byb ∈ Dr∗(X).♣

Proof. There is a projectionPb ∈ Dr∗(X) such thatb = bPb (Pb might be chosen to be the
range projection ofb). Thenexp(ib) = exp(ib)Pb + I − Pb, hence

Ad∗(exp(−itb))(%) =
Pb exp(−itb)% exp(itb)Pb + %− %Pb − Pb%+ Pb%Pb −
Pb exp(−itb)%+ % exp(itb)Pb − Pb% exp(itb)Pb − Pb exp(−itb)%Pb.

The expression consists of a sum of elements ofDr∗(X) with ranges contained in the Hilbert
subspace determined by the orthogonal projection(

∑
j≥1Ej) ∨ Pb ∈ Dr∗(X), where we used

the spectral projectionsEj of %. HenceAd∗(exp(−itb))% ∈ Dr∗(X). Due to unitarity of the
transformation of%, we have alsoAd∗(exp(−itb))% ∈ Dr∗(δX). This proves the assertion.

Let us now defined%hX ∈ T ∗%Oν(U) for % ∈ Dr(δX) ⊂ D(hX). For these%’s, we can write
hX(%) = Tr(%X). According to the Proposition 2.2.8, we can write forb ∈ Dr(X):
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d%hX(i[%, b]) = d
dt

∣∣
t=0

hX(exp(−itb)% exp(itb)) =
Tr(i [%, b]X) = i T r(b[X, %]) = i T r([%, b]q%(X)), (2.2.5)

so thatd%hX is represented by the operatorq%(X). In the calculations in (2.2.5), there was used
(iii) and (iv) of Lemma 2.2.5, as well as Lemma 2.2.7. In this way, we arrived to the

2.2.9. Definition. Let % ∈ Dr∗(δX). Then thegeneralized differential ofhX , d%hX , is the
element ofT ∗%O%(U) represented byq%(X) ∈ N%, according to the correspondence

i·[%, b] (∈ T%O%(U)) 7→ i T r([%,b]q%(X)), b ∈ L(H)s,

as explained above, cf.(2.2.5).♦

The definition can be abbreviated as

d%hX(i [%, b]) = ad∗%(b)(d%hX) = ad∗%(b)(q%(X)). (2.2.6)

Such a “differential”d%hX is defined till now in points% ∈ Dr∗(δX) as a linear functional on
vectorsi [%, b] ∈ T%O%(U) for b ∈ Dr∗(X) only. But these vectors are dense inT%O%(U) (in any
of the equivalent norms mentioned in Theorem 2.1.19), becauseDr(X) is dense inL(H)s, and
F is dense inTs, cf. Lemma 2.2.7. Consequently, we can uniquely extendd%hX to a bounded
linear functional,d%hX= q%(X) ∈ T ∗%O%(U) ⊂ L(H).

We shall turn now to the question, whether and how the “differential”dhX defined just
on a subset% ∈ Dr∗(δX) of S∗ can determine the “unitary flow”Ad∗(exp(−itX)) on the
whole state spaceS∗ in a “geometric way”. We define the “Hamiltonian vector field”vX(%)
corresponding to the functionhX via its “differential” d%hX in the point% ∈ Dr∗(δX) with a
help of Poisson brackets according to (2.1.15) and (2.1.16), i.e. in the representation of tangent
vectors inT%O%(U) used above, we have

vX(%) = i [%, q%(X)] ≡ ad∗%(d%hX), ∀% ∈ Dr∗(δX), (2.2.7)

in accordance with equation (2.1.18). It is clear, that vectorsvX(%) are tangent to curvest 7→
Ad∗(exp(−itX))(%) in each point% ∈ Dr∗(δX) of their definition. These curves are all lying
in the domainDr∗(δX), since the unitary flowAd∗(exp(−itX)) leavesDr∗(δX) invariant. But
the closure ofDr∗(δX) in ‖ · ‖1 –topology is the wholeS∗. Moreover, the functions% 7→
Ad∗(exp(−itX))(%), ∀t ∈ R are continuous in‖ · ‖1, hence could be uniquely extended by
continuity fromDr(δX) on the wholeS∗. In this way, we have seen that a complete flow on
S∗ is uniquely determined by the “Hamiltonian vector field” (2.2.7) defined on a dense subset
Dr∗(δX) of S∗ only. It remained, however, partially open the question here, how to determine
the flow “from the functionhX alone”, i.e. without an explicit use of the operatorX, with
having given the functionhX and its “directional (Gateaux, (2.1.11)), or partial derivatives” on
the corresponding domains only. The known properties of the linear operatorX∗ = X might
serve to us as a hint to look for relevant properties ofhX only. A description of the resulting
dynamics might be given as follows:
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2.2.10. The flow% 7→ ϕ̃Xt % on% ∈ Dra(X) corresponding to the vector field(2.2.7)can be de-
scribed by unitary cocycles (what are just unitary groups in these cases), according to eq.(2.1.26)
(with interchangedν ↔ %, f ↔ h).♣

We want to generalize the described situation to “Hamiltonian functions” generating Poisson
(or Hamiltonian) flows, also not being of the formhX for any selfadjointX and, moreover, are
also only densely definable inS∗. The most simple generalization is, probably, the generator
h(%) := f(hX(%)), wheref is a sufficiently differentiable real valued function onR. We shall
go further: We shall generalize and investigate the preceding constructions to functionsh(%) :=
f(hX1(%), hX2(%), . . . hXk(%)), f ∈ C∞

R
(Rk), for “conveniently chosen” sets of (in general

noncommuting) selfadjoint operatorsXj (j = 1, 2, . . . k) onH. Before that, however, a more
general framework will be sketched.

2.2-c On unbounded nonlinear generators

As we saw in the example of selfadjoint operators and the corresponding “linear” generators
– locally unbounded Hamiltonian functionshX , the definition of a (Poisson) flow from such a
functionhX might be possible, if we determine from it a densely (inS∗) defined vector fieldvf (·)
having integral curves (lying, of course, in its domain), in an agreement with (2.1.18). Hence, the
domain{ν ∈ S∗ : vf (ν) exists} should consist of (at least) one dimensional differentiable (C1

–) submanifolds of (sufficiently many of)O%(U)’s (we shall again consider% ∈ Fs ∩ S∗ only).

2.2.11.Remark (Speculating on “integral” submanifolds).To make possible a use of the Pois-
son structure at construction of smooth vector fields onsmooth manifolds, as well as their integral
curves from only densely defined functions onO%(U), % ∈ Fs, and also to have possibility to
define Poisson brackets for several such densely defined functions, we would need algorithms
to construct some “convenient” more than one–dimensional smooth submanifolds in domain of
definition of our densely defined objects, and this seems to be a nontrivial question in a general
case. A solution will be found in subsequent sections for a specific class of densely defined gen-
erators and vector–fields determined by Lie group representations: A given continuous unitary
representation of a Lie group determines in the state spaceS∗ smooth submanifolds (orbits of
GCS). Hamiltonian vector fields on these submanifolds can be defined from given “nonlinear”
real–valued functions with a help of the existing “Kählerian” structureΨ

(
cf. (2.1.27); let us

note that this structure is K̈ahlerian only if restricted toP (H)
)
. Existence of such apriori defined

domains of definition is typical also for some standard approaches to not–everywhere defined
vector fields and/or Hamiltonian functions, cf. [59, 178]. Let us speculate a little now on al-
ternative possibilities for construction of some smooth submanifolds ofO%(U)’s, determined by
some apriori given objects, e.g. by an (only densely defined) vector fieldvf (ν).62 The rough
idea consists in looking for possibility of construction of some submanifolds inS∗ of more than
one dimension from such a “relatively poor” object as a vector field. These submanifolds might
become a “playground” for definition of other vector fields and they integral curves.

Let us formulate here just some “toy examples” how to define, to a given (possibly not ev-
erywhere defined) vector fieldvf (%), other vector fields such that they both together (perhaps)
span a symplectic submanifold ofO%(U). Our proposals might be useful as hints for a search

62The vectorsvf (ν) needn’t belong to a (possibly Hamiltonian, in some sense) vector field determined by a function
f ; the letter “f ” might be here just a label.
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of alternatives to cases described in literature, if the assumptions required there are not fulfilled.
This new vector field will be constructed via the symplectic and metric structures onO%(U) given
by (2.1.27), i.e. byΩ% andΓ% respectively. Note, that these structures are invariant with respect
to “unitary automorphisms” ofO%(U), i.e. for a given unitary operatoru ∈ U := U(H) the cor-
responding mappingAd∗(u) : O%(U) → O%(U) leaves invariant not only the symplectic form,
but also the metric; thepush–forward (Ad∗(u))∗v of a vector field% 7→ v(%) ≡ i [%, bv(%)] ∈
T%O%(U) is d

dt

∣∣
t=0

u exp(−itbv(%))% exp(itbv(%))u∗ = i [u%u∗,ubv(%)u∗], hence thepull–
back of the bilinear formΨ% by the same mapping is(

(Ad∗(u))∗Ψ
)
ν
(v(ν),w(ν)) = Ψuνu∗(

(
Ad∗(u)

)
∗v(ν),

(
Ad∗(u)

)
∗w(ν))

= 2(uνu∗)
(
βuνu∗((Ad∗(u))∗v)βuνu∗((Ad∗(u))∗w)

)
= 2Tr

(
uνbvbwu∗

)
= 2Tr

(
νbvbw

)
= Ψν(v(ν),w(ν)).

We shall present here two possibilities of construction of linear independent vector fields from
a given one. We do not, however, even formulate precisely a question of their “integrability” to
some integral submanifolds containing these vector fields as sections of their tangent bundles,
e.g. in a sense of the Frobenius theorem, cf., e.g. [1, 61, 9]. The integrability questions would
need more specific assumptions on the (domain of the) vector fieldvf .

(i): Let us fix a pointν ∈ O%(U), and a vectorvf (ν) ∈ TνO%(U). We shall construct another
vectorv̌f (ν) forming with it a “canonical pair” (with respect to the formΩ). Let, for any subset
N ⊂ TνO%(U), its orthogonal complement (in sense of the real Hilbert space structure given
by Γ) be denoted byN⊥, and the skew–orthogonal complement byN∠ := {v ∈ TνO%(U) :
Ων(v,w) = 0 ∀w ∈ N}. It is clear thatN∠ is a closed linear subspace ofTνO%(U), and that
N∠∠∠ = N∠, resp. alsoN∠∠ = N for a closed linear subspaceN , similarly as it is valid for
orthogonal complements. For any nonzerov ∈ TνO%(U) the space[v]∠ is of codimension one.

Hence
[
[v]∠

]⊥
is one–dimensional, the nonzero vectors of which have nonzero “skew-product”

with v, and are orthogonal to it. Let us choose for anyν ∈ D(vf ) ≡ the domain ofvf :

v̌f (ν) ∈
[
[vf (ν)]∠

]⊥
, Ων(vf (ν), v̌f (ν)) := 1, Γν(vf (ν), v̌f (ν)) = 0. (2.2.8a)

We can ascribe, in this way, to any vector fieldvf (ν) a “canonically conjugated” vector field
v̌f (ν).

(ii): An alternative way to construct another vector fieldν 7→ v̌f (ν) to a givenν 7→ vf (ν) might
be as follows:

v̌f (ν) ∝ [ν, [ν, βν(vf (ν))]], vf (ν) := i [ν, b(ν)]. (2.2.8b)

This proposal allows us to construct also more than two–dimensional subspaces ofTνOν(U)
(ν ∈ Dr∗(δX), b(ν) ∈ Dr∗(X)) containing a given fieldv(1)

f (ν) := vf (ν) together with the

vector fieldv(2)
f (ν) ∝ v̌f (ν). In terms of our operator representations ofTνOν(U) we can

construct a sequence of (a finite number of linearly independent) vector fields by the formula:

v(n)
f (ν) := i·[ν,v(n−1)

f (ν)] := in ·[ν, b(ν)](n), (2.2.8c)
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where[ν, b](n+1) := [ν, [ν, b](n)], [ν, b](1) := [ν, b] := νb−bν. Let us mention some properties
of these vector–fields with respect to the bilinear formΨν , cf. Theorem 2.1.19; they are derivable
from simple properties of the commutators and traces:

Ψν(v(n)
f ,v(m)

f ) = (−1)k ·Ψν(v(n−k)
f ,v(m+k)

f ) (2.2.8d)

= (−1)n−m ·Ψν(v(n)
f ,v(m)

f ). (2.2.8e)

Since the symplectic form−Ων is the imaginary part ofΨν , and the metricΓν is the real part, we
see that the fieldsv(n)

f andv(n+1)
f are pointwise mutually orthogonal, whereasv(n)

f andv(n+2)
f

are mutually skew–orthogonal(∀n ∈ N). Observe also, that all these fields have, in a given point
ν, nonzero values simultaneously: this is due to the fact, that forν ∈ Dr∗(δX) the mappingβν
is an isomorphism (resp. it can be considered as an automorphism, after a natural identification,
cf. Notes 2.1.4, and Proposition 2.1.5) ofNν andTνOν(U):

βν(i [ν, qν(b)]) = qν(b) = qν(qν(b)). (2.2.8f)

This allows us to extend the sequence of vector fieldsv(n)
f , (n = 1, 2, . . . ) to all integersn ∈ Z.

We shall assume here thatb(ν) ∈ Nν (∀ν ∈ D(vf )). We define:

v(0)
f (ν) := βν(v(1)

f (ν)) ≡ b(ν), v(−n)
f (ν) := βnν

(
b(ν)

)
, ∀n ∈ Z. (2.2.8g)

Since the ranges ofν andb(ν) are finite–dimensional, only a finite number of elements of{v(n)
f :

n ∈ Z} are linearly independent. It is also easily seen that the bilinear formΨ% is nonzero on
any pair of these vectors, what follows from (2.2.8d) and from:

Ψ%(v
(n+1)
f ,v(n+2)

f ) = Tr
(
% [β%(v

(n+1)
f ), β%(v

(n+2)
f )]

)
= Tr

(
% [v(n)

f (%),v(n+1)
f (%)]

)
= i·Tr

(
% [v(n)

f (%), [% ,v(n)
f (%)]]

)
= i·Tr

(
[% ,v(n)

f (%)]2
)
6= 0, (2.2.8h)

since all thev(n)
f (%)’s are represented by selfadjoint trace class operators onH. ♥

We shall proceed, also in nonlinear generalizations, in the framework of Hilbert spaceH,
since this allows us to use some usual techniques with linear mappings and scalar product, as well
as intuition and/or interpretation from the standard QM. We believe, however, that the developed
ideas can be used also in a “purely geometrical” transcription (and possible modifications), [67,
11], of the theory developed in this paper.

2.2.12. Notation (Domains).Let us assume, that a norm–dense linear subsetD ofH is given.
This means also, that any finite linear combination

∑k
α=1 cαxα of vectorsxα ∈ D also belongs

to D, hence finite–dimensional subspaces generated by such vectors are subspaces ofD. Let us
denote byDr the set of all finite real–linear combinations of finite dimensional projections to
subspaces ofD,Dr ⊂ Fs. In the general scheme constructed here in an analogy with preceding
subsection, the setDr is here the object corresponding toDr∗(X) in Subsection 2.2-b. Let
D1
r+ := Dr ∩ S∗ be the object corresponding toDr∗(δX) in Subsection 2.2-b.D1

r+ is dense in
S∗, in the‖ · ‖1–norm topology.♦
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2.2.13. Definitions (Generalized fields and integrability).

(i) Let h : D1
r+ → R be such that there exist

d%h(i[%,b]) :=
d

dt

∣∣∣∣
t=0

h(exp(−itb)% exp(itb)), ∀% ∈ D1
r+,b ∈ Dr, (2.2.9a)

and that it is bounded linear in the variablei [%, b], b ∈ Dr; let its unique bounded linear
extension is expressed by the operatorq%(Drh) := d%h ∈ N% ⊂ Dr ⊂ L(H)s:

d%h(i[%,b]) = i T r (q%(Drh)·[%, b]) , ∀b ∈ L(H)s. (2.2.9b)

This densely defined functiond·h: % 7→ q%(Drh) ∈ N%, % ∈ D1
r+, will be called theDr–

generalized differentialof h.

(ii) The corresponding (densely defined inS∗) (generalized)Dr–Hamiltonian vector field is:

vh(%) := ad∗%(q%(Drh)) ∈ T%O%(U), % ∈ D1
r+. (2.2.9c)

Let us stress that values of this vector field also belong toDr ⊂ Ts.

(iii) Let us assume thatDr contains the setV of mutually disjoint submanifoldsVι, V := {Vι :
ι ∈ Υ := an index set}, such that their union∪V := ∪ι∈ΥVι is dense inDr. Further assume
that for a givenh : Dr → R withDr–generalized differential itsDr–Hamiltonian vector field
is tangent toVι in any pointν ∈ Vι, ∀ι ∈ Υ, so that the restrictions ofvh(ν) to Vι 3 ν are
smooth vector fields on the allVι’s. Then we call theDr–generalized differential ofh to be
V–integrable.

(iv) Consider the situation from (iii) above, and let the differentialqν(Drh) beV–integrable.
Let us assume that the local flowsϕ̃ht of these vector fields onV continuously depend on initial
conditions, i.e. the functions

(ν; t) 7→ ϕ̃ht (ν), ∀(ν; t) ∈ DΥ ⊂ ∪V × R (DΥ ⊃ ∪V × {0}), (2.2.9d)

are all continuous on the union∪V in the topology induced from‖ · ‖1. HereDΥ is the domain
of the definition of the local flows, and it isDΥ = ∪V × R if the flows are complete (i.e. defined
for all t ∈ R). In this case the flows on leaves ofV can be uniquely extended to a flow onS∗.
Then we call theDr–generalized differential to beS∗–integrable.63 ♦

We shall look now, for a moment, back to the “linear cases” to show that they are contained
in our present generalized scheme:

2.2.14. Proposition (Differentials for “linear” generators). Let X be a selfadjoint operator
onH, letD1

r+:= Dr∗(δX), Dr:=Dr∗(X). Then theDr–generalized differentialdhX of hX ,
hX(%) := Tr(%X), exists. The differentialdhX is V–integrable forV :=

{
Vν : Vν :=

{exp(−itX)ν exp(itX) : t ∈ R}, ν ∈ Dra(δX)
}

.♣

Proof. The proof is contained in the text following the Definition 2.2.9.

63Some variations on these definitions allowing more refined classification of flows, what are extendable to submani-
folds ofS∗ only, are sketched in [24].
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2.2.15.Notes. We could choose in the Proposition 2.2.14 more than one–dimensionalVν as
submanifolds with smooth Hamiltonian vector field (2.2.7) constructed with a help of Proposi-
tion 2.2.8. Our simplest choice was, however, enough to demonstrate a consistency feature of
the theory.♥

The “Schr̈odinger equation” for the unitary cocycles describing the Hamiltonian flow of the
Dr–Hamiltonian vector fieldvh can be written as in (2.1.23), resp. (2.1.26):

i
d

dt
uh(t, %(0)) =

[
q%(t)(Drh) + h0(%(t))

]
uh(t, %(0)), uh(0, %(0)) := IH, (2.2.10)

where%(t) ≡ uh(t, %(0))%(0)u−1
h (t, %(0)), ∀%(0) ∈ Dr. The equation(2.2.10)is an expression

of general form of dynamical (nonlinear Schrödinger) equations.We intend to discuss various
specifications of this equation in subsequent parts of this work. If the functionh0 onDr is
chosen “sufficiently nice” (e.g. sufficiently continuous, with values inM% ∩Dr), the objects in
this equation are well defined on the dense domainDr. In specific cases, the equation (2.2.10)
can be considered as a nonautonomous (i.e. time dependent) linear Schrödinger–Dyson equation
provided the dependencet 7→ q%(t)(Drh) is known; this “time–dependence of Hamiltonian” can
be sometimes obtained in an independent way, without solving this nonlinear equation. Such
a possibility of “elimination of nonlinearity” will arise in specific applications investigated in
Section 3.5.

2.2-d Nonlinear generators from group representations

We have sketched in Subsection 2.2-c a formulation of the problem of construction of some
“convenient” submanifolds inO%(U), with % ∈ Dr∗(δX), on which some (onO%(U) only)
densely defined vector fields could be determined as smooth vector fields in the corresponding
tangent subbundles. This was the case, e.g., of densely defined “nonlinear” Hamiltonian vector
fields from Definitions 2.2.13, but also the case of the “linear” Hamiltonian functionhX , if we
wanted to proceed in the determination of the corresponding Hamiltonian flow in a geometric
way (i.e. without a return to the functional analysis connected with the selfadjoint operatorX on
H). The proposals outlined in Remark 2.2.11 were left in a very preliminary form. Analogical
theory of that one for generators in “linear case” would be, e.g. some hypothetical nonlinear
generalization of the von Neumann theory of symmetric and selfadjoint operators (“deficiency–
indices” theory, cf. [218], and also Appendix C.2);64 we are not aware of existence of such a
theory.65 We have worked above with a “large” domainDr∗(δX), containing one–dimensional
solutions of the equation (2.2.10). Rigorous and systematic methods for solving that equation
were, however, missing.66 Now we shall use Lie group representations to allow us rigorous work
with nonlinear unbounded generators of specific kind; its specification to solution of (2.2.10) is
described in Section 3.5.

64It is known that, e.g. completeness of locally Hamiltonian vector fields is (up to subsets of measure zero) equivalent
to essential selfadjointness of their generators in the “Koopman version” of CM; this follows from a Povzner theorem,
cf. [211], [1, Theorem 2.6.15 and Proposition 2.6.14].

65An exception might be a theory of unbounded derivations onC∗-algebras, cf. [228]; this could be used in our case
after an “embedding” of our nonlinear system into a larger linear one, cf. also [27, 31].

66Cf., however, [59,§4.1], where the concept of “manifold domain” was introduced; this can be applied, in the case of
single selfadjoint generatorX, to its domainD(X) ⊂ H endowed with the graph–norm, cf. also (C.2.2).



2.2 Unbounded Generators 73

LetG be a real Lie group [39], and letU(G) be itsstrongly continuous unitary or projec-
tive representation in H, henceU : g(∈ G) 7→ U(g)(∈ U), g 7→ Tr(%U(g)) being continuous
onG for all % ∈ S∗. Assume thatU(G) has aU(G)–invariant dense setDω(G) ⊂ H of analytic
vectors, i.e.x ∈ Dω(G) ⇔ the functiong 7→ U(g)x is real analytic in a neighbourhood of the
identity e ∈ G. This is the case [13] of each strongly continuousU(G) of any finite dimen-
sional Lie groupG, as well as of an analytic representationU of an arbitrary Lie group, e.g. the
defining representation of the unitary groupU := U(H) inH. LetDω(G) be the (norm–dense)
Ad∗(U(G))–invariant set of analytic elementsν ∈ S∗, i.e. the functionsg 7→ Ad∗(U(g))ν from
G to Ts are real analytic arounde ∈ G. Let us write alsog · ν := Ad∗(U(g))ν. LetLie(G) ≡ g
denote theLie algebra ofG, and letexp : Lie(G) → G be the exponential mapping. Then we
haveU(exp(tξ)) =: exp(−itXξ), ξ ∈ Lie(G), for a selfadjoint (in general unbounded) opera-
torsXξ onH. The mappingξ 7→ X(ξ) := Xξ is a Lie algebra morphism: It is linear, and on
a dense (U(G)–, and alsoX(Lie(G))–)invariant domain (common for allXξ, ξ ∈ Lie(G)), e.g.
onDω(G), satisfies the relation, [13]:

[Xξ,Xη] := XξXη −XηXξ = iX[ξ,η]. (2.2.11)

Here[ξ, η] ∈ Lie(G) denotes the Lie bracket. LetO%(G) ⊂ O%(U)∩Dω(G) be theAd∗(U(g))–
orbit of theG–action onTs through%,O%(G) := {U(g)%U(g)∗ : g ∈ G}. Let

hX(ξ)(ν) := ν(Xξ) := i
d

dt

∣∣∣∣
t=0

ν(exp(−itXξ)), (2.2.12)

for ν ∈ D(hX(ξ)), cf.(2.2.1), and (2.2.2) withX := X(ξ). Let us denoteGν := {g ∈ G :
U(g) ∈ Uν} the stability subgroup ofG at ν ∈ S∗ with respect to the actionAd∗(U(·)) :
(g; ν) 7→ g ·ν. The following lemma shows that the set of nice (i.e. “analytic finite dimensional”)
orbits of the action ofG onS∗ satisfy not only conditions onDr stated in Definition 2.2.13, but
these orbits also can be used in the rôle of the submanifolds mentioned in the Remark 2.2.11. Let
us first introduce notation

Dωr (G) := ∩{Dra(Xξ); ξ ∈ Lie(G)}, dimG <∞, (2.2.13)

i.e. theAd∗(U(G)–invariant setDωr (G) ⊂ Dω(G) consists of finite dimensional density ma-
trices with ranges inDω(G).

2.2.16. Lemma.LetG be a finite–dimensional Lie group, and letν ∈ Dω(G). ThenOν(G)
is an embedded submanifold [61] ofTs lying in S∗. If % ∈ Dωr (G), then% ∈ Dra(Xξ), and
d%hX(ξ) ∈ N%, for all ξ ∈ g. The vectorsvX(ξ)(%) := ad∗%(d%hX(ξ))(ξ ∈ g ≡ Lie(G)) form
the linear spaceT%O%(G). The union of the submanifoldsOν(G) (ν ∈ Dωr (G)) composes a
norm–dense subset ofS∗. The vectorsvX(ξ)(%), % ∈ Dωr (G), compose generalized vector fields

vX(ξ)(·) (ξ ∈ Lie(G)) onS∗ generating the flows(t; %) 7→ ϕ̃ξt (%) := Ad∗(U(exp(tξ)))%.♣

Proof. Due to the continuity ofU(G), and becauseT is a Hausdorff space,Gν is a closed
(hence Lie) subgroup ofG. This implies thatAd∗(U(·))ν can be considered as a bijective map-
ping of the analytic manifoldG/Gν onto the orbitOν(G). This mapping is analytic, and its
differential (i.e. the tangent map) maps the tangent spaceTe(G/Gν) onto a finite–dimensional
subspace ofTνTs, which is complementable. This fact together with theAd∗(U(·))–invariance
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of Dω(G) implies, [40], thatOν(G) is an embedded submanifold ofTs. The second, and the
third assertions are implied by the considerations developed in the Subsection 2.2-b, since the
vector–fieldsvX(ξ)(ν):= ad∗%(d%hX(ξ)) generate the flows̃ϕξ which were used to formation of
the orbitO%(G). The existence of a dense subset ofS∗ of analytic elements lying inDωr (G) with
respect to the norm–topology ofTsin S∗ implies the fourth assertion. Differentiation of these
flows demonstrates also validity of the last statement.

Let us extend now our definition of Poisson brackets (2.1.12) to densely defined functions
hX(ξ) (ξ ∈ Lie(G)) defined on a dense subset ofS∗ consisting of orbitsOν(G). According to
the construction of orbitsOν(G) from the “flows ofvX(ξ)(·) generated byhX(ξ)”, it is clear
that the vector fieldsvX(ξ)(·) are tangent to those orbits everywhere where they are defined.
Let ν ∈ Dωr (G). Sinceqν(Xξ) = dνhX(ξ) ∈ Nν (ξ ∈ Lie(G)), and alsoνXξ ∈ F, we can
define the commutatori [dνhX(ξ), dνhX(η)] ∈ L(H)s, and the Poisson bracket according to the
relation (2.1.15), cf. also Definitions 2.1.3:

{hXξ , hXη}(ν) := i ν([dνhXξ , dνhXη ]) = ad∗ν(qν(Xξ))(qν(Xη)). (2.2.14a)

On the other hand, according to (2.2.11), one also has

hX[ξ,η](ν) = Tr(νX[ξ,η]) = −i T r(ν[Xξ,Xη]) = −i ν([qν(Xξ), qν(Xη)]), (2.2.14b)

what gives the result:

{hXξ , hXη}(ν) = −hX[ξ,η](ν). (2.2.14c)

We shall consider this relation as the definition of the Poisson bracket in the Lie algebra of
functionshX(ξ) (ξ ∈ Lie(G)) defined on their common domain

D(F) := {ν ∈ S∗ : the Fŕechet differential ofg 7→ ν(U(g)) exists}, (2.2.15a)

what implies67 that68

D(F) ⊂ ∩{D(hX(ξ)) : ξ ∈ Lie(G)}. (2.2.15b)

The intersection∩{D(hX(ξ)) : ξ ∈ Lie(G)} is the domain consisting of thoseν ∈ S∗ for which
the functiong 7→ ν(U(g)) is Gateaux differentiable. IfdimG < ∞, then the (continuous)
Gateaux differentiability implies Fréchet differentiability, cf. [234, Lemma 1.15], hence

D(F) = ∩{D(hX(ξ)) : ξ ∈ Lie(G)}, for dimG <∞. (2.2.15c)

The derivation property of Poisson brackets (Proposition 2.1.10) allows us to extend definition
of this Poisson bracket to polynomials in variableshXξ (ξ ∈ Lie(G)) on the domainD(F).
The derivation property for the Poisson bracket of our not everywhere defined functions follows
from the derivation property of commutators (also of unbounded operators on common invariant
domains) via the equations (2.2.14) valid onD(F). If we want to use polynomials in the variables

67Here the Fŕechet differential can be understood as the differential of a mapping defined on the Banach manifoldG,
cf. [40, 234, 61].

68For explanation of the notationD(F) see Definition 2.2.17 below.
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hXξ as generators of evolution of our generalized quantummechanical system determined by the
described Poisson structure onS∗, we have to define also Poisson brackets of these polynomials
with differentiable (locally bounded) functionsf ∈ F . These are naturally determined for% ∈
Dωr (G) ⊂ D(F) by the formula:

{hXξ , f}(%) := i %([q%(Xξ), d%f ]). (2.2.16)

This relation determines the vector fieldsvXξ(·) onO%(G) in accordance with
Lemma 2.2.16.

Now we shall define the mappingF, what appears to be one of the most useful objects for
our subsequent considerations:

2.2.17. Definitions (Domains and momentum mappingF). Let Lie(G)∗ ≡ g∗ denote the d-
ual space to the Lie algebra ofG (recall thatLie(G) is a normable topological algebra also
for infinite–dimensionalG). Define also therestricted domain Dr(F) := Dωr (G) ⊂ D(F),
cf. (2.2.13), and (2.2.15), of the mappingF (the Momentum mapping), cf. [7, 1], which is
defined on the domainD(F) as follows:

F : D(F)→ Lie(G)∗, % 7→ F(%) := F%, (2.2.17a)

with Fξ(%) ≡ F%(ξ) := hX(ξ)(%).

Let us denote also byfξ : Lie(G)∗ → R the functionsfξ(F ) := F (ξ) := (the value of
F ∈ Lie(G)∗on the vectorξ ∈ Lie(G)). Thedomain of F, i.e. the setD(F) := ∩{D(hX(ξ)) :
ξ ∈ Lie(G)} ⊂ S∗(L(H)s) isAd∗(U(G)) –invariant.69

One can prove immediately validity of the following equivariance property:

Fg·% := F(Ad∗(U(g))%) = Ad∗(g) ◦ F(%), for all % ∈ D(F), and allg ∈ G, (2.2.17b)

sinceU(g)XξU(g)∗ = XAd(g)ξ for all ξ ∈ Lie(G); hereAd∗(G) is the coadjoint repre-
sentation of G in Lie(G)∗, i.e. the dual representation to the adjoint representationAd(G),
cf. Definition A.4.10,

Ad(g)ξ :=
d

dt

∣∣∣∣
t=0

g · exp(tξ) · g−1. (2.2.17c)

LetF(%) be called the (value of the)U(G)-field F corresponding to the microscopic state%.
♦

2.2.18.Remark. The continuity of of the mappingF(%) : ξ 7→ F(%)(ξ) for % ∈ D(F) is trivial
for finite dimensionalG, since each finite dimensional linear function is continuous (in the unique
lc–topology); in the case of a general Lie group representation (we restrict our attention to the
representations with a dense analytic domainDωr (G) ⊂ D(F)) the continuity for% ∈ D(F)
is implied by the definition of points% ∈ D(F): Fréchet differentiability means linearity and
continuity of the obtained mapping

ξ 7→ hXξ ≡ Tr(%Xξ) = i dg=e[%(U(g))](ξ).

We shall usually consider in the following, however, finite–dimensional Lie groupsG.♥
69For a general definition, and also for various applications of momentum mappings cf., e.g. [1, 179].
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2.2.19.Remark. Let us note that the states% ∈ D(F) are exactly those normal states of a
constituent microsystem of a macroscopic one (in the description of infinite quantal systems
composed of equal “microscopic constituents”, cf. Section 3.4) in infinite (symmetric) tensor
productsω% of which the “macroscopic observables”XξΠ (ξ ∈ Lie(G)) are defined:

ω% :=
⊗
p∈Π

%p ∈ S∗(A∗∗) (%p ≡ %), (2.2.18a)

ω%(XξΠ) = F(%)(ξ) ≡ F%(ξ) := hXξ(%), (2.2.18b)

XξΠ := (“w′′)− lim
|Λ|→∞

1
|Λ|
∑
p∈Λ

Xp, (2.2.18c)

wherep ∈ Π distinguishes copies of the “microscopic constituents”,Λ is a finite subset of these
copies, andXp are “equal observables” for distinguished copiesp ∈ Π. The limit in the formula
above is taken in a specific weak (“w”) topology (we shall not specify it here, see, e.g. [31]).
In this connection, the introduced functionF(%) is called also theU(G)–macroscopic field
corresponding to the “microscopic state”%.
Observe also, that the value of theU–macroscopic fieldcorresponding to% ∈ S∗ (for the
defining representationU → U of the unitary group ofH) is % itself: The dual space to the
Lie(U) := iL(H)s can be identified withL(H)∗s containing the (normal) state spaceS∗ as
anAd∗(U)–invariant subset. This is in a sense maximal “classical macroscopic phase space”
S∗ : F(ν) ≡ FU(ν) = ν (∀ν ∈ S∗). Such a “macroscopic field” separates points of the
elementary quantum phase space, i.e. the macroscopic fieldFU determines corresponding micro-
scopic states.This can be considered as a formalization of the conventional belief of QM
that a macroscopically determined “preparation procedure” determines the corresponding
microscopic state of a considered quantummechanical system uniquely.♥

We could temporarily take the point of view that only “macroscopic properties” of the system
(in the sense of Remark 2.2.19) described by the values ofF are interesting for us. Then it would
be interesting to know in what extent the valuesF(ν) separate the pointsν of an orbitO%(G).

2.2.20. Lemma.Let% ∈ Dr(F), ξ, η ∈ Lie(G). Then

d

dt
Fexp(tη)·%(ξ) = F%([Ad(exp(−tη))ξ, η]), (2.2.19)

for all t ∈ R. In particular, if we have a fixedη ∈ Lie(G) such that the derivative in(2.2.19)
vanishes for allξ ∈ Lie(G) at one value oft ∈ R, then it vanishes for allξ at all values oft ∈ R.
♣

Proof. By a use of the identity

U(g)XξU(g−1) = XAd(g)ξ,

as well as of the relation

d

dt

∣∣∣∣
t=0

Fexp(tη)·%(ξ) = F%([ξ, η]), ∀ξ, η ∈ g, (2.2.20)
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cf.(2.2.11), and (2.2.17), we obtain

Fexp(tη)·%([ξ, η]) = Tr
(
U(exp(tη))%U(exp(−tη))X[ξ,η]

)
(2.2.21a)

= −i T r
(
%U(exp(−tη))[Xξ, Xη]U(exp(tη))

)
(2.2.21b)

= −i T r
(
% [U(exp(−tη))XξU(exp(tη)), Xη]

)
(2.2.21c)

= −i T r
(
% [XAd(exp(−tη))ξ,Xη]

)
(2.2.21d)

= F%([Ad(exp(−tη))ξ, η]). (2.2.21e)

After a subsequent application of (2.2.20) with% 7→ exp(tη) · %, the preceding calculation gives
the result.

This lemma gives an answer to the question on separation properties ofF onO%(G):
Let η ∈ Lie(G) be such thatF%([ξ, η]) = 0,∀ξ ∈ Lie(G). ThenF(exp(tη) · %) = F(%) for

all t ∈ R, hence the pointsexp(tη) · % ∈ O%(G) for different values oft cannot be distinguished
by the values of the fieldF. The vectorsη form the Lie algebra of thestability subgroup of
G at the point F(%) with respect to the action of theAd∗(G)–representation denoted byGF(%).
Clearly, it is valid

2.2.21. Lemma.LetG% ⊂ G be the stability subgroup of theAd∗(U(G))–action of G onS∗, at
the point% ∈ S∗. ThenG% ⊂ GF(%), and the equalityG% = GF(%) is valid iff the restriction of
the mappingF toO%(G) is a bijection onto anAd∗(G)–orbit inLie(G)∗.♣

2.2.22.Remark. A definition of Poisson bracket onO%(G), with % ∈ Dωr (G), equivalent to that
in (2.2.14), can be given with a help of the (strongly) symplectic structureΩ% by definition of
a closed two–formι∗%Ω% – the pull back of the “overlying” formΩ by the embeddingι of the
manifoldO%(G) into O%(U), in the case if the obtained two–form on the submanifoldO%(G)
is nondegenerate. If the restricted symplectic structureι∗%Ω% is degenerate, we can obtain a
symplectic manifold by factorization ofO%(G) according to the orbits of stability subgroups
GF(ν) leaving the valuesF(ν) ∈ g∗, ν ∈ O%(G) invariant, [26, 27].♥

One can construct examples of representationsU(G) with both even– and odd–dimensional
orbitsO%(G) (% ∈ Dr(F)) (for finite–dimensionalG [27], cf. also our Subsection 3.3-c). Orbits
of theAd∗(G)–representation are always “even–dimensional”: They are endowed with a canoni-
cal Kirillov–Kostant symplectic structure corresponding to the standard Poisson structure (called
alsoBerezin brackets) onLie(G)∗ ≡ g∗:70

{fξ, fη}(F ) = −F ([ξ, η]) := −f[ξ,η](F ). (2.2.22)

If vξ(F ) ∈ TF (g∗) (ξ ∈ Lie(G)) are the vectors tangent atF ∈ g∗ ≡ Lie(G)∗ to the flows
(t;F ) 7→ Ad∗(exp(tξ))F , then the Kirillov–Kostant symplectic formΩK can be expressed as

ΩKF (vξ,vη) = −F ([ξ, η]). (2.2.23)

70These considerations might also be valid for infinite–dimensional Lie groups, cf. [7, Appendix 13].
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Comparison of the relation (2.2.22) with (2.2.14) shows, that the mappingF is a Poisson
morphism, [274]: The functions

F
∗fξ := fξ ◦ F = hX(ξ) =: Fξ ≡ fξ

onDr(F) satisfy (2.2.14), what leads to a definition of Poisson brackets for all functions f on
O%(G) (% ∈ D(F)) which are expressible in the form71

f := F
∗f := f ◦ F, f ∈ C∞(g∗,R). (2.2.24)

2.2.23.Remark. In the case of infinite–dimensional groups, we cannot expect reflexivity of
g: For g := L(H)s= Lie(U) = T∗s and infinite–dimensional Hilbert spaceH one hasg∗ =
L(H)∗s 6= Ts, andg∗∗ is strictly larger thang. Then we have to be careful in reading (2.2.24):
If the differentiation off ∈ C∞ is taken in the canonical norm–topology ofg∗, then the first
differentials off ’s belong generally toL(H)∗∗, and needn’t be expressible as bounded operators
onH. The spaceL(H)∗∗ is, however a von Neumann algebra in a canonical way, [227, 254, 76,
77, 42], hence also endowed with a canonical Poisson–commutator structure, which is unique
extension of that ofL(H). Another possibility would be to take derivatives ong∗ in the weak∗–
topology (in some sense, cf. [155] for a theory of differentiation on locally convex spaces),
in which case we could stay ing (3 df ); in this case we would work with a restricted set of
functionsf differentiable in a weaker than norm–sense. We shall consider norm differentiability,
if another possibility is not mentioned explicitly. Most of formulas can be considered, however,
also in another interpretation.♥

The functionsf : O%(G) → R of the form (2.2.24) will play a r̂ole of (nonlinear, unbound-
ed – in general) generators of transformation groups (e.g. of time evolution) in our theory, cf.
Proposition 2.3.20. Their mutual Poisson brackets are defined in accordance with (2.2.14) in the
following way:

{F∗f,F∗h}(ν) := F
∗{f, h}(ν) ∀ν ∈ D(F),∀f, h ∈ C∞(Lie(G)∗,R), (2.2.25a)

where the bracket on the right side of the relation is the Berezin bracket. The equation (2.2.25a)
shows that the mappingF ofD(F) onto its image ing∗ is aPoisson morphism (resp.mapping),
cf. [274]. It follows, that trajectories of the Hamiltonian flow corresponding to Hamiltonian
function h :=h◦F onD(F) are projected onto trajectories of the Hamiltonian flow corresponding
to the Hamiltonian functionh on coadjoint orbits ofG. We shall find later also a possibility of
determination of flows onD(F) from given Hamiltonian flows ong∗. For ν ∈ Dr(F), f ∈ F ,
andh ∈ C∞(Lie(G)∗,R), we shall extend our definitions of the Poisson brackets as follows:

{F∗h, f}(ν) := dF(ν)h ◦ {F, f}(ν), (2.2.25b)

wheredF(ν)h ∈ L(Lie(G)∗,R) (= Lie(G), in the case of weak differentiability, cf. e.g. Re-
mark 2.2.23) is the differential ofh in the pointF(ν) ∈ Lie(G)∗, {F, f}(ν) ∈ Lie(G)∗ is de-
fined by its values{Fξ, f}(ν) := {hX(ξ), f}(ν) ∈ R on the elementsξ ∈ Lie(G), and{hX(ξ), f}
is defined in (2.2.16).

71We shall usually distinguish typographically, in the following text, real valued functionsf, h defined on the dual of
the Lie algebra,g∗ ≡ Lie(G)∗, from the “corresponding” functionsf := F

∗f, h := F
∗h defined on domains lying in

S∗. To stress the difference of domains, we shall write also f, e.g. for arbitrary functionsf ∈ F(S∗).
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Let us note also, that

d%(F∗f) = q%(X(dF(%)f)), for % ∈ Dr(F).

Let {ξj : j = 1, 2, . . .dim(G) < ∞} be a basis ofg = Lie(G) and letFj := F (ξj) be
coordinates ofF ∈ g∗ in the dual basis. Then the Poisson bracket (2.2.25b) can be expressed as

{F∗h, f}(ν) =
∑
j

∂jh((ν)){hX(ξj), f}(ν), (2.2.25c)

and the Poisson bracket (2.2.25a) can also be written in the form:

{F∗f,F∗h}(ν) =
∑
j,k

∂jf(F(ν))∂kh(F(ν)){Fj , Fk}(F(ν)). (2.2.25d)

Observe that (cf. Theorem 2.1.19) the restriction to the submanifoldO%(G) of the symplectic
form Ω defined in (2.1.27) onO%(U) (i.e. the pull–back ofΩ by the embedding ofO%(G) into
O%(U)) coincides with the pull–back of the Kirillov–Kostant formΩK by the mappingF:(

F
∗ΩK

)
ν

(v,w) = Ων(v,w), (2.2.25e)

for ν ∈ O%(G), v,w ∈ TνO%(G), and% ∈ Dr(F).
The formulas (2.2.25b), (2.2.25c) show that the function Q :=F

∗Q, Q ∈ C∞(g∗,R), gener-
ates a generalized (densely defined) vector fieldvQ onS∗ with values (fordimG <∞):

vQ(ν) =
∑
j

∂jQ(F(ν)) vX(ξj)(ν). (2.2.26a)

For an arbitraryG, and suchQ thatdF(ν)Q ∈ g ⊂ g∗∗ one has:

vQ(ν) = ad∗ν(qν(X(dF(ν)Q))). (2.2.26b)

This describes a class of Hamiltonian (resp. Poisson) generalized vector fields generating the
flows ϕ̃tQ leaving the correspondingU(G)–orbits in the state spaceS∗ invariant. One can see that
the generating Hamiltonian functions Q are constant on the orbits of the actionAd∗(U(GF(ν))),
i.e.

Q(Ad∗(U(exp(tη))ν)) ≡ Q(ν), η ∈ Lie(GF(ν)).

This suggests an idea how to restrict the Poisson actions of other generators to the orbitsO%(G),
cf.2.2.26. We shall also introduce

2.2.24. Definition (Poisson structure on submanifolds ofO%(U)). LetN be a submanifold of
O%(U), andΩν , ν ∈ O%(U) be the symplectic form from(2.1.27). Let the restriction ofΩ toN ,
i.e. the pull back with respect to embeddingιN : N → O%(U), ΩN := ι∗NΩ be nondegener-
ate. Then the symplectic structureΩN onN will be also calledthe restriction of the Poisson
structure on S∗ to N .♦
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Let us formulate now a theorem containing some results and consequences of the preceding
considerations:

2.2.25. Theorem.LetQ ∈ C∞(g∗,R), Q := Q ◦F, henceQ∈ C∞(Oν(G),R), ∀ν ∈ Dr(F).
Assume thatdF(%)Q ∈ g for some% ∈ Dr(F) (this assumption might be nontrivial for infinite–
dimensionalG). ThenvQ(ν) from (2.2.26b)is a Hamiltonian vector field onO%(G) (hence, it
is tangent toO%(G), everywhere onO%(G)) corresponding to the Poisson structure onO%(U)
determined by the pull–back ofF, (2.2.25a), or, equivalently, to the “original” Poisson structure
onS∗ restricted to the (‖ · ‖1–dense) collection of orbitsOν(G) lying inDr(F). Then the (local)
flow ϕ̃tQ leaves the orbitsOν(G) invariant.♣

We shall now formulate concepts describing Hamiltonian dynamics and symmetries on “al-
lowed” submanifolds ofO%(U).

2.2.26. Definitions (Classical and restricted G–dynamics).

(i) Let Ran(F)⊂ g∗ denote the image ofD(F) underF. We shall considerg∗ either with its
canonical (coming from that ofg) norm–topology, or with itsw∗–topology (again with respect
to the canonical norm–topology ofg, [39]; this will be different from the norm–topology for
infinite–dimensionalG). Let EF denote the closure ofRan(F) in that topology. The spaceEF
will be also called theG–classical (alternatively: G–macroscopic) phase spaceof the system.
Let byC∞(M,R), M ⊂ g∗, be denoted the set of all infinitely differentiable functions on an
(arbitrary) open neighbourhood ofM in the corresponding topology (we shall not specify here
the way of differentiation on nonnormable lc–spaces, cf. however [155]).

(ii) If the Dr–generalized differential off is S∗–integrable we say thatf generates the Poisson
flow ϕ̃f on S∗.
(iii) Let a densely defined real functionf : Dr → R generate a Poisson flow onS∗, and let there
is a differentiable function f on (an open – in the corresponding topology – neighbourhood of)
EF, f ∈ C∞(EF,R) such, thatf ≡ F∗f := f ◦ F onDr. Thenf is aG–classical generator. 72

(iv) Let f generate a Poisson flow onO%(U) (the submanifoldO%(U) ⊂ S∗ can be substituted
for S∗ in obvious modifications of preceding definitions). Letν be such thatOν(G) ⊂ D(F) ∩
O%(U) ∩Dr, and let the restrictionfν of f toOν(G) can be expressed in the form

fν(F(ν′)) ≡ fν(ν′) := f(ν′), for ν′ ∈ Oν(G), (2.2.27)

with somefν ∈ C∞(Ad∗(G)F(ν),R), hencefν = F
∗fν . Then the functionf will be called

a νG–classical generator. (Hence, the same functionf can be aνG–classical generator for
several different orbitsOν(G).)

(v) Let f be aνG–classical generator. Its flow̃ϕf needn’t leave the orbitOν(G) (⊂ O%(U))
invariant.73 Let ϕ̃ν,f be the (Poisson) flow on the orbitOν(G) corresponding to the vector field
onOν(G) generated byfν according to(2.2.25b)and (2.2.26)(with h, resp. Q replaced byfν).
The flowϕ̃ν,f will be called theνG–restriction of the flow ϕ̃f to the orbitOν(G).♦

72More sophisticated and more distinctive (and also more complicated) work with domains was presented in [24]; the
corresponding modifications of concepts connected with domains presented in this paper can be, however, seen without
being explicitly formulated here.

73This is a difference with respect toG–classical generators, cf. also Proposition 2.3.10.
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Let us present now, without detailed explanation (hence without an analysis and proofs),
some examples ofνG–classical generators.

2.2.27.Examples. Let a representationU(G) be given as above, and letF be the corresponding
momentum mapping. Let Y be a selfadjoint operator onH, and lethY be the corresponding
(densely defined, generalized) generator. LetOν(G) ⊂ Dr(F) ∩ Dra(δY ), with Dra(δY ) de-
noting the set of analytic elements ofδY belonging toFs. ThenhY is aνG–classical generator,
e.g., in any of the following cases:

(i) Y := Xξ for someξ ∈ g.

(ii) Y := iN [X(ξ1), [X(ξ2), [. . . [X(ξN ), A] . . . ]]], whereξj ∈ g, (j = 1, 2, . . . N), and A
is such a selfadjoint operator onH thathA is aνG–classical generator. The commutators can
be considered here in a generalized sense, [27], so that it ensures existence ofhY in the points
% ∈ Oν(G) in the sense of (2.2.2). This can lead toνG–classical generatorhY even in some
cases, when the above expression does not determine a well defined linear operator.

(iii) All stability subgroupsGF(ω) (ω ∈ Oν(G)) of pointsF(ω) ∈ F(Oν(G)) ≡ Ad∗(G)F(ν)
are symmetry groups of the operatorY :

U(g)Y U(g−1) = Y, ∀g ∈ ∪{GF(ω) : ω ∈ Oν(G)},

and, moreover,hνY ∈ C∞(Oν(G),R).

(iv) The orbitOν(G) is such, thatGF(ω) = Gω, ∀ω ∈ Oν(G). The subgroupsGω ⊂ G
are stability subgroups of the pointsω of the orbitOν(G) for the considered action:g 7→
Ad∗(U(g))ω = ω ⇔ g ∈ Gω.♥

Restrictions of “true quantum–mechanical dynamics” to various submanifolds of “coherent
states” (i.e. to orbitsOν(G)) are often considered [149, 221, 222] as approximations (sometimes
called “quasiclassical”) to the “true dynamics”.74 This is not, however, a “good approximation”
for a general (linear) quantum dynamics, and what are conditions for well controlled validity
(i.e. a relevance) of such approximations is not yet, as far as the present author knows, generally
established.

2.2.28.Remark. The U(G)–restrictionϕ̃ν,f of the quantal flowϕ̃f needn’t be “close” toϕ̃f

for a generalνG–classical generator f, not even for “classical” (or “macroscopic”) quantities
described by expectations of a distinguished subset of selfadjoint operators. One can compare,
e.g., the evolution of the expectationshX(ξ) of quantum “observables”Xξ underϕ̃f , i.e. the
function

(t; ξ) 7→ hX(ξ)(ϕ̃f
tν) ≡ Fξ(ϕ̃f

tν) ∈ g∗, (2.2.28)

with the restricted evolutionFξ(ϕ̃
ν,f
t (ν)), for the same initial conditions.♥

Let us illustrate this remark by a simple example, cf. also [27, 4.1.10].

2.2.29.Illustration (Restricted and “global” flows might be “very” different).
Let us takeH := L2(R, dq), and let

ψ ∈ H, ψ(q) := π−
1
4 exp

(
−1

2
q2

)
;

74These “restrictions” were called in [27]“classical projections” of quantummechanical evolutions.
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let us setψz := Uzψ, with z := q− ip ∈ C, andUz := exp(i(pQ− qP )). HereQ andP are the
Schr̈odinger operators of position and linear momentum in QM:

Qχ(q) ≡ qχ(q), Pχ(q) ≡ −i ∂
∂q
χ(q), χ ∈ H.

Let the (artificial) “generator of time evolution” beH := α ·Pψ, α ∈ R, i.e. it is proportional to
a one–dimensional projection. We shall consider the restriction of the corresponding flow to the
orbitOψ(GWH) of the 3–dimensional Weyl–Heisenberg groupGWH (cf. also Subsection 3.3-b)
defined by the injective mapping of the “classical phase space”C 3 z into the projective Hilbert
space:z (∈ C) 7→ P zψ := UzPψU

∗
z ∈ P (H). If we parameterize points of the orbit byz ∈ C,

then the restrictionhψH of the corresponding Poisson generatorhH to the orbit is:

hψH(z) ≡ Tr(P zψH) = α exp
(
−1

2
zz

)
, (2.2.29a)

with z 7→ z being the complex conjugation. The restricted flow is identical (by the identification
z ←→ P zψ) to the Hamiltonian flow

ϕ̃ψ,Ht z ≡ exp(−ithψH(z))z, (2.2.29b)

generated by the Hamiltonian function (2.2.29a) on the classical phase spaceR
2 with the sym-

plectic formΩ ≡ dp ∧ dq. The “true quantal flow” with the same initial conditionz = q − ip
is

ϕ̃Ht z := Tr(exp(−itH)Pψz exp(itH)(Q− iP ))

≡ (1− α−1hψH(z))z + α−1hψH(z) exp(−itα)z.
(2.2.29c)

By comparing these two evolutions of “the same classical quantities”, i.e. the two motions in
C, we see two uniform motions on mutually tangent circles with different radii and different
frequencies. This shows that, for a general Hamiltonians, the “classical projections” needn’t be
any approximations to the “true quantum dynamics”.♥

The next assertion shows in what sense the restricted generators also are of relevance for the
(unrestricted) quantum theory.

2.2.30. Proposition.Let f be aνG–classical generator and letfν be its restriction toOν(G).
Then, by considering the definitions(2.2.25)of Poisson brackets onOν(G), for all ν′ ∈ Oν(G),
and for anyQ ∈ C∞(g∗,R), the following relations are valid:

{Q, f}(ν′) = {Q, fν}(ν′) = F
∗{Q, fν}(ν′), (2.2.30)

whereQ := F
∗Q, andfν =: F∗fν , and where the first bracket is defined according to(2.2.25b)

(or, equivalently, by the formula(2.1.15)with a help of generalized differentials ofQ andf).♣

Proof. The second equation in (2.2.30) is just the first equation of (2.2.25). The unrestricted
Poisson bracket onS∗ occurring on the left side of (2.2.30) is equal, according to (2.2.14b), to
the derivative of f along to the vector field (2.2.26) at each point% ∈ Oν(G). This implies,
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that the derivativedν′ f(vQ) = {Q, f}(ν′) in any pointν′ ∈ Oν(G) of an arbitrary function
only depends on its restrictionfν to Oν(G). One hasdν′ f(vQ) ≡ dν′ fν(vQ) onOν(G), and
the last derivative is expressed by the Poisson bracket (2.2.25) onOν(G). This proves the first
equation.

2.2.31.Remark. The definitions (2.2.14) of the Poisson bracketon an Ad∗(U(G))–orbit
Oν(G) were formulated with a help of selfadjoint operators on (dense domains of)H, so that
our construction of the Poisson structure onOν(G) is not an “intrinsic construction” on the
orbit alone: It uses the values of the differentials of the functionshX(ξ) and f as elements of
infinite–dimensional spacesT%Oν(U) for points of aG–orbit, % ∈ Oν(G) ⊂ O%(U) (which
is finite–dimensional in the casedimG < ∞). The differentiald%f cannot be calculated in
general cases from the restriction off ∈ F to the orbitOν(G) only. If Oν(G) is a symplec-
tic manifold with the symplectic structure obtained by pull–back of the Kirillov–Kostant for-
m ΩK on F(Oν(G)) = Ad∗(G)F(ν), or equivalently, if the restriction of the bilinear forms
Ω%, % ∈ Oν(G) to Oν(G) (i.e. to T%Oν(G) × T%Oν(G), ∀% ∈ Oν(G)) is nondegenerate,
then we have defined onOν(G) the necessary isomorphism (at least fordimG < ∞) between
T%Oν(G) andT ∗%Oν(G) (% ∈ Oν(G)). In this special case, we can calculate restrictionsϕ̃ν,f of
the flowsϕ̃f to the orbitOν(G) with a help of the restrictionsfν , cf. Definition 2.2.26(iv), only.
♥
Let us look now on some properties of the “classical phase space”EF ⊂ Lie(G)∗. Let conv0(B)
be the convex hull of a subsetB of some locally convex space, and let conv(B) be its closure.
Let E0

F
:= P (H) ∩ F(Dω(G)). Then we have:

2.2.32. Proposition.The range ofF, Ran(F), is a convex,Ad∗(G)–invariant subset ofLie(G)∗

containing conv0(E0
F
) = F(Dr(F)). If dim(G) <∞, thenRan(F) = EF, i.e. it is a closed subset

ofLie(G)∗.♣

Proof. The mappingF : D(F) → Lie(G)∗ is affine, andD(F) is convex, sinceD(hX(ξ)) is
convex andhX(ξ) is affine. Hence Ran(F) is convex, and conv0(E0

F
) ⊂ Ran(F). One can see

from the definitions that conv0 = F(Dr(F)), and thatDr(F) is norm–dense inD(F) ⊂ S∗. The
Ad∗(G)–invariance follows from (2.2.17), and from theAd∗(U(G))–invariance ofD(F).

Let dimG < ∞. The closedness of Ran(F) can be proved by construction of a projection–
valued measure ong∗ representing the commutative group (linear space)g, resp. the commutative
algebra of “classical observables”C∞(g∗,R) (generated by the functionsfξ(F ) := F (ξ), ξ ∈
g, F ∈ g∗), [27, 31]. The support of this measure is identical with Ran(F), hence closed.

2.3 Symmetries, Dynamics and Observables

It was shown in Sections 2.1, and 2.2, how real–valued functionsf : ν 7→ f(ν), (ν ∈ S∗)
can be used in the rôle of generators of the one–parameter familiesϕ̃f of transformations of
elementary states. Differentiable functions on phase spaces of CM are used in double rôle: as
the generators, as well as “observables”, i.e. as a certain objects ascribing (numerical) values
of possible results of specific measurements to statesν to which the measurements are applied.
Selfadjoint operatorsX represent both these objects in QM: they are generators of the unitary
groupsexp(−itX) onH, and also observables with probability distributionsµXν , cf. (1.5.9), and
point 2.2.1, of their (real) values measured in the stateν. We include into the presented scheme
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also such a double rôle and the standard interpretation for the functionshX : Besides of being
generators according to assertion 2.2.10, they also could be considered as observable quantities
with n–th momentaν(Xn) (if they exist) of the probability measuresµXν calculated directly
from hX , as it is indicated in formula (3.3.5) of Subsection 3.3-a, cf. also [63]. Difficulties arise,
however, in trials to interpret a nonlinear function f defined on (a subset of)S∗ in a rôle of an
observable in the traditional way, as it will be shown in Interpretation 2.3.15, in Note 3.3.3, as
well as in Interpretation 3.3.4.

Now we shall show that, on the other hand, the use of nonlinear generators of transformation
groups in QM implies also necessity of introduction of some nonlinear “observables” together
with the affine ones.

Let us assume that we have a flow̃ϕf generated by a nonlinear generatorf according to
Section 2.1, and let uf be the corresponding solution of (2.1.23). For any “observable”ha (a ∈
L(H)s), one has “a natural time–evolved form”:

hta(%) := ha(ϕ̃f
t%) ≡ Tr(%uf(t, %)∗ a uf(t, %)),

and the functionshta are not generally of the formha(t), i.e.

% 7→ Tr(%uf(t, %) a uf(t, %))

are not affine functions of% for all t ∈ R; this can be seen, e.g., from [31, Proposition 4.3].

2.3.1.Interpretation. We propose an interpretation scheme, in which a numerical–valued func-
tion f onS∗ can have several different interpretations as “observables” in EQM. The “appropriate
choice” of the class of observables of the system depends also on the chosen symmetry group
G entering into the description of the considered system. From our point of view, the specified
symmetry groupG could be interpreted as a group of motions of (a relevant part of) the macro-
scopic background determining physical meaning of the “observables”, i.e. quantities used for
description of empirical specification of states of a given physical system. We can interpret the
genuine mixtures (cf. Subsection 2.1-e) as describing states of a “microscopic subsystem” of
a composed system consisting of the “microscopic subsystem” (i.e. the considered one) and a
“macroscopic background”. This “background” can interact with the considered quantum sys-
tem also without being influenced by it; it can be represented, e.g. by an infinite number of copies
of the “considered quantum system” interacting mutually by a type of quantum mean–field in-
teraction, [130, 31, 32, 33, 263, 264, 265, 266]. The genuine mixture of the “microsystem”
corresponds to a nontrivial statistical distribution of values of macroscopic observablesXΠ(ξ)):
The values of some “macroscopic observables” of this “macrosystem” (describable in classi-
cal terms) are correlated with the states of the “microsystem” entering into the support of the
measure determining the genuine mixture, cf. also Remark 2.2.19.�

We shall introduce now a (in a certain sense minimal) set of nonlinear functions representing
observables and containing all the usually used “linear observables” of QM which is invariant
with respect to a sufficiently large class of (nonlinear) dynamics and also with respect to the
symmetry group specified by the representationU(G), as it was introduced in Section 2.2-d.
We shall introduce also other concepts (generators of different kinds, e.g.) forming with the
chosen set of observables a consistent closed theory. This set of concepts specifies a method
of determination a subtheory from the overwhelmingly large set of possible (mathematically
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admissible) “generators”, and “observables” of possible formally extended quantum theories.
The usefulness of the (representation of the) groupG is here (at least) twofold, interpretational,
and technical:

(interpretation) The groupG, if interpreted a priori in terms of some “macroscopic variables”,
cf. Remark 2.2.19, can serve as a theoretical tool for specification of interpretation of
mathematically specified “observables”, as well as symmetry transformations generated
by a distinguished class of “generators”.

(technicality) The strongly continuous unitary representationU(G) is an effective device to
select the dense setD(F) of points, as well as of submanifoldsO%(G), where the
differential–geometrical objects as “differentials”, or “vector fields” can be defined from a
specified (by the same representation) set of generators, which are locally unbounded for
many physically relevant cases (“generically” for physically relevant noncompact group
representations).

2.3.2. Definitions (G–generators).

(i) Let GGcl denote thePoisson algebra of G–classical generators: f ∈ GGcl ⇔ f = F
∗f := f ◦ F

for somef ∈ C∞(EF,R). Let ẼF(f) ⊂ Lie(G)∗ be some (for each f separately chosen) open
neighbourhood ofEF in Lie(G)∗ endowed with one of the canonical topologies, cf. Definition-
s 2.2.26. The Poisson structure onGGcl is expressed by(2.2.25).

(ii) Let f be densely defined real–valued function onS∗ such that itsDr–generalized differential
exists and it isS∗–integrable, cf. Definition 2.2.13. Letν 7→ vf(ν) be the correspondingDr–
Hamiltonian vector field and assume, that its flowϕ̃f is complete, and leavingD(F) invariant.
Let, moreover, the flow can be described byuf(·, ·) : R × S∗ 7→ U satisfying(2.1.24), (2.1.25),
and also(2.1.23)on a “sufficiently large” subdomain ofDr(F) (cf. Definition 2.2.13). Thenf
will be called a(quantum) G–generator.

(iii) Let, for the quantum G–generatorf of the above definition (ii),F(ϕ̃f
tν) = F(ϕ̃f

tν
′) for all

ν′ ∈ F−1[F(ν)], for any (t; ν) ∈ R × D(F), the G–generatorf is called aG–(classically)
deterministic generator. In this case, we shall denote

ϕf
t[F(ν)] ≡ F(ϕ̃f

tν);

this relation determines a flowϕf onEF.
(iv) A quantum G–generator which is not G–(classically) deterministic is called aG–(classically)
stochastic generator: The quantum flow̃ϕf does not determine a classical flow, and a “corre-
sponding” classical evolution might be considered (?) as a stochastic process.

(v) Let a G–(classically) deterministic generatorf be such that one can choose

uf(t, ν) ≡ uf(t, ν′), ∀ν′ ∈ F−1[F(ν)], (∀(t; ν) ∈ R×D(F)); (2.3.1)

then we can (and we shall) writeuf(t, F ) := uf(t, ν′) for ν′ ∈ F−1[F ], F ∈ EF. Let the
mappings (cf. Definitions 2.3.3 forCG)

τ f
t : CG → CG, h 7→ ht, ht(F ) := uf(t, F )−1h(ϕf

tF )uf(t, F ) (2.3.2)
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be C∗-automorphisms ofCGfor all t ∈ R. Thenf is called aG–symmetry generator. The
set of all G–symmetry generators will be denotedGG. It is GGcl ⊂ GG, as will be shown in
Proposition 2.3.10, and Theorem 2.3.16.♦

These definitions of different types of generators (of evolutions, or symmetry groups) specify
also their relations to the corresponding transformations induced in the set of “classical vari-
ables” determined by the chosen (unitary representationU(G) of the) groupG. “Observables”
in EQM are not sufficiently determined by real–valued functions onS∗; the quantummechanical
interpretation needs possibility of determination of probability distributions in any point% ∈ S∗
for general observable quantities. The following definitions of observables respect also the re-
quirement of their invariance with respect to “Heisenberg–picture–transformations”, into which
nonlinearities bring modifications with respect to the linear case: One has to distinguish between
transformations of elementary states (described by density matrices) and corresponding transfor-
mations of observables (described, e.g., by operator valued functions of density matrices). This
distinction ensures “conservation of transition probabilities” also in nonlinear QM.

2.3.3. Definitions (G–observables).

(i) Let thes∗(L(H),D(F))–topology onL(H) be given by the family of seminormspν , p∗ν (ν ∈
D(F)) determined by their valuespν(x) := ν(x∗x)1/2, andp∗ν(x) := ν(xx∗)1/2 onx ∈ L(H).
Let f andh be uniformly bounded operator–valued functions onEF, f: EF → L(H), F 7→ f(F ),
‖f‖ := sup{‖f(F )‖ : F ∈ EF} <∞, which ares∗(L(H),D(F)) – continuous.75 LetCbs be the
set of all such functions endowed with (pointwise) operations:(f + λh)(F ) := f(F ) + λh(F ),
(fh)(F ) := f(F )h(F ), and f∗(F ) := f(F )∗, λ ∈ C. It can be shown [27] thatCbs with
these algebraic operations and the norm is aC∗-algebra. The elements ofCbs are unrestricted
bounded G–observables.

(ii) Let BU := U(G)′′ be the von Neumann subalgebra ofL(H) generated by U(G). LetCG
(resp.CGU ) be theC∗-subalgebra, [27], ofCbs generated by the uniformly bounded operator–
valued functions

hx,γ,f : F (∈ EF) 7→ hx,γ,f (F ) := U(γ(F ))∗ xU(γ(F ))f(F ),

for all x ∈ L(H) (resp.∀x ∈ BU ), γ ∈ C(EF, G), f ∈ Cb(EF,R); elements ofCG will be
considered also as operator–valued functions onD(F) obtained by pull–back byF:

f ∈ CG ⇒ f : %(∈ D(F)) 7→ f(F(%)).

The setCG (resp.CGU ) is called theC∗–algebra of (quantum, bounded) G–observables
(resp. theC∗–algebra of UG–observables) of the system. Anyf = f∗ ∈ CG will be called a
G–observable. Elementsx ∈ L(H) are considered as elements ofCG for anyU(G): They are
identified with the constant functionshx : F 7→ hx(F ) := x on EF. Elementshx (x ∈ L(H)s)
generate a (complex)subalgebra of elementary quantum observablesdenoted byCGq which

is a subset ofCG isomorphic toL(H) (for any choice ofU(G)). Any uniformly bounded element
f = F

∗f ∈ GGcl will be considered also as the element ofCGU (⊂ CG) described by the scalar–
valued functionhf : F 7→ hf (F ) := I·f(F ) onEF. The G–observables of this form will be called
the (bounded)G–classical observables. They belong toCGcl := I·C(EF,C) ⊂ CGU , I := IH.

75Remember that a topology ong∗ is here understood to be one of the two canonical topologies, which are mutually
equal for finite–dimensional groupG, cf. definition (i) in 2.2.26.
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(iii) The unbounded G–observables(resp.UG–observables) are functionsY : F 7→ Y (F )
on EF with values in unbounded selfadjoint operatorsY (F ) onH, with the spectral measures
EY (F ) such that the functionsEY (·)(B) : F 7→ EY (F )(B) ∈ P(L(H)) (cf. Note B.4.1) belong
to CG (resp. toCGU ) for any Borel setB ⊂ R. Note that we needn’t specify the domains of the
operatorsY (F ) here. ♦

2.3.4. Definitions (Function representation of observables).

(i) Let us denotehf : ν 7→ hf(ν) := ν(f[F(ν)]). The mappingf(∈ CG) 7→ hf is not injective. Let
us introduce the functionŝhf(·, ·) of two variables(%; ν) ∈ S∗ ×D(F), (%; ν) 7→ ĥf(%, ν) :=
%(f[F(ν)]). Thenhf ≡ ĥf(ν, ν), ν ∈ D(F). The mappingf 7→ ĥf(·, ·) is an injection into the
set ĈG of real-valued functionŝf defined on the productS∗ × D(F) such that the dependence
% 7→ f̂(%, ν) is affine bounded continuous for each fixedν, and f̂(%, ν) ≡ f̂(%, ν′) for all ν′ ∈
F
−1[F(ν)] = (a level set of the mappingF), for each fixed% ∈ S∗. Continuity properties of the

functionsν 7→ ĥf(%, ν) are determined by properties ofF and by the continuity ofF 7→ f(F ). The
element̂hf ∈ ĈG will be called thefunction representative of the (bounded) G–observablef
of the system; elements ofĈG will also be called theG–observables. The first variable% ∈ S∗
in f̂(%, ν) will be called thequantum variable, and the second one,ν ∈ D(F), will be called
the G–classical variable(cf. Section 3.4 for motivation of such terminology) of the (function
representative of the) observablef̂ ∈ ĈG. The functionhf : ν 7→ hf(ν) := ν(f[F(ν)]) will be
called thereduced function representativeof f ∈ CG.

(ii) FunctionshY , andĥY , for unbounded observablesY , can be introduced as (not everywhere
defined)function representatives of unbounded observables, in analogy with the case (i) of
bounded observables, i.e.hY (%, ν) ≡ Tr

(
%Y
(
F(ν)

))
on a corresponding domain inS∗×D(F)

(the domain specification would be here, generally, difficult).♦

We shall next introduce states (as linear functionals on an algebra of “observables”) corre-
sponding to the general concept of “genuine mixtures” introduced in the Subsection 2.1-e. They
will be “suited” also to the just introduced constructions determined by the representationU(G).

2.3.5. Definitions (G–states).

(i) LetMG be the set of regular Borel probability measures onD(F) (with its Borel structure
coming from the metric topology ofS∗). The genuine mixturesµ ∈MG determine the setSclG of
theG–classical statesωµ of the considered system: The elementsωµ ∈ S(CG) := (CG)∗+1 (:=
the state space of theC∗-algebraCG) are determined by their valuesωµ(f), f ∈ CG expressed
by the integrals:

ωµ(f) := µ(hf) ≡
∫
ν(f
(
F(ν)

)
)µ(dν), ∀f ∈ CG. (2.3.3)

Elementary states% ∈ D(F) are represented by Dirac measuresδ% concentrated at%.

In these states, the values of the quantum variable% of ĥf(%, ν) copy those of the classical
variable. If the “microscopic state” described by the quantum variable is not connected with the
classical variable in this way, one arrives at definition of more general states:
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(ii) Let %̂ : D(F) → S∗, ν 7→ %̂(ν) be a Borel function. Let the stateωµ,%̂ ∈ S(CG) be defined
by

ωµ,%̂(f) :=
∫
%̂(ν)(f

(
F(ν)

)
)µ(dν) ≡

∫
Tr
(
%̂(ν)f

(
F(ν)

))
µ(dν). (2.3.4)

The set of all such statesωµ,%̂ ∈ S(CG) will be denoted bySG. The elementsωµ,%̂ of SG will
be calledG–states. ClearlySclG ⊂ SG. The functionŝ% playing the described rôle will be called
herequantum deviation functions. For ωµ,%̂ ∈ SclG one haŝ%(ν) ≡ ν. ♦

2.3.6. Definition (G–systems).Let a unitary continuous representationU(G) of a Lie groupG
be given. The model of a (quantummechanical) physical system of EQM in which the sets of
its (“system determining”) generators, states, and (bounded) observables coincide with the sets
of the G–symmetry generatorsGG, G–classical statesSclG , and G–observablesCG (resp. UG–
observablesCGU ) respectively is called theG–classical (resp. UG–classical) quantum system,
or just theG–system (resp.UG–system), based on the representationU(G). The G–system (re-
sp. UG–system) will be also denoted byΣG (resp. byΣUG). One hasΣG = ΣUG for irreducible
U(G).♦

2.3.7.Remark. This (basic) definition will need, probably further elaboration. The bracketed
expressions “system determining”, and “bounded” has to indicate, that also other generators etc.
are possibly acceptable in the theory. Similar remarks might be, probably, added to several other
parts of the here presented (working) version of the theory, called here “EQM”.♥

The definition of “G–systems” leads to a formally (and, perhaps, also intuitively) natural, and
also “operationally” transparent, definition of “subsystems”:

2.3.8. Definition (GI–subsystems).
Let a G–system be given byU(G), and letGI ⊂ G be a Lie subgroup of the Lie groupG.
The restrictionU(GI) of U(G) to GI is a continuous unitary representation ofGI . TheGI–
systemΣGI (resp. UGI–systemΣUGI ) determined by this restriction is theGI–subsystem
(resp.UGI–subsystem) of ΣG. ♦

Let us note that the definition of states of a subsystem given in Subsection 2.1-e with a help
of the “partial trace” fits into a special case of the presently introduced definition of theUGI–
subsystems: It should be chosenG := U(HI+II)–the unitary group of the set of all bounded
operators onHI+II = HI ⊗ HII , and as the the Lie subgroup we chooseGI := U(HI) ∼
U(HI) ⊗ IHII , with U(·) being their defining (identical) representation(s). The linear QM can
be considered here as described by the subalgebra ofCGU consisting of constant functions only
(what is an alternative to the choiceG := {e}, cf. point 3.1.1).

2.3.9. Let us express now the Poisson bracket between the reduced function representatives of
two observablesf, l in CG. This is done by a repeated use of the composite–mapping theorem, [1,
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61]. For the casen := dimG <∞, from (2.2.14), and(2.2.25)we have:

{hf, hl}(ν) ≡ i ν
(
[f(F(ν)), l(F(ν))]

)
+ i

n∑
j=1

ν

(
∂f(F(ν))
∂Fj

)
ν
(
[X(ξj), l(F(ν))]

)
+i

n∑
j=1

ν

(
∂l(F(ν))
∂Fj

)
ν
(
[f(F(ν)), X(ξj)]

)
+
∑
j,k

ν

(
∂f(F(ν))
∂Fj

)
ν

(
∂l(F(ν))
∂Fk

)
F
∗{Fj , Fk}(ν). (2.3.5)

One can immediately deduce from this expression also expressions for Poisson brackets of spe-
cific cases of elementary quantum and G–classical observables.♥

We shall formulate now the solution of a quantummechanical dynamical equation of a G–
system in terms of a classical equation on the group manifoldG. The solution will also show us
that G–systems are “self-consistent” in the sense that the G–(classical) generators generate flows
leaving the sets of G–observables, G–generators, as well as the G–classical states together with
their algebraic and topological structures invariant.

Let us assumedimG < ∞. Let γ : G → G be a differentiable mapping, lete ∈ G be the
unit element,g ≡ TeG. The tangent mappingTeγ : TeG→ Tγ(e)G is defined by

Teγ(ξ) :=
d

dt

∣∣∣∣
t=0

γ(exp(tξ)) ≡ Tt=0γ(exp(·ξ)), ξ ∈ g.

LetRg : g′ 7→ Rgg
′ := g′g (g, g′ ∈ G) be the right action ofG onto itself. Let us identify the

tangent spaceTF g∗ in any pointF ∈ g∗ with g∗ itself in the canonical way (as any tangent space
to a linear space), and let its dualT ∗F g∗ be identified withg∗∗ = g (canonical identification for
reflexive spaces). Then, for anyQ ∈ C∞(EF,R), and anyF ∈ EF, we havedFQ ∈ g. The set
EF isAd∗(G)–invariant, cf. Proposition 2.2.32.

2.3.10. Proposition.LetU(G) be as above, andQ ∈ C∞(EF,R), with complete Poisson flow
ϕQ on EF. Let Q := F

∗Q ∈ GGcl , i.e. Q is aG–classical generator, cf. Definition 2.2.26(iii).
Then there is a unique infinitely differentiable solutiongQ : R× EF → G, (t;F ) 7→ gQ(t, F ) of
the differential equation on the group manifold:

d

dt
gQ(t, F ) = TeRgQ(t,F )(dFtQ) ∈ TgQ(t,F )G, gQ(0, F ) ≡ e, (2.3.6a)

with Ft := ϕQt F , for all F ∈ EF. The functiongQ satisfies the cocycle identity:

gQ(s, ϕQt F )gQ(t, F ) ≡ gQ(s+ t, F ), (2.3.6b)

and it determines the flowϕQ according to the following relation:

ϕQt F ≡ Ad∗(gQ(t, F ))F. (2.3.7)



90 2 Extended Quantum Mechanics

The flowϕ̃Q generated by the Hamiltonian vector fieldvQ(·) from(2.2.26)is then given onD(F)
by

ϕ̃Q
t % ≡ Ad∗

(
U [gQ(t,F(%))]

)
%, % ∈ D(F), (2.3.8)

with g 7→ U(g) being the given unitary representation ofG. Hence,ϕ̃Q
· leaves all the orbits

O%(G) invariant. ♣

Proof. The flow ϕQ leaves theAd∗(G)–orbits invariant, since it is a Poisson flow and the
Ad∗(G)–orbits are symplectic leaves of the Poisson (–Berezin) structure ong∗, [177, 7, 274].
HenceFt ∈ EF (F ∈ EF) for all t ∈ R, anddFtQ ∈ T ∗Ftg

∗ ≡ g := Lie(G). The vectors
TeRg(dFQ) ∈ TgG (g ∈ G) form a right–invariant vector field onG for eachF ∈ EF, and
vQ(g; t;F ) := TeRg(dFtQ) (t ∈ R, g ∈ G) are values oft–dependent vector fields (for any
F ∈ EF) on G. Their infinite differentiability follows from the properties ofQ. The existence
and uniqueness of the solutiongQ of (2.3.6) fulfilling (2.3.6) are then consequences of the theory
of ordinary differential equations on manifolds, cf. [40].

Let ξ ∈ g. The derivative of[Ad∗(gQ(t, F ))F ](ξ) ≡ F (Ad(gQ(t, F )−1)ξ) at t = 0 equals,
according to (2.3.6), toF ([ξ, dFQ]), what can be rewritten in the form of Berezin bracket for
ξ := dFh, h ∈ C∞(g∗,R):

d

dt

∣∣∣∣
t=0

h
(
Ad∗(gQ(t, F ))F

)
= dFh

(
d

dt

∣∣∣∣
t=0

Ad∗(gQ(t, F ))F
)

= {Q, h}(F ).

This, together with (2.3.6), proves (2.3.7).
The generatorQ ∈ GGcl generates, on the other hand, a Poisson flowϕ̃Q on S∗. Since

Q = F
∗Q, (2.3.8) is proved by (2.2.25), (2.3.6), and (2.3.7).

2.3.11.Interpretation.

(i) Let us assume that a standard measuring procedure can be associated with a given mathe-
matical quantityf ∈ CG (or wit a quantity that can be described by an unbounded selfadjoint
operator–valued functionF 7→ Y (F )) which leads to a numerical resultλ at each individu-
al repetition of the measuring performed on the system–object. We understand here that with
each such individual measuring act there is necessarily accompanied aregistration ≡ detection
of a copy of considered system–object. This means that, contrary to often accepted definition
of “measurement process” in QM, performing a statistical empirical test measuring the (aver-
age/per time) number of incoming systems in a beam (leavig a preparation apparatus), as well as
of the (average/per time) number of systems approaching (entering) the apparatus, a knowledge
of efficiency parameters of the apparatus, and also exact knowledge of (calculated) final state
of measured objects “entered into the apparatus” (i.e. the state just before being detected by a
“counter”), all of this together is not sufficient for presence of a measuring act. Or, in other
words, the resultλ of each individual measuring act should be represented by a (macroscopic)
change of initial state of measuring device which is observable as a stable mark (i.e. a “trace”
repeatably testable by different, namely by any “correspondingly educated”, human observers
with the same result of the tests with, possibly, standard statistical deviations), e.g. a “new point-
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er positionλ of the measuring apparatus”.76 (It might be useful to stress also here that such a
measurement process is not yet satisfactorily formalized in QT.)

We assume that thisλ belongs to the union of the spectra sp[f(F)] of selfadjoint operators
f(F) (resp. spectra of generally unboundedY (F ) 7→ f(F )):

λ ∈ ∪{sp[f(F )] : F ∈ EF} ⊂ R.

(ii) We propose the following interpretation of the introduced observablesf ∈ CG, or, more gen-
erally, of any (“sufficiently measurable”, so that the integrals in (2.3.9) can be defined, cf. Defi-
nition 2.3.3(iii)) selfadjoint operator–valued functionY : F (∈ EF) 7→ Y (F ) =

∫
R
λEY (F )(dλ),

cf. also [27, 33, 31, 264, 265, 266]:
Let µ ∈ MG be a genuine mixture, and let%̂ be a quantum deviation function, both together

defining the corresponding stateωµ,%̂, cf. Definition 2.3.5. LetB ⊂ R be a Borel set. The prob-
ability of realization of the detected valuesλ ∈ B at repeated measurements of the observable
Y : F 7→ Y (F ) in the (repeatably “identically” prepared) stateωµ,%̂ is expressed by:

prob(Y ;µ; %̂)(B) ≡
∫
D(F)

%̂(ν)
(
EY (F (ν))(B)

)
µ(dν), with %̂(ν)(E) := Tr(%̂(ν)E),

(2.3.9)

if the integral exists.�

Let us illustrate this general interpretation scheme on more specific examples:

2.3.12.Examples.

(i) Let µ ∈MG be a genuine mixture describing the stateωµ ∈ SclG of a system, letB ⊂ R be a
Borel set, and letEY (F ) be a projection (spectral) measure of the selfadjoint operatorY (F ), F ∈
EF. Then probability of finding inB the obtained value (i.e. the result) of a measurement of the
observable:ν 7→ Y (F(ν)) in the stateωµ is

prob(Y ∈ B;µ) ≡ prob(Y ;µ)(B) =
∫
D(F)

ν
(
EY (F(ν))(B)

)
µ(dν). (2.3.10a)

For the specific choice of the measureµ := δν , we have then

prob(Y ; δν)(B) = ν
(
EY (F(ν))(B)

)
≡ Tr

(
ν ·EY (F(ν))(B)

)
, (2.3.10b)

what is the usual probability distribution of the measuring results in QM of the observable de-
scribed by the operatorY (F(ν)) performed on the system prepared in the (elementary) state
ν ∈ D(F). The expectation (if it exists) of an observablef ∈ CG in any stateωµ is expressed
by (2.3.3).

76According to this understanding of the content of the “process of measurement in QM”, the measurement of a spin–
coordinate of a1/2–spin particle by a Stern–Gerlach apparatus is not realized after passage of the particle across the
inhomogeneous magnetic field, in spite of the fact that the wave function of the state of such a particle is splitted into two
“macroscopically separated” beams: QM does not exclude a possibility of rejoining and interference of the two beams,
hence they are not yet “macroscopically distinguished”. The spin–component is measured only after detection of the
particle described by the two–beam state vector, i.e. only after the “in which beam–question” is practically resolved (by
an appearance of a “macroscopic trace” corresponding to just one of the eventualities).
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(ii) Let us choose in the above formulasY (F ) := hξ(F ) := fξ(F )I ≡ F (ξ)I (ξ ∈ Lie(G));
then

Ehξ(F )(B) = δF (ξ)(B)I = χB(F (ξ))I, (2.3.10c)

whereχB is the characteristic function (= indicator) of the set B. Hencehξ ∈ CGcl is a classical
observable. Let us denoteFξ(ν) := F(ν)(ξ)∈ R, ξ ∈ g, ν ∈ D(F). In the considered case
we have

prob(hξ, µ)(B) =
∫
D(F)

χB(Fξ(ν))µ(dν) = µ
(
F
−1
ξ [B]

)
=: µξ(B), (2.3.10d)

where the measureµξ ≡ µ ◦ F−1
ξ on the real lineR was introduced.♥

We shall now define transformation lawsτQ for observables,

f 7→ ft := τQ
t (f), f ∈ CG,

corresponding to the actions of the flowsϕ̃Q onS∗ described in the Proposition 2.3.10. We shall
assume that

hf(ϕ̃
Q
t (ν)) ≡ hft(ν), (2.3.11)

what corresponds to the transition from the Schrödinger to the Heisenberg picture in QM. This
assumption is reflected in the following definitions.

2.3.13. Definitions (G–transformations).

(i) Let us consider a G–system. Let us choose someQ ∈ GGcl , Q = F
∗Q, with complete flow̃ϕQ

onS∗. ThenϕQ determined byϕQ
t F(ν) ≡ F(ϕ̃Q

t ν) is the flow with HamiltonianQ on EF. Let
uQ be the solution of(2.1.23)(with f replaced byQ), cf. also Definition 2.3.2(v). Then, for an
arbitrary G–observablef ∈ CG, we set:

ft(F ) := τQ
t (f)(F ) := uQ(t, F )−1f(ϕQ

t F )uQ(t, F ). (2.3.12a)

In terms of(2.3.7)and (2.3.8), we can write alsouQ(t, F ) = U(gQ(t, F )), hence:

τQ
t (f)(F ) ≡ U(gQ(t, F )−1) f(ϕQ

t F )U(gQ(t, F )) ≡ Ad
(
U(gQ(t, F )−1)

)
f(ϕQ

t F ).
(2.3.12b)

We shall callτQ the one–parameterG–symmetry group generated byQ.

(ii) Let a Lie group continuous unitary representationU(G) be given. Elements of the Lie algebra
g of G are represented by affine functionshX(ξ) ∈ GGcl , ξ ∈ g, which are generators of one–
parameter groups of symplectic isometries of our elementary phase spaceS∗. Let a subgroup
σ(G) ⊂∗-AutCG of ∗-automorphisms of theC∗-algebra of observablesCG be determined by:

[σ(g)f](F ) := U(g) f(Ad∗(g−1)F )U(g−1), ∀ f ∈ CG, g ∈ G, F ∈ EF. (2.3.12c)
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The functionhX(ξ) (ξ ∈ g) generates the flow̃ϕξ onS∗, and forf ∈ CG one has:

hf(ϕ̃
ξ
tν) ≡ ν

(
(σ[exp(tξ)]f)(F(ν))

)
= hf(Ad∗

(
U(exp(tξ))

)
ν). (2.3.12d)

The automorphism groupσ(G) is induced by the unitary representationU(G). We also have
the expression of an arbitrary one–parameter G–symmetry groupτQ ⊂ ∗-AutCG in terms of
σ(G), cf. Theorem 2.3.16:

(τQ
t f)(F ) ≡ [σ(gQ(t, F )−1)f](F ). (2.3.12e)

The groupσ(G) is called theG–automorphism group ofCG.

(iii) Let f̂ be a function–representative of an observable. Its evolutionτ̂Q
t : f̂ 7→ f̂t under the

G–symmetry groupτQ is expressed with a help of the functiongQ(·, ·) from (2.3.6)as

f̂t(%, ν) ≡ τ̂Q
t (̂f)(%, ν) := f̂(Ad∗

(
U(gQ

(
t,F(ν)

)
)
)
%, ϕ̃Q

t ν). (2.3.12f)

The transformation group̂τQ
t is the one–parameterG–symmetry group of the function repre-

sentatives generated byQ.♦

2.3.14.Remark (Transition probabilities).Let us stress here that in the general case

Ad∗
(
U(gQ

(
t,F(ν)

)
)
)
% 6≡ ϕ̃Q

t %, for F(%) 6= F(ν). (2.3.13a)

The transformation law for observables described in Definitions 2.3.13 leads to a natural nonlin-
ear generalization of the usual (“linear”) transformation of “transition probabilities”.

(linear case): In the linear case, time evolution is described in QM by a strongly–continuous
one–parameter groupU(t) of unitary transformations, i.e.U(t) ≡ exp(−itX) for a selfadjoint
Hamiltonian operatorX. Expectation values of an arbitrary (“linear”) observableY = Y ∗ in
time evolved states%t ≡ Ad∗(U(t))% are

Tr(%tY ) = Tr(U(t)%U(−t)Y ) = Tr(%U(−t)Y U(t)) =: Tr(%Yt) (2.3.13b)

where the “Heisenberg picture” of the time evolutiont 7→ Yt := U(−t)Y U(t) (expressed in
terms of observables, instead of the evolution of states) was introduced. It is now trivial to see
that the expression

Tr(%tY−t) ≡ Tr(%Y ) (2.3.13c)

remains constant int ∈ R for any selfadjoint “observableY ”.
If one inserts now intoTr(%Y ) for the observableY ∗ = Y a one–dimensional projectionPy,

and for the density matrix another projectionPx, then one obtains the well known “conservation
of transition probabilities ”77

Tr(PxPy) ≡ |〈U(t)x|U(t)y〉|2 = |〈x|y〉|2. (2.3.13d)

77This interpretation of “transition probabilities”, by which one of the vectors represents state preparation (“source”),
and the another corresponds to a detector, connected with their invariance at symmetry transformations, is also in accor-
dance with [120, I.3.1].
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This seems to be usually interpreted as a trivial consequence of equal unitary transformation of
the two vectorsx, y ∈ H entering into the scalar product. Hence it is usually interpreted as an
expression of the fact that “the transition amplitudebetween two state vectorsx, y ∈ H” does
not depend on time, if both states are evolved by the same time transformationU(t).

This (mis–)interpretation is repeatedly presented in connections with definitions of “symme-
tries” in QM, [280], and with the celebrated Wigner’s theorem, which can be formulated in the
following way:

(Wigner’s theorem): Let φ : P (H)→ P (H) be a bijection conserving “transition amplitudes”,
i.e.

Tr(PxPy) ≡ Tr(φ(Px)φ(Py)), ∀x, y ∈ H, (2.3.13e)

then there is either unitary or antiunitary bijectionUφ : H → H such thatφ(Px) ≡ PUφx, ∀x ∈
H.

Symmetries in QM are then defined as transformationsφ, resp.Uφ, satisfying conditions of
the Wigner’s theorem.

After reformulating the two mentioned interpretations of the “transformations of probability
amplitudes” in the nonlinear case, we shall return to the problem of a choice between these two
interpretations in Interpretation 2.3.15.

(nonlinear case 1): Extending the above last mentioned (mis–)interpretation mechanically to
nonlinear case, one obtains“non-conservation of transition probabilities” :78

Tr(ϕ̃Q
t (Px)ϕ̃Q

t (Py)) = (2.3.13f)

Tr
(
U(gQ(t,F(Px)))PxU∗(gQ(t,F(Px)))U(gQ(t,F(Py)))PyU∗(gQ(t,F(Py)))

)
,

whatcannot be constant in timet ∈ R if

U∗(gQ(t,F(Px)))U(gQ(t,F(Py))) 6≡ eiαIH, α ∈ R.

Hence, if we calculate the “transition probabilities” according to the algorithm taken from
the linear QM in the case of nonlinear evolutions, we obtain “generically” their dependence on
the parameter of transformations (on the time). This seems to be in contradiction with the usual
meaning of “transformation groups” in quantum theory.

(nonlinear case 2):Let us now, however, accept the first mentioned interpretation of the “tran-
sition amplitudes”, i.e. that|〈x|y〉|2 is the expectation value of the “observablePy” in the “state
Px” (or vice versa). “Observables” in our generalized (nonlinear) quantum mechanics are repre-
sented by operator valued functions of “elementary states”% ∈ S∗, possibly via the momentum
mappingF, or by the corresponding function representatives. The transformation groups act on
them in accordance with the equations (2.3.12), hence the transformations depend (generally) on
pointsF(%) of Lie(G)∗, hence on the states%. Expectation of an observable% 7→ f(F(%)) in the
elementary state% equalsTr(%f

(
F(%)

)
), cf.(2.3.3). If we transform% asϕ̃Q

t (%), and the observ-

ablef is transformed simultaneously by the automorphism group transformationτQ
−tf, (2.3.12),

78We write hereU∗(g) ≡ U(g)∗.
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and we calculate then the expectation of the transformed observable in the transformed state, we
obtain in accordance with (2.3.13e)

Tr
(
ϕ̃Q
t %·(τ

Q
−tf)(F(ϕ̃Q

t %))
)

(2.3.13g)

= Tr
(
U(gQ(t,F(%)))%U∗(gQ(t,F(%)))U(gQ(t,F(%)))f(F(%))U∗(gQ(t,F(%))

)
= Tr

(
%f(F(%))

)
,

i.e. the result independent oft ∈ R, as it is usually required. If the observable is, e.g.f(F(%)) ≡
Py , i.e. it is independent of%, then again it should be transformed by the same way, so that the
transformed observable becomes, in general case, a function of%. Hence, for% := Px, one has

Tr
(
U(gQ(t,F(Px)))PxU∗(gQ(t,F(Px)))U(gQ(t,F(Px)))PyU∗(gQ(t,F(Px))

)
≡ Tr(PxPy),

(2.3.13h)

and the time invariance of transition probabilities is, trivially, again obtained.♥
We shall now return to the interpretation question of the “transition probability”Tr(PxPy).

2.3.15.Interpretation (Probabilities and measurements). If we use the concept “probability”
in connection with our empirical experience, it is always (perhaps) connected with a quantifi-
cation of “observed phenomena”, or of “occurred events”. A meaning of sentences like: “The
probability of the chosenvalue of possible eventualityis α > 0” appears to us (inempirical
sciences) unspecified without the “eventuality” being in some sense “realizable”. After an ex-
perience with QM, we know that “an event” is always correlated with a change of somemacro-
scopically observable(hence classical, in a general sense) parameter value. We conclude from
this that probabilities ascribed to states in QM should be connected with the quantummechanical
“process of measurement”: They express some “weights” connected with (macroscopic) results
of measurement; these weights are usually interpreted as “frequencies of occurrence” of specific
results at repeated preparations of “the same microscopic state” and consecutive measurements
of “the same physical observable” (let’s note that this time–ordering corresponds to our, perhaps
a priori, demand of causality).

All empirically interpretable (and verifiable) assertions of QM are formulated in terms of
“probabilities”, expressed usually by squares of moduli of “probability amplitudes”. These prob-
abilities are often called, cf. [201], the“transition probabilities” . Let us ask now, what “tran-
sitions”, or/and transitions between what things are meant in this formulation? The mentioned
probabilities are of the formTr(PxPy) ≡ |〈x|y〉|2 for normalized vectors|·〉 ∈ H correspond-
ing to pure states of the considered microscopic system. The standard interpretation scheme of
QM (cf. [74, 201]) tells us that if a system is prepared in the state|x〉 and the measured observ-
ableY has nondegenerate pure point spectrum (i.e. a complete orthonormal set of eigenvectors
|yj〉, j ∈ J ≡ an index set,Y |yj〉 = λj |yj〉, λj ∈ R,∀j ∈ J, λj 6= λk for j 6= k), hence if it is
possible to write

|x〉 =
∑
j∈J
〈yj |x〉|yj〉, ∀x ∈ H,

then only possible results of the measurement of the quantityY are the numbersλj , j ∈ J , and
the probability of obtaining the resultλj in a vector state|x〉 at measuring ofY equals to

prob(Y = λj ;x) = |〈yj |x〉|2.
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This interpretation is the generally accepted one (according to the present author’s knowl-
edge). The denotation of this probability as “transition probability” can be understood in connec-
tion with the Dirac–von Neumann“projection (resp. reduction) postulate”, [74, 189], stating
that after obtaining the resultλj the measured microsystem changes abruptly its initial state|x〉
into the eigenstate of the measured quantity|yj〉 corresponding to the obtained resultλj . Hence,
there is assumed a “transitionx 7→ yj” of the microsystem.79

A remarkable (in the presented formulation mathematically trivial) fact is the symmetry of
prob(Y = λj ;x) with respect to interchange of the vectorsx andyj . This formal mathemati-
cal symmetry (although not being without some deep physical content) might (mis–)lead us to
consider occurrence of the vectorsx andyj in the “transition probability” also as physically sym-
metric. We have to keep in mind, however, that the eigenvectorsyj are here in the r̂ole of labels
of macroscopic “pointer positions”, whereas the vectorx represents a preparation procedure for
the microsystem. This can be expressed with a help of the spectral measureEY of Y :

prob(Y ∈ B;x) = Tr(PxEY (B)), B ∈ B(R),

where we haveEY ({λj}) ≡ Pyj , in the considered specific case. This physical asymmetry
remains valid irrespective of (non-)acceptance of the “projection postulate” of Dirac and von
Neumann.

To conclude, we hope that it is seen from the above considerations that in the (mathemati-
cally symmetric) expressionTr(PxPy) for probability of a certain measurable (i.e. observable)
phenomenon described in QM, the interpretation of the two vectorsx, y should be mutually dif-
ferent: One of the vectors represents a given (prepared) state of the micro-object, and the second
represents a measured observable. This leads also to formulation of the symmetry transformation
rule for these expressions generalized to our nonlinear EQM. Those symmetry transformations
leave the “transition probabilities” invariant also for nonlinear generators. An a priori require-
ment for such an invariance is, however, of little determinative power, from the point of view of
our presently defended interpretation, cf. also [35].�

2.3.16. Theorem.Any G–symmetry groupτQ of a G–system (resp. UG–system) is a
σ(CG,SclG )–continuous one–parameter group of∗-automorphismsτQ ⊂ ∗-Aut CG (resp.⊂ ∗-
AutCGU ). The relation

hf(ϕ̃
Q
t ν) = ν(τQ

t f(F(ν))), ∀f ∈ CG, ∀ν ∈ D(F), ∀t ∈ R. (2.3.14)

is satisfied for this group of automorphisms of theC∗-algebra of G–observablesCG.♣

Proof. The algebraic properties ofτQ, and also theτQ–invariance ofCGU are consequences
of (2.3.12), and of the cocycle identities (2.3.6), (2.1.24). The relation (2.3.14) is a consequence
of (2.3.7), (2.3.12), (2.2.17), and of the relation (2.3.8). Theσ(CG,SclG)–continuity, i.e. that for
all µ ∈ MG, f ∈ CG the functionst 7→ ωµ(τQ

t f) are continuous, andωµ ◦ τ
Q
t ∈ SclG (∀t ∈ R),

follows from (2.3.12), (2.3.3), the continuity properties off, gQ, andU , as well as from the
Lebesgue dominated convergence theorem.

79This postulate, however, needn’t be accepted: It cannot be usually (or even always?) verified if the measured system
is really detected. As an exception might be considered the “indirect” measurement, when a correlated system is detected,
what is the case of EPR–like processes. We prefer not to formulate any assumptions on the form of states of measured
systems arising after measurements of a general type.
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2.3.17.Remark. The flow ϕ̃Q is determined by the automorphism groupτQ uniquely. This
association needn’t be, however, injective: Different automorphism groups ofCG can, for a gen-
eralU(G), lead to the same flow̃ϕQ on the elementary state spaceS∗. This possible ambiguity
can be seen from (2.1.26), where different operator–valued functionsν 7→ f0(ν) with values in
the commutant{ν}′ can be chosen, cf. also [31, eqs. (2.29), (2.30)]. The whole state space–
transformation groups ofS(CG) defined as the dual mappings to the one–parameter groupsτQ

are, of course, different for the differentτQ. We could try, e.g., to transform by them general
states fromSG.♥
2.3.18.Interpretation. The theorem 2.3.16 shows, that our nonlinear dynamics can be de-
scribed with a help of a∗-automorphism group of our algebra of observablesCG, resp. ofCGU ,
which is aC∗-algebra, hence it corresponds to standardlinear descriptions of quantum systems,
cf. [118, 42, 91, 120]. Since ourC∗-algebraCG is essentially (a weak completion of) the tensor–
product algebraL(H) ⊗ C(EF,C) (let us ignore here some topological aspects of definitions),
it corresponds intuitively to a quantummechanical system composed of the “traditional” one,
described by observables inL(H), and of a “classical subsystem” with the “generalized phase–
space”EF. Hence, our nonlinear quantum dynamics can be considered as a specific restricted
description of dynamics (in Schrödinger picture) of a general quantum (“linear”) system ob-
tained by expressing just the evolution of “microscopic elementary states (resp. mixtures)∈ S∗”
(as states on the algebra of “microscopic observables” inL(H)) only, and leaving the evolu-
tion of other degrees of freedom of the composed system explicitly unnoticed. For some further
comments of this point cf. Section 3.4.�

2.3.19.Remark. We shall be interested now in the possibility to represent the Lie algebra el-
ementsξ ∈ g by some nonlinear generatorshξ ∈ GGcl , and, correspondingly, to represent the
group G by continuous “nonunitary” Poisson automorphisms ofS∗. We shall formulate here
one of such possibilities obtained “trivially” by a “nonlinear” Poisson morphism from the linear
representationU(G). This possibility was in [273] classified as “equivalent” to the linear repre-
sentation. This equivalence is, of course present from the abstract mathematical point of view
of theory of Poisson systems. But the quantummechanical interpretation depends on the met-
ric structureΓν on S∗, which is not invariant with respect to such Poisson morphisms. Hence,
the physics obtained by such a “trivial delinearization” of U(G), as well as of other “G–
structures” based on U(G)might be quite different from physics coming by traditional way
from the linear representationU(G).♥

The following proposition describes an example of mechanism of the mentioned “delin-
earization” (cf. Remark 2.3.19) of theG–structuresbased onU(G).

2.3.20. Proposition (Nonlinear G–realizations).Let the G–system based on a unitary contin-
uous representation U(G) be given. Letψ be a Poisson automorphism ofEF (specified, e.g. with
a help of an open neighbourhood ofEF) leaving each symplectic leaf invariant:

ψ∗{f, h} = {ψ∗f, ψ∗h} for f, h ∈ C∞(EF,R). (2.3.15)

Lethξ := fψξ := F
∗ ◦ ψ∗fξ, ξ ∈ g. Thenfψξ ∈ GGcl , and

{fψξ , f
ψ
η }(ν) = −fψ[ξ,η](ν) for ν ∈ D(F), ξ, η ∈ g, (2.3.16)
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and the associationhX(ξ) 7→ fψξ (ξ ∈ g) is a Poisson Lie algebra isomorphism.

Let Φψ(g) := ψ−1 ◦ Ad∗(g) ◦ ψ : EF → EF; the mappingsΦψ(g) form a group of Poisson
automorphisms ofEF such, that its one–parameter subgroups

Φψξ : t 7→ Φψξ (t) := Φψ(exp(tξ))

are the flows generated byfψξ := ψ∗fξ (ξ ∈ g). Thenfψξ are generators of their “lifts”Φ̃ψξ to

the Poisson automorphism groups ofS∗ determined by the G–symmetry groupsτ ξ,ψ := τQ with
Q := fψξ according to the equations(2.3.12), hence also

hk(Φ̃
ψ
ξ (t)ν) ≡ ν

(
(τ ξ,ψt (k))(F(ν))

)
, ∀k ∈ CG. ♣

Proof. Recall that (cf. Definition 2.2.17)

hX(ξ)(ν) ≡ fξ(F(ν)) = F
∗fξ(ν), ν ∈ D(F),

and the pull–back has trivial kernel inC(EF,R). Since Ran(F) consisting ofAd∗(G)–orbits
is dense inEF, a continuous functionfη identically vanishes on each orbit lying inEF, hence
vanishes onEF, iff there vanishesψ∗fη. It follows that the associationhX(ξ) 7→ fψξ (∀ξ ∈ g) is a
bijection. It is linear inξ, and the formulas (2.2.25), (2.3.15), and (2.2.22) show the conservation
of the Poisson brackets, hence the validity of (2.3.16).

It remains to prove, that the “deformed” flowsΦψξ are generated byfψξ . Leth ∈ C∞(EF,R).
Then

d

dt

∣∣∣∣
t=0

h
(
Φψξ (t)F

)
= dψF

(
(ψ∗)−1h

)
◦ ad∗ξ(ψF ) = (ψF )([dψF ((ψ∗)−1h), ξ])

= {fξ, (ψ∗)−1h}(ψF ) = ψ∗{fξ, (ψ∗)−1h}(F ) = {fψξ , h}(F ), (2.3.17)

where we define(−ad∗ξ) := (adξ)∗, the dual mapping of the inner differentiation of the Lie
algebra,adξ : η 7→ [ξ, η]. This proves the proposition.

2.3.21.Examples. As a large class of examples of mappingsψ occurring in the Proposi-
tion 2.3.20, we can chooseψ := ϕQt for any nonlinearQ ∈ C∞(EF,R) with complete Hamil-
tonian vector field (hence flow) onEF, with a fixed value oft ∈ R. The question of a physical
interpretation of such “nonlinear deformations” of the “linear” one is left open here.♥

Let us consider now the specific case of a physical system described (in the sense of EQM)
by aC∗-algebraC := C(E ,A), with E an Hausdorff compact, andA a simple unitalC∗-algebra,
cf. Definition B.2.5; the continuity off(∈ C) : F (∈ E) 7→ f(F )(∈ A) is here uniform in the
norm ofA. E.g., we can usedimH <∞ andU(G) irreducible in our previous costructions, and
then we shall haveA := L(H), andE(⊂ g∗) some compact convexAd∗–invariant set. In this
caseC ∼ A ⊗ C(E), [227], and the structure of such systems can be described now with some
additional details. Let us mention first, [31, Proposition 2.6]:

2.3.22. Lemma.The pure statesω ∈ S(C)(i.e. extremal points of theσ(C∗, C)–compactS(C)=
C∗+1) are of the form

ω(f) = ωA

(
f(Fω)

)
, ∀f ∈ C, (2.3.18)

whereωA ∈ S(A) are pure states onA, andFω ∈ E is fixed.
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It could be useful to compare this assertion with Definition 2.3.5 to see what states of the
C∗-algebraC are not contained in the set of states determined by that definition.

Let us now describe the general form of symmetry–transformations (i.e. the automorphisms
of C) of such a system, cf. [36], and [32, Remarks 3.15] for more complete (but there unproved)
formulations:

2.3.23. Proposition.Let aC∗-algebraC := C(E ,A) be given as above. Then there is a canon-
ical bijection betweenγ ∈ ∗-Aut C, and couples{ϕγ ; γ̂}, whereϕγ is an arbitrary homeomor-
phism ofE , and γ̂ is an arbitrary mappinĝγ : E → ∗-Aut A, F 7→ γ̂F , with the functions
F 7→ γ̂F (x) (∀x ∈ A) being all norm–continuous. The bijection is determined by the identity

γ(f)(F ) ≡ γ̂F
(
f(ϕγF )

)
, (2.3.19)

valid for all f ∈ C.

Proof. Due to the simplicity ofA, the abelian subalgebraC(E) of C coincides with its center
Z := Z(C). The centerZ is invariant with respect to any∗-automorphism ofC, hence the
restriction ofγ toC(E) is also an automorphism. The Geĺfand–Najmark theory of commutative
C∗-algebras (cf. [187, 103, 101], and also Example B.2.3(iii)) implies that the∗–automorphisms
of C(E) are in a bijective correspondence with homeomorphismsϕ of E onto itself.

(i) Let γ ∈ ∗-Aut C. Then the corresponding homeomorphismϕγ is defined by:

(γf)(F ) =: f(ϕγF ), ∀f ∈ C(E) ⊂ C, ∀F ∈ E .

Let an arbitraryx ∈ A be considered as a constant function – an elementx̂ ∈ C :=
C(E ,A), x̂(F ) ≡ x ≡ x·I(F ), whereI(F ) = 1, ∀F ∈ E . Then the valueγ(x̂)(F ), f ∈ E of
γ(x̂) ∈ C will be denoted by

γ̂F (x) := γ(x̂)(F ), ∀F ∈ E , ∀x ∈ A.

The pointwise character of algebraic operations inC(E ,A) implies that in this way defined̂γ :
F 7→ γ̂F is a∗–morphism ofA into itself.

We shall show that̂γF is a nonzero morphism (hence an isomorphism, due to simplicity of
A) for anyF ∈ E . A general elementf of C is uniformly approximated by elements of the form

f′ :=
∑
j

xj ·fj , f′(F ) ≡
∑
j

x̂j(F )·fj(F ), xj ∈ A, fj ∈ C(E) ⊂ C, (2.3.20)

hence also by the elements of the formγ(f′), sinceγ is a∗-automorphism ofC. For the elements
of the form (2.3.20) one has

γ(f′)(F ) ≡
∑
j

γ̂F (xj)·fj(ϕγF ). (2.3.21)

For a zero morphism̂γF0 it would beγ(f)(F0) = 0 for all f ∈ C, what cannot happen, since both
A, andC(E) are unital. It follows that̂γF ∈ ∗-Aut A, ∀F ∈ E .
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The formula (2.3.21) implies then (2.3.19) due to continuity of all theγ̂F , as well as ofγ:

γ(f′)(F ) ≡ γ̂F

∑
j

xj ·fj(ϕγF )

 .

The continuity of̂γ : F 7→ γ̂F follows from the continuity of each functionF 7→ γ(f)(F ), f ∈ C.
(ii) Let us now have given any homeomorphismϕγ of the Hausdorff compactE onto itself, as
well as an arbitrary strongly continuous familyγ̂ : E → ∗-Aut C, F 7→ γ̂F . Let us define the
mappingsϕ : C → C, andγ0 : C → C as follows:

ϕ(f)(F ) := f(ϕγF ), γ0(f)(F ) := γ̂F
(
f(F )

)
, ∀f ∈ C, F ∈ E . (2.3.22)

The continuity and the morphism properties of the givenγ̂·, andϕγ show that both the map-
pingsϕ, andγ0 introduced in (2.3.22) are∗–automorphisms ofC. Hence the formula (2.3.19)
determines an automorphismγ : C → C as the composition of these two automorphisms:
γ := γ0 ◦ ϕ ∈ ∗-Aut C.

This proposition allows us to view also a degree of generality of the before introduced “G–
transformations”, cf. Definition 2.3.13, at least in the present simple case: Without further sym-
metry requirements, the general automorphism group contains much more continuous subgroups
than we have introduced in Definition 2.3.13. It might be worth mentioning that, under some con-
tinuity requirements ontoγ ∈ ∗-Aut A (πg–normality, [36, 32]), the homeomorphismϕγ can be,
in specific models (mean–field, cf. also Subsection 1.1-b, and Section 3.4) uniquely determined
by the set of automorphisms{γ̂F : F ∈ E}.
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3 Specifications and Applications

It will be shown in this chapter that the general scheme for dynamical theories developed in
Chapter 2 applies to a wide scale of existing physical theories. Different specifications of the
formal scheme mainly consist in choices of classes of “generators”, “observables”, and “states”,
cf. Definitions 2.3.2, 2.3.3, and 2.3.5.

A choice of the representationU(G) belongs to important general tools for such a specifi-
cation, i.e. a determination of a G-system, cf. Definition 2.3.6. There are, however, also other
possible ways for determination of a specification; some of them are connected with models
already published in literature. Let us give first a review of some of these specifications.

3.1 A Review of Considered Specifications

There is a whole array of general physical theories and/or their “caricatures”, resp. “approxima-
tions” covered by the general model of our“Extended Quantum Mechanics” (EQM) described
in Chapter 2. Let us mention here briefly some typical of them, resp. some of possible applica-
tions of EQM; most of these will be described in some details later in this chapter:

3.1.1 (Quantum Mechanics).

Traditional (linear) quantum mechanics (QM) is obtained as the specification corresponding
to the G–system with trivial groupG ≡ {e} ≡ {one–point set consisting of the unit element
e ∈ G}, cf. Section 3.3, esp. Subsection 3.3-b. Another possibility of obtaining QM from EQM
is the restriction of any G–system to the subalgebraCGq ⊂ CG, and accepting only such generators
the flows of which leaveCGq invariant.♠

3.1.2 (Nonlinear Quantum Mechanics).

Nonlinear extensions of QM “living” on the projective Hilbert spaceP (H), and containing in
their setsGG all “relevant” generators is called here the nonlinear QM (NLQM). A specific choice
of “observables” also depends on the accepted interpretation scheme; the same concerns the set
of states of a chosen theory. Note here that, in the framework of this “specification”, it is possible
to describe also the “general theory”, because, e.g. all density matrices could be expressed by unit
rays in the Hilbert spaceH of Hilbert–Schmidt operators, cf. Remark 3.2.1; such an approach
seems, however, in a certain sense “unnatural”, because it needs some additional restrictions.
NLQM will be shortly discussed in Subsections 3.3-a, and 3.3-e.♠

3.1.3 (Subsystems in Macroscopic Environment).

The ideas leading to the theory presented in this work are closely connected with models of
infinite quantum systems with specific dynamics “of mean–field (MF) type”, cf. [130, 31, 32, 33,
264, 185, 87]. We shall not go into details on this point in this paper. It was shown, however, in
Theorem 2.3.16, that all the nonlinear evolutions generated by G–(classical) generatorsQ ∈ GGcl
can be described as one–parameter groups of∗-automorphisms of aC∗-algebra, namely the
C∗-algebraCG. Let us note here that thisC∗-algebraic description allows us, in this formal
framework, todistinguish elementary mixtures from genuine ones: In the case if the domain
EF ⊂ g∗ can be identified with the wholeS∗ (what is possible in the case of the choiceG := U :=
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U(H)), elementary mixtures are just the pure (i.e. extremal) states of the abelianC∗-subalgebra
CGcl ⊂ CG. For some further comments see Section 3.4.♠

3.1.4 (Classical Mechanics).

Classical mechanics (CM) of a system with a symmetry groupG is also contained in EQM:
Let a “kinematical” symmetry groupG of a classical Hamiltonian system be given; we shall

assume for simplicity that it is a connected and simply connected Lie group. Let the phase space
of this system be a homogeneous space ofG, the action ofG being there symplectic. This phase
space can be identified with a coadjoint orbit of the groupG, or of its one–dimensional central
extension, [148]. Natural generalizations of these systems are Poisson systems “living” on an
Ad∗(G)–invariant part ofLie(G)∗ ≡ g∗, cf. Section 1.4, and also Appendix A.4 (for literature
on classical mechanics see also [277, 1, 7, 258, 172, 8, 179]). We can see from Section 2.3 that
our scheme of EQM restricted to the algebraCGcl leads to description of any such “G–symmetric”
CM–system as a subsystem of our (quantal)G–system.♠

3.1.5 (Hartree–Fock Theory).

Specific “quasiclassical” and/or “selfconsistent” approximations for QM described as dy-
namics on manifolds of generalized coherent states, [221, 149, 199, 200], i.e. the “classical
projections of QM”, [27], are contained in EQM as well; these specifications include the sys-
tems obtained by the “time–dependent variational principle”, [200, 154]. An important special
case of these is the time–dependent Hartree–Fock approximation; the corresponding (infinite di-
mensional) set of generalized coherent states consists now from all Slater determinants of an
N–fermion system, and the groupG is the whole unitary group of one–particle Hilbert space, cf.
Subsection 3.3-d.♠

3.1.6 (Specific Time–Dependent QM).

A class of quantummechanical systems with time–dependent Hamiltonians can be found
as a subtheory of EQM; it appears to be identical with the corresponding (time independent)
NLQM. This class includes, as a special case, the nonlinear dynamics (for pure states) proposed
by Weinberg in [273].80 The “integrability” of such systems is determined by integrability of
corresponding classical Hamiltonian systems; cf. Sections 3.5, 3.6.♠

3.1.7 (Aspects of Quantum Measurement).

The developed theory provides a possible framework for dealing with the old fundamental
question of QM – the measurement problem, resp. the problem of “collaps of wave packets”.
Such a possibility is here, however, except of several included remarks and notes at various
places of the text, left just on the level of this unspecified hypothesis.♠

Since the large part of this chapter will consist of formal constructions on a unique Kählerian
orbit O%(U), i.e. the projective Hilbert spaceP (H) consisting of one–dimensional projections
% ≡ %2, it would be useful first to examine the manifold structure ofP (H) in some details. Our
analysis is mainly based on the earlier author’s works [26, 27]; the obtained structures, as well
as used mathematical devices are essentially identical with independently composed papers by
Cirelli et al., cf. mainly [63, 62].

80There is no need of any restriction byU(G) in finite dimensional Hilbert spaces.
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3.2 Structure of Projective Hilbert Space

Let H be a complex Hilbert space. Elementsx of H will be naturally associated with the
corresponding elementsx∗ of the topological dual spaceH∗ of H via the Riesz lemma, i.e.
x∗(y) := (x , y) (∀y ∈ H); the mappingx 7→ x∗ is an antilinear isometry ofH onto
H∗. The space of Hilbert–Schmidt operatorsH will be (linearly and isometrically) identified
with the tensor productH ⊗ H∗ in such a way, that the operator (in the Dirac notation, [74])
|x 〉〈y | ≡ x ⊗ y∗ ∈ L(H) acts as follows:

|x 〉〈y |z := |x 〉〈y |z 〉 := (y , z )x , ∀z ∈ H.

The scalar product inH is then(
x ⊗ y∗, z ⊗ u∗

)
2

= Tr
(
|y〉〈x |·|z 〉〈u|

)
= (x , z )(u, y) ≡ 〈x |z 〉〈u|y〉.

3.2.1.Remark. There is a natural question whether the dynamics (in general – nonlinear) of
density matrices described in Chapter 2 as dynamics on the orbitsO%(U) with arbitrarydim(%)
can be described equivalently as a “corresponding” dynamics on the projective Hilbert space
P (H̃) 3 % of some “another” Hilbert spacẽH, i.e. a dynamics on the “one–dimensional” orbit
O%(Ũ) with dim(%) = 1, Ũ := U(H̃) ≡ (the unitary group ofL(H̃)). This question can be
motivated, e.g., by the fact, that any density matrix% in a separable Hilbert spaceH can be
considered as the “partial trace”, [71, Section 10.1], of a one–dimensional projectionPx on a
tensor–product spaceH⊗K interpreted usually as the Hilbert space of a composed QM–system
containing the considered system (occurring in the state%) as a subsystem described inH (this
assertion is almost trivial: it can be proved by an explicit construction ofPx from %); cf. also
(iii) below. Let us mention here three possibilities of description of “mixed states dynamics” by
a dynamics of vector–states projected to someP (H̃):

(i) Let us recall that the trace–class operators areT ⊂ H ⊂ L(H), where the spaceH is the space
of Hilbert–Schmidt operators endowed with a canonical Hilbert space structure. This shows that
one could formulate all the theory of Chapter 2 “in principle” on the orbit of the unitary group
U(H) of H consisting of one–dimensional projections ofH, i.e. the projective Hilbert spaceP (H)
of H. This would need, however, an additional work to distinguish what elements ofP (H) are
relevant in what physical situations and, moreover, what unitary transformations inH correspond
to those used in Chapter 2.

(ii) Another possibility to describe also density matrices and their (possibly nonlinear) dynam-
ics in framework of a projective Hilbert space comes from elements of the Tomita–Takesaki
theory of modular Hilbert algebras, cf. [253, 42]: LetH̃ be Hilbert space of a faithful weakly∗–
continuous representation of the considered von Neumann algebra of observables (in our case it
isL(H)) with a cyclic and separating vector; that part ofP (H̃) which is the image by the canon-
ical projectionH̃ → P (H̃) of the natural positive coneP in H̃, cf. [42, Section 2.5.4], describes
the wholeS∗(L(H)).

(iii) The last possibility to be mentioned here is that one considering the density matrix% ∈ T(H)
as the partial trace of somePx ∈ P (H ⊗K). Let us assume that both the Hilbert spacesH and
K are infinite–dimensional separable. If{ϕ(1)

k ; k ∈ Z+} ⊂ H is an orthonormal basis ofH such
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that the given density matrix% is

% =
∞∑
j=1

λj |ϕ(1)
j 〉〈ϕ

(1)
j |,

then, for any orthonormal basis{ψ(2)
k , k ∈ Z+} of K, the vectorx ∈ H ⊗K defined by

x :=
∑
j∈Z+

√
λjϕ

(1)
j ⊗ ψ

(2)
j

has the desired property: For anyA ∈ L(H), with IK the identity inL(K), one has

Tr(%A) := TrH(%·A) ≡ TrH⊗K(Px ·A⊗ IK).

This formula defines the mappingTrK : Px 7→ % called thepartial trace , cf. [71]. The mapping
TrK can be extended by linearity to whole spaceT(H⊗K) of trace–class operators on the Hilbert
space of the “composed system”. Let, e.g.,uf (t, %) be a unitary cocycle describing (nonlinear)
evolution of% ∈ T(H) according to Proposition 2.1.15. Then

%(t) ≡ uf (t, %)%uf (t, %)−1,

and the corresponding evolution ofx ∈ H ⊗K can be chosen as

x (t) ≡
∞∑
j=1

√
λj
(
uf (t, %)ϕ(1)

j

)
⊗ ψ(2)

j .

Now one has to solve the problem whether and how this evolution can be described by a unitary
cocycleũh(t, x ) acting onP (H⊗K).

We do not intend to elaborate further these remarks in this work. They were mainly men-
tioned here to stress importance of the special orbit ofU(H): the projective Hilbert spaceP (H).
♥

The projective Hilbert spaceP (H) will be considered as a complex–analytic manifold, the
structure of which will be presently described.

3.2.2. Notation. The elements ofP (H) will be identified with one–dimensional projections and
denoted also by boldface lowercase letters:y ≡ Py ∈ P (H), y ∈ y, i.e. we shall consider ele-
ments ofP (H) interchangeably as equivalence classes inH: y := {x ∈ H : ∃λ ∈ C, x = λy},
and as one–dimensional projectionsPy ≡ Py. In the case if(0 6=)y ∈ H is expressed by afor-
mulawritten in any type of letters, then we shall use the boldface expression in boldface brackets
to write down the corresponding symbol for the classy ∈ P (H), y ∈ y := (formula).♥

Let us define now an atlas on the manifoldP (H):

3.2.3. Definitions (Atlas onP (H)).

(i) The topology ofP (H) will be defined as the factor–topology coming from the Hilbert–space
norm–topology ofH. It can be shown, [27], that this topology is equivalent to several other
natural topologies induced onP (H) by its embedding to the Banach spacesL(H), H, Ts, or also
to several weak topologies coming from the duality relation(Px;C) 7→ Tr(CPx) ≡ 〈C;Px〉.
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(ii) The charts onP (H) consist of neighbourhoods

Vy := {Px ∈ P (H) : Tr(PxPy) 6= 0} (3.2.1a)

of the pointsy ∈ P (H), and their (y–dependent) mappings

θy : Vy → [y ]⊥, Px 7→ θy(x) := ‖y‖2(y , x )−1(I − Py)x (3.2.1b)

onto the complex orthogonal complements[y ]⊥ (considered as complex Hilbert subspaces ofH)
of nonzeroy ∈ H, y ∈ y.

3.2.4. Proposition. The mappingθx is a homeomorphism ofVx onto [x]⊥ (with the norm–
topology ofH). The set

{(Vx; θx) : 0 6= x ∈ H} (3.2.2a)

is an atlas onP (H) defining a complex–analytic manifold structure consistent with the topology
of P (H).♣

Proof. For anyyj ∈ Vx, and anyyj ∈ yj (j = 1, 2), it is y1 6= y2 iff (x, y2)y1 6= (x, y1)y2,
hence according to (3.2.1),θx is injective.

For anyz ∈ [x]⊥ andy := z + x, we havey ∈ Vx (sincex 6= 0), andθx(y) = z, henceθx
is bijective. Let‖x‖ := 1. Forzj ∈ [x]⊥, yj := zj + x (j = 1, 2) the identity

1− Tr(Py1Py2) =
1

(‖z1‖2 + 1)(‖z2‖2 + 1)
(
‖z1 − z2‖2 + ‖z2‖2 ·‖(I − Pz2)(z1 − z2)‖2

)
(3.2.2b)

implies the bicontinuity ofθx. For any0 6= xj ∈ H, j = 1, 2, and forz ∈ θx1(Vx1 ∩ Vx2), we
have

θx2 ◦ θ−1
x1

(z) = ‖x2‖2
x1 + z

(x2, x1 + z)
− x2, (3.2.2c)

and we can see, cf. [40, 58], that the mapping

θx2 ◦ θ−1
x1

: θx1 (Vx1 ∩ Vx2)→ θx2 (Vx1 ∩ Vx2) (3.2.2d)

is a complex analytic function.

The tangent spaceTyP (H) of P (H) at y ∈ P (H) will be identified with the linear s-
pace of classes of mutually tangent differentiable curves aty as in the finite dimensional
case, [1, 61, 151]; this is in accordance with our results from Subsection 2.1-b, cf. Definition-
s 2.1.3, and Proposition 2.1.5. For any differentiable mappingθ of a neighbourhood ofy onto
a neighbourhood ofθ(y) in another differentiable manifold, the corresponding tangent mapping
Tyθ maps the vectorv ∈ TyP (H) represented by a curvet 7→ cv(t) (cv(0) = y) onto the
vector tangent atθ(y) represented by the curvet 7→ θ(cv(t)). If x ∈ Vy (hencey ∈ Vx), Tyθx

mapsTyP (H) onto [x ]⊥, and the choice ofx := y ∈ y (in the index ofθx ) leads to a natural
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(y–dependent) identification ofTyP (H) with [y]⊥ (and also withVy). The vectorv ∈ TyP (H)
(let y be fixed) is mapped ontovx := Tyθx (v) ∈ [x ]⊥,

vx :=
d

dt

∣∣∣∣
t=0

θx (cv(t)). (3.2.3a)

One can choose, e.g.,

cv(t) := (exp(−itB(v))y) = Ad∗
(
exp(−itB(v))

)
Py, (3.2.3b)

whereB(v) is a selfadjoint element ofL(H) representing an arbitrarily chosen vectorv ∈
TyP (H) in this way. With such a choice ofB(v), one has the expression

vx = −i (x , y)−1‖x‖2
(
I − PyPx

Tr(PyPx)

)
B(v)y . (3.2.3c)

For x = y , this leads to

vy = −i (I − Py)B(v)y . (3.2.3d)

Specifyingv by the choice of anyv ∈ [y ]⊥, and by the choice

B(v) := i ‖y‖−2(|v〉〈y | − |y〉〈v |), (3.2.3e)

one obtainsvy = v . With a choseny ∈ y, and the corresponding “identificationθy ” of TyP (H)
with [y ]⊥, one can identifyv ≡ v ≡ vy. For different choices ofx in (3.2.3), on the other hand,
one obtains expressionsvx andvz of v in different chartsθx andθz related mutually by

vz = ‖x‖−2(z , y)−1‖z‖2(x , y)
(
I − |y〉〈z |

(z , y)

)
vx. (3.2.4)

Let us note that(z , y)−1|y〉〈z | = PyPz/Tr(PyPz). One can now also check validity of the
following two mutually inverse relations:

vx = (x , y)−1‖x‖2
(
I − PyPx

Tr(PyPx)

)
vy, (3.2.5a)

and

vy = ‖x‖−2(x , y)(I − Py)vx. (3.2.5b)

We shall considerP (H) as a real analytic manifold endowed with (integrable, [63]) complex
structure

J ∈ T 1
1 (P (H))

(T rs (M) denotes the vector space of allr–times contravariant ands–times covariant smooth
tensor fields on a manifoldM ) defined as the sectiony 7→ Jy ∈ L([y ]⊥) with (Jyv)y := ivy,
i.e. the complex structure is determined by the given multiplication by the imaginary unit “i” in
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H. The Kähler metricsΓ ∈ T 0
2 (P (H)) onP (H), cf. [26, 27, 63], called also theFubini–Study

metrics, can be expressed in the following form:

Γy(v,w) := 2‖y‖−2Re(vy,wy), v,w ∈ TyP (H). (3.2.6)

The corresponding symplectic formΩ ∈ T 0
2 (P (H)) is then expressed by:

Ωy(v,w) := Γy(v, Jw) = −2‖y‖−2Im(vy,wy). (3.2.7)

These structures coincide onP (H) with those coming from the tensor fieldΨ, cf. (2.1.27).

3.2.5. Lemma. The two–formΩ in (3.2.7)coincides with the restriction to the orbitP (H) of the
form Ω from (2.1.27).♣

Proof. The mappingβν defined in (2.1.7) forν := y ∈ P (H) has the formβy(c) = i[c, Py],
wherec ∈ TyOy(U) ⊂ Ts is represented (cf. Definitions 2.1.3(iii)) by a bounded operator. If a
vectorv ∈ TyP (H) corresponds to the curve

t 7→ cv(t) := (exp(−itB(v))y) = Ad∗
(
exp(−itB(v))

)
Py, (3.2.8a)

then the corresponding operator is

c = ċv :=
d

dt

∣∣∣∣
t=0

cv(t) = i[Py, B(v)]. (3.2.8b)

By a use of Definitions 2.1.3(iv), one obtainsβy(ċv) = qy(B(v)). Inserting these expressions
to (2.1.27), we obtain the relation

Ωy(v,w) = i T r
(
Py[qy(B(v)), qy(B(w))]

)
, (3.2.8c)

what is identical with the result of the corresponding insertions from equations (3.2.3) in-
to (3.2.7).

Expressed in the chartθx, the Kähler structureΨ onP (H) has the form:

Γy(v,w)− iΩy(v,w) = 2‖y‖−2Tr(PxPy)(vx, (I − Py)wx). (3.2.9)

Inserting from (3.2.3) into (3.2.6) and (3.2.7), one obtains an expression of the Kähler struc-
ture in terms of the selfadjoint operatorsB(v(x)) andB(w(x)) representing the vector fieldsv
andw in any pointx ∈ P (H), cf. also (2.1.27):

Ψy(v,w) = 2‖y‖−2(vy,wy) =

2Tr
(
PyB(v(y))B(w(y))

)
− 2Tr

(
PyB(v(y))

)
Tr
(
PyB(w(y))

)
.

(3.2.10)

It can be shown, [62], that the distance function d(x,y) on P (H) corresponding to the Rie-
mannian metricsΓ is expressed by81

d(x,y) =
√

2 arccos
√
Tr(PxPy), (3.2.11)

81The derivation of the distance d(x,y) is easy after accepting the (plausible looking) assumption, that any geodesic
is contained in the submanifold ofP (H) homeomorphic to a real two–dimensional sphere representing the projective
Hilbert space of the two–dimensional complex subspace ofH spanned by{x, y}. The nontrivial part of the proof consists
in justification of this assumption, [30].
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with values in the interval
[
0; π√

2

]
.

The linearity of conventional quantummechanical time–evolutions, as well as other symme-
try transformations is closely connected with the metrics (3.2.11). The corresponding mathe-
matical formulation is in fact a rephrasing of the very well known Wigner theorem, cf. Re-
mark 2.3.14, [280, 283]:

3.2.6. Proposition. Let Φ be any bijection ofP (H) onto itself conserving the distance function
d from (3.2.11). Then there is a linear, or antilinear isometryuΦ of H onto itself representing
Φ in the sense thatΦ(y) = (uΦy) for all y ∈ P (H) (0 6= y ∈ y). If uΦ is linear, thenΦ
conserves also the symplectic formΩ:

(Φ∗Ω)y (v,w) := ΩΦ(y) (Φ∗v,Φ∗w) = Ωy(v,w), (3.2.12)

i.e. Φ is an isometric symplectomorphism ofP (H). The mappingΦ changes the sign at the
symplectic formΩ in the case of antilinearuΦ: Φ∗Ω ≡ −Ω. ♣

Proof. Conservation of d means conservation of the “transition probabilities”Tr(PxPy),
∀x , y ∈ H \ {0}; this means also conservation of the metric tensorΓ. According to the Wign-
er theorem there is unitary or antiunitary bijectionuΦ : H → H, as stated in the proposition.
But the symplectic form is invariant with respect to unitary transformation, as was shown in the
Remark 2.2.11. The last part of the proposition is a consequence of the fact that antiunitary map-
pings u change the value of the scalar product inH to its complex conjugate:(ux,uy) = (y, x).
For more details cf. [62, 27, 63].

3.2.7.Remark. A general (“nonlinear”) symplectomorphism ofP (H) does not conserveΓ (e-
quivalently: the distance function d). This might be considered as a strong argument for linearity
of QM, since, as we shall see soon in Section 3.3, the metric tensor leading to this distance func-
tion is a tool for geometric reformulation of the probability interpretation of QM. By introducing
the “nonlinear observables” and their nonlinear transformations, and also the corresponding inter-
pretation based on the “two point function representatives” of observables, cf. Definitions 2.3.3,
and 2.3.4, we have overcame the difficulty with noninvariance of this “interpretational device”
with respect to general symplectomorphisms.♥

3.3 Symplectic Form of QM and NLQM; Restrictions of QM

The traditional (linear) quantum mechanics (QM) is completely described by kinematics and
dynamics onP (H), i.e. the effects connected with other parts of the “elementary quantum phase
space”S∗ containing density matrices% 6= %2 which are described by the formalism of Chapter 2
can be reproduced by the restriction of that formalism to the “one–dimensional” orbitP (H) only,
and by “dynamics independent” manipulations with objects defined on it. This is due to linearity,
since the used transformations (time evolutions, symmetries) ofS∗ are then affine mappings, and
expectations also affinely depend on% ∈ S∗.

In the terminology of Chapter 2, QM can be obtained as theG–system on an infinite–
dimensional separable Hilbert spaceH with the trivial groupG := {e}. In this case, the setGGcl
of G–classical generators consists of constants. The setGG of G–symmetry generators, on the
other hand, contains (densely defined) functionshY corresponding to all selfadjoint operatorsY .
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Observables can be represented by affine functionshf only, since their function representatives
ĥf do not depend on theG–classical variableν in the ascription(%; ν) 7→ ĥf(%, ν). The “genuine
mixtures”µ, µ′ ∈ MG corresponding to the same barycentresb(µ) = b(µ′) are not mutually
distinguishable by measurements of theG–observables, neither they could be distinguished after
a use of symmetry transformations (resp. evolutions) in the framework of thisG–system. The
“permitted” (possibly unbounded) generators and observables include (densely defined) affine
functionsν 7→ hX(ν) := ν(X) corresponding to selfadjoint operatorsX.

We shall consider “nonlinear extensions” of this QM–system (i.e. of theG–system with triv-
ial G := {e}) by allowing evolutions of states by nonlinear generators.82 To be able to deal
also with the questions of “integrability” of also nonlinear functions of thesehX ’s, see Defini-
tions 2.2.13, it is useful to (choose and to) consider theseX ’s as selfadjoint generators of some
unitary representationV (S) of a “symmetry groupS” associated with the considered system (e.g.
S could be the2n + 1–dimensional Weyl–Heisenberg group, i.e. the standard one–dimensional
central extension, [148, 267], of the commutative2n–dimensional group of translations in clas-
sical linear2n–dimensional phase space, see below in this section). These versions of nonlinear
quantum mechanics (NLQM) are not symmetric with respect to transitions betweenSchr̈odinger
and Heisenberg pictures: They can be used in Schrödinger picture only, since a nonlinear (i.e.
nonaffine) transformation ofS∗ cannot be expressed by some “transition to adjoints”, [41], as a
transformation of thealgebra of linear observables: this algebra could not stay invariant with
respect to such a transformation.

Another way of “transitions to nonlinearity” in QM consists in restrictions of (linear) dynam-
ics of QM to submanifolds ofP (H) (or also ofTs), e.g. to some orbitsO%(S) of a representation
V (S). We can obtain in that way also usual “quasiclassical”, or “self-consistent” approximations,
e.g. WKB, or Hartree–Fock approximations as versions of NLQM, cf. also our Subsections 3.3-
c and 3.3-e. The groupS needn’t be interpreted, however, as a group of transformations of a
“classical background” (cf. Section 3.4) beingdynamically connectedwith the system, as it is
in the case ofG–systems with nontrivialG and general (nonlinear)G–generators. Only affine
functionsν 7→ f(ν) (and their restrictions)83 defined on dense sub–domains ofS∗ are used here
in the r̂oles of the generators as well as observables. All the “traditional” quantities are “essen-
tially contained” in the sets of corresponding quantities ofanyG–system: D(F) is dense inS∗,
and for calculation of any bounded (hence continuous) observablef∗ = f ∈ CGq (≡ L(H), cf.
Definition 2.3.3) one can use valueshf(ν) for ν ∈ D(F) (cf.(2.3.3), and Interpretation 2.3.11).
The general observableshX used in the r̂ole of generators could, however, violate the relation
ϕ̃Xt D(F) ⊂ D(F) for someG–systems.

We shall describe in this section the symplectic reformulation (equivalent to the usual Hilbert
space formulation) of traditional (linear) QM, as well some of its restrictions to submanifolds of
P (H) leading to nonlinear dynamics (corresponding, e.g., to some “quasiclassical approxima-
tions”) the general form of which was described in Chapter 2. Let us first, however, formulate
briefly a general nonlinear quantum mechanics (NLQM) on the projective Hilbert spaceP (H)
to point out some differences between QM and NLQM.

82Such an extension of QM can be obtainedby restrictionof aG–system with nontrivialG in the way, that we shall
admit linear observables only, i.e. the observables represented by nonconstant operator–valued functions onEF will be
ignored (cf. Definitions 2.3.3).

83Restrictions of affine functions to submanifoldsO%(S) considered as Hamiltonians on the phase spacesO%(S) lead
generally, however, to nonlinear dynamics on these submanifolds.
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3.3-a Generalized quantum mechanics onP (H)

We shall consider here a general (nonlinear) EQM, but we shall restrict our attention to dynamics
and kinematics restricted toP (H) only. Let us choose also a Lie groupG and its unitary repre-
sentationU(G) such, that the space of generatorsGG includes all the (nonlinear) generators we
want to use in the theory. Let us consider, however, only elementary quantum observablesCGq ,
cf. Definition 2.3.3(ii), in the r̂ole of bounded observables we intend to interpret in the considered
model. Hence, for nonlinear evolutions, the Heisenberg picture will not be used. We shall call
the chosen system arestrictedG–system(i.e. restricted to the “restricted quantum phase space”
P (H) ⊂ S∗, with the restricted set of observablesCGq ).

If Xj = X∗j are elements of the representationdU(g) of the Lie algebrag of G, then the
typical form of the (“restricted”) generatorsQ ∈ GG will be

Q : ν(∈ P (H)) 7→ Q(ν) ≡ Q(ν(X1), ν(X2), . . . ),

with Q ∈ C∞(g∗,R). The corresponding nonlinear Schrödinger equations are discussed in
Sections 3.5, 3.6, and also in Subsection 3.3-e.

Let us denoteFP (H) := C∞(P (H),R) the differentiable functions on the Banach manifold
P (H). The differentialdf ∈ T 0

1 (P (H)) of f ∈ FP (H) can be determined by the formula

dxf(w(x)) :=
d

dt

∣∣∣∣
t=0

f
(
(exp(−itB(w(x)))x)

)
, (3.3.1)

with B(w) specified in (3.2.3), for any vector fieldw ∈ T 1
0 (P (H)). The symplectic formΩ

is strongly nondegenerate [61] onP (H) (cf. Theorem 2.1.19), hence it associates with each
f ∈ FP (H) a unique Hamiltonian vector fieldvf onP (H) such that

Ω(vf ,w) = −df(w),∀w ∈ T 1
0 (P (H)). (3.3.2)

The (local) flowϕ̃f of vf leavesΩ invariant, hence for the Lie derivative£vf
we have:

£vf
Ω = 0 .

The Poisson bracket{f, h} := Ω(vf ,vh) ∈ FP (H) determines the differential equation (equiv-
alent to the Schr̈odinger equation for affine f) for the Hamiltonian flow̃ϕf . Also the following
formula (well known from CM, [7, 1]) is valid here:

dh(vf ) = {f, h} (∀h ∈ FP (H)).

We shall formulate now a necessary and sufficient condition under which a functionf ∈ FP (H)

is affine, i.e. is expressed by a linear operator:

3.3.1. Proposition. Let f ∈ P (H), and letvf is the corresponding Hamiltonian vector field
onP (H). Let Γ be the canonical (K̈ahlerian) metrics onP (H). Then£vf

Γ ≡ 0 iff there is a
bounded selfadjoint operatora = a∗ ∈ L(H) such that:

f(x) ≡ ha(x) := Tr(Pxa), 0 6= x ∈ x. (3.3.3a)
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In the case off = ha, vf is complete, and one has

ϕ̃ft (x) = (exp(−ita)x), t ∈ R, x ∈ P (H), 0 6= x ∈ x. (3.3.3b)

Hence the flows of those Hamiltonian vectors fieldsvf which conserve the metricsΓ onP (H)
correspond to norm continuous one–parameter unitary groups onH.♣

A proof is contained in [63, Propositions 3.4, and 3.5], resp. in [27].
Let us introduce also theRiemann bracket [[·, ·]] in accordance with [63]:

[[f, h]] := Γ(vf ,vh). (3.3.4)

An immediate consequence of (3.2.10) and of the Proposition 3.3.1 is the following lemma, cf.
also [63]:

3.3.2. Lemma. Letha ∈ FP (H) be defined for anya ∈ L(H) by (3.3.3). Then for any selfadjoint
a,b ∈ L(H), the following formula holds:

2ha ∗ hb := 2ha·b = [[ha, hb]]− i{ha, hb}+ hahb. (3.3.5)

The mappingsa 7→ ha(x) (x ∈ P (H)) are continuous in the weak operator topology.♣

Due to (3.3.5), we can calculateTr(Pxan) (∀n ∈ N) in terms of the functionha, what
allows us to express the probability interpretation of QM in differential geometrical terms on
P (H): The formula (3.3.5) leads us (via the functional calculus) to a rule for calculation ofhf(a)

for an arbitrary real bounded Borel functionf defined on the spectrumσ(a) ofa = a∗ ∈ L(H)s.
Then the numberhf(a)(x) ≡ Tr(Pxf(a)) can be interpreted as the expectation value of the
“observable” (represented by the operator)f(a) obtained by averaging of repeated measurements
of f(a) in the (repeatedly prepared) pure quantum statex ∈ S∗. The probability of finding
measured values of a selfadjoint ain an intervalJ ⊂ R is then expressed by taking forf the
characteristic functionχJ of that interval:

prob(x, a ∈ J) = Tr(PxχJ (a)). (3.3.6)

Calculating expectations of arbitrary selfadjoint a inL(H) for any (elementary) mixture
% ∈ S in the standard way from the expectations in pure states (by corresponding convex combi-
nations), we obtain the resultTr(%a), in accordance with QM.

Let us stress also here that each% such that%2 6= % ∈ S∗ can be decomposed in uncountably
many different ways into (not necessarily orthogonal) convex combinations

% =
∑
j

λjPx(j), λj ≥ 0,
∑
j

λj = 1,

of one–dimensional projectionsPx(j), x(j) ∈ H (representing pure states).84 Different decom-
positions(Px(j);λj ; j ∈ J), and (Px′(j′);λ′j′ ; j

′ ∈ J ′) of a given% can be represented, in

84This is an essential difference of QM from CM.
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another language, by probability measuresµ%, µ
′
% on the state spaceS∗ with the samebarycen-

tre b(µ%) = b(µ′%) = %, the measures being concentrated on at most countable sets of points
(i.e. on the sets{Px(j) : j ∈ J}):

µ%({Px(j)}) = λj , ∀j ∈ J,

hence the statesωµ (µ = µ%, µ
′
%, . . . ), all representing the same%, give the following expressions

for expectation values ofa ∈ L(H)s:

ωµ(a) :=
∫
S∗
ν(a)µ(dν) ≡

∫
S∗
Tr(aν)µ(dν)

=
∫
P (H)

Tr(aν)µ(dν) =
∫
P (H)

ha(Px)µ(dPx)

=
∑
j∈J

ha(Px(j))µ({Px(j)}) =: Tr(b(µ)a) = Tr(%a).

(3.3.7)

In “orthodox” linear QM the states corresponding to measures onS∗ with the same resultant
are indistinguishable. This is one of the important differences of QM from NLQM (also in the
framework of our restricted model of EQM).

3.3.3.Note. Let Q be a nonlinear generator of time evolution in our theory. Then, according
to Proposition 3.3.1, its flow̃ϕQ does not conserve the canonical metricsΓ, hence it does not
conserve the distance functiond : P (H) × P (H) → R+. From the expression (3.2.11) of the
distance functiond(Px, Py) we see that, in turn, it does not conserve the “transition probabili-
ties” Tr(PxPy) = |〈x|y〉|2 between the statesx,y ∈ P (H). This shows, however, that different
measuresµ 6= µ′ with the same barycentresb(µ) = b(µ′) can have different barycentres after
some timet 6= 0 : b(µ◦ ϕ̃Q

−t) 6= b(µ′ ◦ ϕ̃Q
−t), and validity of some of the equalities in (3.3.7) will

depend on time (cf. also Subsection 2.1-e). This might lead to prediction of superluminal com-
munication (for a specific, but rather conventional, interpretation of the process of measurement
in QM), as is pointed out in the Interpretation 2.1.24.♥
3.3.4.Interpretation. In the traditional interpretation of QM, the expectation value of the nu-
merical results of measurement of an “observable f” (i.e. a scalar–valued function f of quan-
tum statesy, in this case an “affine” one, resp. Kähler function in the terminology of [63]) in
an arbitrary (pure) statey ∈ P (H) equals to its value f(y), i.e. for f:=hX , the expectation is
hX(y) = Tr(PyX) = 〈y|X|y〉, if ‖y‖ = 1. The calculations of these expectations are close-
ly connected, in the orthodox QM, with eigenstates of the operatorsX (assume now, thatX
has pure point spectrum). In terms of the presented “geometric formulation”, the eigenvectors
x(k) ≡ |x(k)〉 ∈ H,

X|x(k)〉 = κk|x(k)〉, k ∈ K,
∑
k∈K

Px(k) = IH,

resp. the one–dimensional eigenprojectionsPx(k) ≡ x(k) ∈ P (H), are exactly the “stationary
points” of the generatorshX , cf.3.3.5.

Stationarity of the pointsx(k) is rather a “dynamical property”. The observable probabilities
can be expressed with a help of the projection measureEX of X : EX(J) := χJ(X), as
above, see (3.3.6).
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Let us denote theeigenprojections ofX corresponding to single eigenvaluesκk byEk,

Ek := EX({κk}) :=
∑

j∈K:κj=κk

Px(j).

Then the probability of obtaining the resultκk, if X is measured on the system prepared in the
statey ∈ P (H), is

prob(y;X = κk) = Tr(EkPy).

The values of these probabilities, fordimEk = 1, i.e.Ek = Px(k), are the above discussed (cf.
Remark 2.3.14)“transition probabilities” , and the values of the functionhX in these points
Px(k) are just the measured eigenvalues,hX(x(k)) = κk. Hence the expectation value ofX
with pure point spectrum in an arbitraryy ∈ P (H) is

〈X〉y :=hX(y) =
∑
k∈K

Tr(Px(k)Py)hX(x(k)) ≡ Tr

(∑
k∈K

hX
(
x(k)

)
Px(k)Py

)

=Tr

(∑
k∈K

κkPx(k)Py

)
≡ Tr(XPy).

(3.3.8)

The first sum is often interpreted in the sense of classical probability, [95], by considering
occurrences of differentκk (better: of different orthogonal eigenstates) as independent “events”,
and the functionx(k) 7→ Tr(PyPx(k)) is a measure on the space of these “events” deter-
mined by the statey ∈ P (H), and consisting of the “transition probabilities”. If the concept
of the “transition probabilities” (which is coming from an interpretation of quantum measure-
ment) were taken seriously also for NLQM, and the rôle accepted for the stationary points
{x(k) ∈ P (H) : dx(k)f = 0} =: S(f) of a “nonlinear observable”f (cf. [273]) were for-
mulated as above, in the case of linear observables,85 with keeping unchanged the above formu-
la (3.3.8) for calculation of expectations, i.e. if we postulated something like

〈f〉y :=
∑

x∈S(f)

Tr(PxPy)f(x), ∀y ∈ P (H),

then we would come to a contradiction: The “nonlinear” functionf would be affine:

f ≡ hY , Y :=
∑

x∈S(f)

f(x)Px.

This consideration indicates that a “traditional–like” interpretation of observables expressed as
numerical functions onP (H) (our “reduced function representations”, cf. Definitions 2.3.4) can-
not be used in NLQM.�

85This means that we would work with such an “observable” as with a random variable in the sense of Kolmogorov
formulation of probability theory, by which the stationary states form the the whole space of “elementary events”.
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3.3.5. Lemma. LetX = X∗ be any selfadjoint operator onH with corresponding (densely de-
fined) functionhX onP (H). Letx 7→ dxhX be its generalized differential (cf. Definition 2.2.9)
defined on the domainD(hX), cf. also Lemma 2.2.7, and Proposition 2.2.8. Then the pointsx(k)
lying in the domain ofdhX in which the differential vanishes, satisfy the relation

dx(k)hX = 0⇔ X|x(k)〉 = κk|x(k)〉, (x(k) ∈ x(k) ∈ P (H)),

i.e. they are exactly the one–dimensional eigenspaces ofX.♣

Proof. The differentialdxhX can be represented, according to considerations in Subsection 2.2-
b, on its domain by the bounded operator

dxhX = qx(X) ≡ PxX(IH − Px) + (IH − Px)XPx = PxX +XPx − 2PxXPx,

and its vanishing implies commutativity ofPx with X, i.e. invariance of the one–dimensional
subspacex with respect to the action ofX. For proof of the converse, the arguments go in the
reversed order.

We stop here with general considerations, and we shall turn now to more specific cases.

3.3-b The Weyl–Heisenberg group and CCR

The2n+1–dimensionalWeyl–Heisenberg groupGWH (it is also called theHeisenberg group)
can be chosen in our theory either in the rôle of the groupG defining aG–system, cf. Defini-
tion 2.3.6, or in the r̂ole of the above mentioned Lie groupS determining domains for general-
ized fields (cf. Definition 2.2.13). We shall investigate here the action of the standard irreducible
Schr̈odinger representationU(GWH) of GWH onH in some details, as well as the quantum
kinematics and dynamics constructed with a help of it. As an expression of the corresponding
Lie algebra relations between generators we obtain the usual definitions ofcanonical commu-
tation relations (CCR).

Let us recall that the2n+ 1–dimensional groupGWH can be defined as the group of square
(n+ 2)× (n+ 2)–matrices, [148, 287]:

g(q, p, s) :=

1 −q s
0 In pT

0 0 1

 , (3.3.9a)

whereq := {q1, q2, . . . qn} ∈ Rn, p := {p1, p2, . . . pn} ∈ Rn, s ∈ R, In is the unitn×n–matrix,
pT is the transposed rowp (i.e. the column vector), and0’s have an appropriate meaning of zero
submatrices according to their place in the matrix. The group multiplication is represented by
the matrix multiplication:

g(q, p, s)g(q′, p′, s′) = g(q + q′, p+ p′, s+ s′ − q ·p′), (3.3.9b)

with q ·p′ :=
∑
j qjp

′
j . Let’s note thatpT (or p) can be considered as an element of the dual

(Rn)∗, hence its value onq ∈ Rn is 〈pT ; q〉 := q ·p :=
∑
j qjpj .

The groupGWH is a central extension, [148, 267], of the commutative groupR
2n 3 (q; p) ≡

x (with respect to the additionx+ x′) by the additive groupR, corresponding to themultiplier
(in additive notation) [267, Chap. X]̃m(x, x′) ≡ −p′ ·q.
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3.3.6.Note (Multipliers and quantization).The commutative groupR2n is naturally identified
with a classical phase space, or with the group of its translations. As any commutative group,
it has only one–dimensional linear (unitary) irreducible representations. It has, however, many
(mutually inequivalent) infinite–dimensionalprojective representations, i.e. “unitary represen-
tations up to a phase factor”. Namely multipliersm(x, y), x, y ∈ R2n, i.e. real–valued functions
on the direct product of two copies of the group,R2n × R2n, satisfying

m(x+ y, z) +m(x, y) ≡ m(x, y + z) +m(y, z), m(x, 0) ≡ m(0, x) ≡ 0, (3.3.10)

are the (logarithms/i of the) phase factors of the (noncommutative) projective representations.
In a more general setting, letG be a Lie group, and sayV (G) be its continuous projective
representation with a multiplierm: Let g1 ·g2 ∈ G denotes the multiplication inG (e.g. addition
inR2n). Letm be a multiplier ofG, i.e.m : G×G→ R satisfying the relations in (3.3.10), with,
e.g.,m(g1·g2, g3) 7→ m(x+ y, z), etc. The projectivem–representationV (G) is characterized
by unitarity of the allV (g)’s, and by the relation:

V (g1 ·g2) ≡ exp(i·m(g1, g2))V (g1)V (g2). (3.3.11a)

One can make from these “unitary up to factors” representationsV (G) genuine unitary represen-
tations of larger noncommutative groupsGm constructed from the original groupG (e.g. from
ourG := R

2n) with a help of the corresponding multipliersm. Thesecentral extensionsGm
of a Lie groupG are constructed as follows:

Let (g;λ) ∈ G × S1, with S1 := {λ ∈ C : |λ| = 1}. Then the central extensionGm of the
groupG by the commutative groupS1 (resp. byR, if the “corresponding logarithms” are taken)
corresponding to the multiplierm consists of the couples(g;λ), and the group multiplication is
defined by

(g1;λ1)·(g2;λ2) :=
(
g1 ·g2; exp

(
i·m(g1, g2)

)
λ1λ2

)
. (3.3.11b)

This simple procedure makes from a (say, commutative) groupG another (noncommutative)
groupGm, providedm is not exact; exactness ofm means the existence of a real function
a : G→ R such, that

m(g1, g2) ≡ a(g1 ·g2)− a(g1)− a(g2). (3.3.11c)

If the difference of two multipliersm1−m2 (what is always again a multiplier) is exact,m1 and
m2 are (mutually) similar, orcohomologous.

Let us take now them–representationV (G). It can be “translated” into a unitary representa-
tion V (Gm) of Gm as follows:

V
(
(g;λ)

)
:= λ−1V (g). (3.3.11d)

There is a certain “both-sided” correspondence between projective “m–representations” of
G, and a class of unitary representations ofGm. For details cf. [267, Theorem 10.16]. As
we shall see in a while, traditional “quantization” of classical flat phase spaces corresponds to
specific choice of a multiplier ofG := R

2n, determined by the experimental value of the Planck
constant~.♥



116 3 Specifications and Applications

To any similar multiplier m̃′ related tom̃ by a real–valued functiona : (G 3)x 7→
a(x), a(0) = 0:

m̃′(x, x′) ≡ m̃(x, x′) + a(x+ x′)− a(x)− a(x′) (3.3.12a)

corresponds the central extension isomorphic toGWH . The choicea(q; p) := 1
2p ·q gives the

following group–multiplication inGWH (corresponding to a reparametrization of the abstract
groupGWH )

g̃(q, p, s)g̃(q′, p′, s′) = g̃(q + q′, p+ p′, s+ s′ +
1
2

(q′ ·p− p′ ·q)), (3.3.12b)

and the corresponding matrix representation is

g̃(q, p, s) :=

1 −q s− p·q/2
0 In pT

0 0 1

 , (3.3.12c)

what corresponds to the form usually used in QM, as will be clear soon.
The Lie algebra ofGWH can be described as the matrix algebra consisting of derivatives of

matricesg(q, p, s) with respect to the parameters. Let the basis{ξj , ξ0; j = 1, 2, . . . 2n} in the
Lie algebraLie(GWH) be chosen such, that an arbitrary elementξ ∈ Lie(GWH) is of the form

ξ(α, γ, β) ≡
n∑
j=1

(
αjξn+j + γjξj

)
+ βξ0 ≡

0 −α β
0 0n γT

0 0 0

 , (3.3.13a)

whereαj , γj , β ∈ R, j = 1, 2, . . . n. We shall use this parametrization here.
The commutation relations onLie(GWH) are expressed by this basis as

[ξj+n, ξk+n] = 0, [ξj , ξk] = 0, (3.3.13b)

[ξj , ξk+n] = δjkξ0, j, k = 1, 2, . . . n. (3.3.13c)

Those elementsF of the dualLie(GWH)∗ for whichF (ξ0) 6= 0 can be parametrized in the basis
dual to the chosen one inLie(GWH) by parametersq0, p0 ∈ Rn, s0 ∈ R \ {0} in such a way,
that they can be conveniently described by the matrix

F (q0, p0, s0) ≡

 0 0 0
s0p

T
0 0n 0

s0 s0q0 0

 . (3.3.13d)

The value of the linear functionalF with F (ξ0) 6= 0 on the elementξ is then

F (ξ) := 〈F ; ξ〉 ≡ Tr
[
F (q0, p0, s0)ξ(α, γ, β)

]
= (q0 ·γ − p0 ·α+ β)s0. (3.3.13e)

ForF ’s with F (ξ0) = 0, we have

F (ξ) ≡
n∑
j=1

(
αjF (ξn+j) + γjF (ξj)

)
+ βF (ξ0) =

n∑
j=1

(
αjF (ξn+j) + γjF (ξj)

)
(3.3.13f)
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The coadjoint action on elements withF (ξ0) 6= 0 is expressed then by

Ad∗
(
g(q, p, s)

) 0 0 0
s0p

T
0 0n 0

s0 s0q0 0

 =

 0 0 0
s0

(
p0 + p

)T 0n 0
s0 s0

(
q0 + q

)
0

 . (3.3.13g)

It is easy to see that the pointsF ∈ Lie(GWH)∗ with F (ξ0) = 0 are all stable with respect to
Ad∗(GWH)–action. Hence, theAd∗(GWH)–orbits are either single pointsF with F (ξ0) = 0
covering a2n–dimensional hyperplane, or the whole hyperplanes with fixeds0 6= 0. Let us
note that the action ofAd∗

(
g(q, p, s)

)
does not depend on the parameters ∈ R, hence its above

expression is independent also on the considered reparametrization ofGWH .
All irreducible unitary representationsπλ of GWH (which are more than one–dimensional)

can be parametrized by a real parameterλ 6= 0, and they are realized inH:=L2(Rn) as follows
(in the parametrization of (3.3.9), [287]):

[πλ(g(q, p, s))ψ](q′) = eiλ(s+p·q′)ψ(q′ − q), ∀ q, q′, p ∈ Rn, s ∈ R, ψ ∈ L2(Rn).
(3.3.14)

The generators ofπλ corresponding to the chosen parameters are

−i λPj := ∂
∂qj

∣∣∣
0
πλ = − ∂

∂q′j
= −iX(ξj+n), (3.3.15a)

i λQj := ∂
∂pj

∣∣∣
0
πλ = i λq′j · (i.e. multiplication by the variableq′j)

= −iX(ξj), j = 1, . . . n, (3.3.15b)

i (λ)2X0 := ∂
∂s

∣∣
0
πλ = i λI = −iX(ξ0), (3.3.15c)

where the labels “0” at the derivatives denote differentiations in the unit element ofGWH .
The Schr̈odinger representation of CCR can be considered as that one given by the generators

of πλ with λ := 1
~

. We shall need, however, the “corresponding” group representation ofGWH

expressing the Weyl form of CCR. If we use the parametrization ofGWH from (3.3.11), we
obtain the rewriting of the representationπλ from (3.3.14) in the formWλ (the Weyl form):

[Wλ(q, p, s)ψ](q′) = eiλ(s+p·q′− 1
2p·q)ψ(q′ − q), ∀q, q′, p ∈ Rn, s ∈ R, ψ ∈ L2(Rn).

(3.3.16)

3.3.7. Notation. Let us denote theprojective representation of the commutative groupR2n

usually referred to as “the Weyl form of (the representation of) CCR”, byWλ(x) := Wλ(q, p, 0)
with {q; p} =: x ∈ R2n. Note that the projective representationWλ of R2n differs from the
“corresponding” unitary representation ofGWH just by a “phase factor”:

Wλ(q, p, s) ≡Wλ(x)·eiλs,

hence theAd∗(·)–action of both representations onT(H) is identical – it depends on elements
of the factorgroupGWH/R = R

2n only.
LetXj := Qj , Xj+n := Pj , j = 1, 2, . . . n, X0 := 1

λI, cf.(3.3.15), be selfadjoint genera-
tors ofWλ. LetST = −S = S−1 be the2n× 2n–symplectic matrix with elements

Sj j+n = −Sj+n j := 1, j = 1, 2, . . . n; Sjk = 0 otherwise.
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For selfadjoint operatorsX,Y onH, let [X,Y ] ≡ XY − Y X denote the commutator on its do-
main, and[X,Y ] = i Z, for selfadjointX,Y, Z onH will mean equality of operators restricted
to their common domain.♦

The operatorsXj , j = 0, 1, 2, . . . 2n satisfy the (Heisenberg form of)the canonical com-
mutation relations (CCR) on a common dense domain:

[Xj , Xk] = i SjkX0, j, k 6= 0, (3.3.17a)

[Xj , X0] = 0, j = 1, 2, . . . 2n. (3.3.17b)

TheWeyl form of CCR is

Wλ(x+ x′) = exp
(
iλ

2
x·S ·x′

)
Wλ(x)Wλ(x′), (3.3.18)

and the unitary operatorsWλ are expressed by

Wλ(x) ≡ exp (i λX ·S ·x) := exp

i λ 2n∑
j,k=1

XjSjkxk

 . (3.3.19)

The following useful relation is then valid:

Wλ(x)−1XjWλ(x) ≡ Xj + xjI, ∀j ∈ {1, 2, . . . 2n}, xj ∈ R. (3.3.20)

3.3.8. Notation. Let us writeW (x) ≡ W1/~(x). Let us defineVν := {Ad∗(W (x))ν : x ∈
R

2n} = Oν(G) withG := GWH , andV := {Vν : ν ∈ Dr(F)}, withF given byW1/~(GWH),
cf. Definition 2.2.17 . LetX(x) := X·S·x be a selfadjoint generator of the (projective) represen-
tationW (R2n), i.e. the generator of the one–parameter unitary groupt 7→ exp(−itX(x)). The
densely defined Hamiltonian function generating the corresponding flow on the Poisson manifold
Ts is hX(x). Let us denote alsox·ν := W (x)νW (x)∗ ≡ Ad∗(W (x))ν. ♦

3.3.9. Proposition. (i) With the notation from 3.3.8, the (densely defined) functionhX(x) has
Dr(F)–generalized differential, which isV–integrable.

(ii) The orbitsVν are embedded submanifolds ofTs, each diffeomorphic to the “flat phase space”
R

2n.

(iii) The restrictions of the symplectic formsΩν introduced onOν(U) to the orbitsVν are non-
degenerate, and the restrictions of the Momentum mappingF to these orbits are symplectomor-
phisms onto the coadjoint orbit ofGWH “corresponding” to the choice ofs0 = −λ := − 1

~
,

cf.(3.3.21). ♣

Proof. (i) The proof of integrability trivially follows from Lemma 2.2.16 and Proposition 2.2.14
, since the integral curves of the Hamiltonian vector field corresponding todhX(x) leave all
Vν , (ν ∈ Dr(F)) invariant.
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(ii) The second assertion follows from the Lemma 2.2.16, and from its proof. A more intuitive
argument is seen from the Momentum mappingF restricted to anyVν with a help of (3.3.20):
According In view of (2.2.17), thej–th component ofF(x·ν) can be expressed as:

Fx·ν(ξj) = Tr
(
νW (x)∗X(ξj)W (x)

)
=

{
Fν(ξj)− λqj , for j = 1, 2, . . . n,
Fν(ξj) + λpj−n, for j = n+ 1, . . . 2n.

(3.3.21)

what proves bijection ofVν ontoR2n.

(iii) The (densely defined) vector fieldsvj := vξj corresponding to the basis{ξj , j =
0, 1, . . . 2n} of GWH form a basis ofT%(Vν) for any % ∈ Vν for all Vν . These vector fields
are proportional to the Hamiltonian vector fields corresponding tohXj for the selfadjoint gen-
eratorsXj of the representationW1/~(GWH). The vector fieldv0 is identical zero. According
to (2.1.30), (2.2.7), and (2.2.4), one has

Ω%(vξ,vη) = i T r
(
%[X(ξ), X(η)]

)
, (3.3.22)

resp. from (2.2.25) one has

F
∗{hξ, hη} = {F∗hξ,F∗hη}.

The Kirillov–Kostant symplectic form on anAd∗(GWH) orbits throughF has the form (2.2.23):

ΩKF (vξ,vη) = −F ([ξ, η]).

From the CCR (3.3.17) one has

Ω%(vj ,vj+n) = −Ω%(vj+n,vj) = i T r
(
%[X(ξj), X(ξj+n)]

)
(3.3.23)

= −i λ2Tr
(
%[Qj , Pj ]

)
(3.3.24)

= −Tr(%X(ξ0)) = −s0 = λ, (3.3.25)

and for the remaining indicesj, k : Ω%(vj ,vk) = 0. For the Kirillov–Kostant form we have

ΩKF (vj ,vj+n) = −F ([ξj , ξj+n]) = −F (ξ0), (3.3.26)

what corresponds to (3.3.23) in accordance with the equation (2.2.25d); this proves the sym-
plectomorphism property ofF. The commutation relations (3.3.17) show nondegeneracy of the
restricted formΩV% := ι∗VΩ% for all relevant%.

It remains to prove thatFmaps allVν onto a unique orbit. The basis{ξj , j = 0, 1, . . . 2n} ⊂
Lie(GWH) determines global coordinates on the dualLie(GWH)∗, F (ξj) being the coordinates
of F ∈ Lie(GWH)∗ in the dual basis. It is clear from (3.3.21) that on anyVν there is a point%0

such thatF(%0)(ξj) = 0, j = 1, 2, . . . 2n. The coordinates of other points on those orbits are then

F(x·%0)(ξj) = (−1)[
n+1+j
n+1 ]λxj , j = 1, 2, . . . 2n, and the remaining coordinateF(x·%0)(ξ0) ≡

Tr(νX(ξ0)) = −λ = −~−1, (3.3.15), hence it is constant on the orbit and of equal value on all
orbits, i.e. on all the imagesF(Vν) ⊂ Lie(GWH)∗. This proves the last statement.
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3.3.10.Remark. These considerations showed that the choice of a specific value of Planck con-
stant in QM corresponds mathematically to the choice of the coadjoint orbit ofGWH labelled
by s0 = −λ = − 1

~
determining a unitary representation of this group and, in this way, also

determining Heisenberg uncertainty relations and many physical effects connected with them.
Since unitary equivalent representations lead, as a rule, to indistinguishable physics, validity of
the mathematical theorem about unitary inequivalence of representations (3.3.14), or (3.3.16),
for different real values ofλ, “can be seen” also from the known physical measurability of the
Planck constant~. ♥

3.3-c Restricted flows with linear generators onO%(GWH)

Let X be a selfadjoint operator on a Hilbert spaceH, and letU(G) be a continuous unitary
representation of a connected Lie groupG. Assume that the orbit ofAd∗(U(G)) through% ∈
Dr(F), cf. Definition 2.2.17, belongs to the domain ofX, O%(G) ⊂ Drd(δX). Let us assume
further in this subsection that the functionhX is constant on the submanifoldsAd∗

(
U(GF(ν))

)
ν

for all ν ∈ O%(G), i.e. that it is a%G–classical generator, cf. Definition 2.2.26(iv). This would
be trivially the case, if the momentum mappingF is injective on the orbitO%(G), i.e. if the
orbitO%(G) is diffeomorphic to the coadjoint orbitAd∗(G)F(%). For further examples of%G–
classical generators cf.2.2.27. We can now define the corresponding classical Hamiltonianh%X

h%X : Ad∗(G)F(%)→ R, h%X(Fν) := hX(ν) ≡ Tr(νX),∀ν ∈ O%(G) (3.3.27)

what is an infinitely differentiable function on the coadjoint orbit throughF%. The functionh%X
will be also calledthe (classical) Hamiltonian induced by(X;U(G)) on the orbitAd∗(G)F(%).
The restriction ofhX :

h%X : O%(G)→ R, ν 7→ h%X(ν) := Tr(νX) (3.3.28)

generates the restricted flow ofX, to the orbitO%(G).
Let us choose nowG := GWH , andX := H, with

H :=
1
2

n∑
j=1

1
mj

P 2
j + V (Q1, Q2, . . . Qn), (3.3.29)

(cf.3.3.7) with some “convenient” real functionV : Rn → R. The “correct quantum evolution”
given byz(∈ H) 7→ zt := exp(−itH)z (we set hereλ = ~ = 1) leads to theEhrenfest’s
relations for expectations〈Xj〉t := 〈zt|Xj |zt〉, (j = 1, 2, . . . , n):

d
dt
〈Qj〉t =

1
mj
〈Pj〉t, (3.3.30a)

d
dt
〈Pj〉t = −〈∂jV (Q1, . . . , Qn)〉t. (3.3.30b)

These relationsare not differential equationsfor the functionst 7→ 〈Xj〉t, if the potential energy
V is not at most quadratic polynomial inQ’s, cf. the text following Eq. (3.3.32). In the case of
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quadraticH := A from (3.3.32), the Hamiltonian evolutions given by the Hamiltonians (3.3.31)
lead to the results identical with those of QM (hence satisfying also (3.3.30) withxj(t) ≡ 〈Xj〉t).

Let us expressh%H corresponding toH from (3.3.29) according to (3.3.27). Let% := %0 (cf.
the text on page 117 following (3.3.26)) withTr(%Xj) = 0, ∀j = 1, 2, . . . 2n, with the notation
of Subsection 3.3-b. We write(q, p) instead ofF(ν) with components∓λxj , cf. (3.3.21):

h%H(q, p) ≡ 1
2

n∑
j=1

1
mj

p2
j + V%(q1, q2, . . . qn), (3.3.31)

with

V%(q) := Tr
(
%V (Q+ q)

)
+
∑
j

1
2mj

Tr
(
%P 2

j

)
.

The last sum in this expression is a constant term on the orbitO%(G), hence the flow generated
by h%H onO%(G) is independent of this constant. This flow (the restricted “linear” flow ofH)
is projected by the momentum mappingF onto the flow on the coadjoint orbit ofGWH with
s0 := s0(F(%)) = − 1

~
generated by the Hamiltonianh%H(q, p) via the standard symplectic form

dp ∧ dq.

3.3.11.Example. Let us take, e.g.% := Pz with 0 6= z ∈ L2(Rn) : 〈z|Xj |z〉 = 0,∀j. Let
z̃(q) := z(−q). Then

V%(q) = const.+ Vz(q), with Vz(q) := |z̃|2 ∗ V (q),

the symbola ∗ b(q) :=
∫
a(q− q′)b(q′)dnq′ denoting convolution of two complex–valued func-

tionsa, b onRn. Let, e.g.,n = 3, andV (q) := α
|q| be the Coulomb potential. Let the above

z ∈ L2(R3) be rotationally (i.e.O(3)) symmetric normalized function with support “concentrat-
ed” nearq = 0. Thenq 7→ Vz(q) is again, for large values of|q|, approximately (resp. exactly,
for compact support ofz) of the Coulomb form.♥

We see that the%GWH–restrictions of the flowϕ̃H are identical to the flows of classical
Hamiltonian mechanics onR2n with the Hamiltonian functionh%H from (3.3.31) differing from
the usually considered “classical limit” of the quantum flow̃ϕH by the “%–smearing” of the
potential V only.

A specific interesting choice ofV in (3.3.29) is a quadratic function, describing, e.g. harmon-
ic oscillators. This case can be generalized to any quadratic operatorX := A:

A :=
1
2

2n∑
j,k=1

ajkXjXk, (3.3.32)

with real constantsajk ≡ akj , and withXj , j = 1, 2, . . . 2n defined in Notation 3.3.7. This case
is specific in that the operatorA is essentially selfadjoint on a common domain of allXj ’s, and
it generates, together with theXj ’s, a unitary representation of a2n+ 2–dimensional Lie group
containingGWH as a subgroup. This follows from the following considerations.

It is clear that the operators{A;Xj , j = 0, 1, . . . 2n} form a basis of a Lie algebra of (un-
bounded) operators inH=L2(Rn). It is also easily seen that an arbitrary number of quadratic
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symmetric operators of the form (3.3.32) together with allXj ’s can be included into afinite
dimensionalLie algebraX(g) of operators (with respect to the operator commutationi [A,B])
containing operators at most quadratic inXj ’s. Less trivial is the assertion, that these Lie alge-
bras of operators are composed of essentially selfadjoint operators on the domainDω(GWH) of
essential selfadjointness of allXj ’s, andthat they are integrable into continuous unitary repre-
sentations of some Lie groups. The maximal Lie algebra obtained in this way is (isomorphic to)
the algebra calledst(n,R) (see also [148,§15.3, and§18.4]). Let us formulate and prove the
mentioned facts for the algebrast(n,R):

3.3.12. Proposition.Let X(st(n,R)) denote the above mentioned “maximal” Lie algebra of
“at most quadratic” symmetric operators acting on the Hilbert spaceH of representation
Wλ(GWH). Let S̃t(n,R) be the corresponding connected, simply connected Lie group with
the Lie algebrast(n,R). Then the representationWλ(GWH) has a unique extension to the con-
tinuous unitary representatioñWλ(S̃t(n,R)) in H such that all the closures of the operators
fromX(st(n,R)) are exactly all of its selfadjoint generators.♣

Proof. The analytic domainDω(GWH) is a common invariant domain for all operators from
X(st(n,R)). According to Nelson’s theorem (cf. [13, Theorem 11.5.2]) it suffices to prove
essential selfadjointness of the operator∆, what is sum of squares of a basis ofX(st(n,R)). We
chose here the basis consisting of the generatorsXj of Wλ(GWH), and of all their symmetrized
products1

2 (XjXk +XkXj). Then

∆ :=
2n∑
j=1

X2
j +

1
4

2n∑
j,k=1

(XjXk +XkXj)2

=
3
2
nI +

n∑
j=1

(P 2
j +Q2

j )(I +
n∑
k=1

(P 2
k +Q2

k)),

where we used notation from 3.3.7, and the CCR (3.3.17). From the known properties of the
HamiltoniansP 2

j +Q2
j of independent linear oscillators, we conclude (with a help of, e.g. [218,

Theorem VIII.33] on operators on tensor products of Hilbert spaces) that∆ is essentially selfad-
joint. The Nelson’s theorem states now integrability ofX(st(n,R)) onto a unitary representation.
Selfadjointness and uniqueness now easily follow.

Hence, also any Lie subalgebra ofX(st(n,R)) integrates onto a continuous group represen-
tation. Let us denote byAGWH the simply connected Lie group represented by this unitary
representation with the basis of generators{A; Xj , j = 0, 1, 2, . . . 2n}, with A from (3.3.32).
The2n+ 2–dimensional groupAGWH containsGWH as its normal subgroup.

In the “quadratic case” (3.3.32) the expression (3.3.31) has the form

h%A(x) ≡ 1
2

2n∑
j,k=1

ajkxjxk + const., (3.3.33)

with the const. depending on the choice of orbit only (we always assume% := %0, according
to the definition of%0 in the notes on page 117). This is valid regardless the orbitO%(AGWH)
is 2n–, or2n + 1–dimensional. Hence for the (at most) quadratic HamiltonianA, the projected
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quantal evolutions̃ϕAt (ν) to the orbits and the “corresponding” classical evolution “coincide” in
the sense that the2n coordinatesTr(ϕ̃At (ν)Xj), j = 1, . . . 2n (of the possible total2n + 1)
satisfy classical equations with the Hamiltonianh%A from (3.3.33) corresponding to the canonical
symplectic formdp ∧ dq.

3.3.13.Remark. Let us stay onP (H), and let%0 = Pz. Let A be quadratic as in (3.3.32).
Then a general assertion tells us that the dimension of theAGWH–orbit throughPz is 2n iff it
contains an eigenstate ofA, [27]. In that case, each pointW (x)PzW (−x) of the orbit is (i.e.
represents) an eigenstate of some selfadjoint operator of the form

∑
j cjXj + A. Other orbits

are2n + 1–dimensional. This assertion is a consequence of the fact that the dimension of any
connected finite dimensional manifold is constant in all of its points and equals to the dimension
of the tangent spaces which are in turn generated by vector fields corresponding to the flowsϕ̃Xt
(X = A,X1, . . . , X2n). These2n + 1 vectors in any point of the orbit are mutually linearly
independent except in a stationary pointPz whereϕ̃Xt (Pz) ≡ Pz, for someX :=

∑
j cjXj +A,

i.e.z ∈ H (z 6= 0) is an eigenvector ofX (the linear independence of the2n vectors determined
by theXj ’s is a consequence of CCR).♥

3.3-d Time dependent Hartree–Fock theory

We shall consider here the “approximation to QM” which is very well known in nonrelativis-
tic quantummechanical many–particle theory as theHartree–Fock theory. It consists, expressed
briefly in our terminology, in the restriction of a given (linear) QM problem to a manifold (a
G-orbit) of quantum statesΨ, and, in its stationary setting, in looking for the pointsΨ0 of
the manifold that minimize the expectation value〈Ψ|H|Ψ〉 of a given HamiltonianH. In the
Hartree–Fock theory of systems consisting ofN interacting fermions in an external potential
the manifold consists of all “Slater determinants” for the consideredN fermions. The pointΨ0

then satisfies the Hartree–Fock equation (3.3.51), what is a condition for the zero value of the
derivativeqPΨ(DPΨhH) of the corresponding restricted generator. It is assumed that in many
interesting cases stationary point(s)Ψ0 (resp., more correctly:PΨ0) of the orbit approximate(s)
the ground state (states) of the unrestricted system. This theory is expressible in terms of “one–
particle states”, due to a natural bijection (see e.g., also [221]) between the set of all Slater deter-
minants and an orbit in the one–particle state spaceS∗(L(H)) of unitary groupU:= all unitary
operators on the one–particle Hilbert spaceH.

Let us consider a system ofN identical fermions described in the Hilbert spaceHN :=
⊗NH, whereH := H1 is “the one–particle Hilbert space”. The vectors inHN are expressed by
linear combinations of “product–vectors”Φ := φ1 ⊗ φ2 ⊗ · · · ⊗ φN , φk ∈ H, and the scalar
product linear in the second factor is determined by

〈Φ′|Φ〉 :=
N∏
k=1

(φ′k, φk).

Let ψj ∈ H, j ∈ N be an orthonormal basis inH. Then an orthonormal basis inHN consists of
vectors labelled by orderedN–tuples(j) := (j1; j2; . . . jN ) ∈ NN :

Ψ(j) ≡ |(j1; j2; . . . jN )〉 := ψj1 ⊗ ψj2 ⊗ · · · ⊗ ψjN , ∀j1, j2, . . . jN ∈ N. (3.3.34)



124 3 Specifications and Applications

Let Σ(N) be the permutation group (=“symmetric group”) ofN elements, and, for anyσ ∈
Σ(N), let its action on orderedN–tuples of integers be denoted by

σ(1; 2; . . . N) ≡ (σ(1);σ(2); . . . σ(N)).

Then a unitary representationσ 7→ pσ of Σ(N) inHN is determined by

pσΨ(j) ≡ Ψσ(j) := |(jσ(1); jσ(2); . . . jσ(N))〉.

Let theFermionic subspaceHFN ofHN consists of all vectorsΨ ∈ HN satisfying

pσΨ = εσΨ, εσεσ′ ≡ εσ·σ′ ∈ {−1; 1},∀σ, σ′ ∈ Σ(N),

with εσ := −1 for σ corresponding to a mere interchange of two elements. The orthogonal
projectionPFN ontoHFN is the maximal of all projectionsP satisfying:pσP ≡ εσP . It can be
expressed:

PFN =
1
N !

∑
σ

εσpσ.

An orthonormal basis inHFN is given by“Slater determinants”Ψ{j} labelled by the ordered
N–tuples(j) := (j1; j2; . . . jN ) with j1 < j2 < · · · < jN , and defined by

Ψ{j} :=
1√
N !

∑
σ

εσΨσ(j). (3.3.35)

Let U be the unitary group ofL(H), and let its unitary representation inHN be given by its
action on the product vectors

u 7→ u⊗N , u⊗NΦ ≡ u⊗N (φ1 ⊗ φ2 ⊗ · · · ⊗ φN ) (3.3.36)

:= uφ1 ⊗ uφ2 ⊗ · · · ⊗ uφN , ∀u ∈ U. (3.3.37)

One orbit of this representation inHFN consists of all the Slater determinants, and its canonical
projection to the projective Hilbert spaceP (HN ) is homeomorphic, cf. also (3.3.40), to the
coadjoint orbit ofU in T1+(H) =: S∗ (cf. page 42) consisting of all the “N–dimensional” density
matrices%{j} with maximally degenerate spectrum, cf. also [221]. These density matrices are
obtained as “partial traces” from Slater determinants by restriction to “one particle observables”,
i.e. for alla ∈ L(H) one has

Tr(%{j} ·a) := 〈Ψ{j}|a⊗ I
⊗(N−1)
H |Ψ{j}〉, (3.3.38)

and the resulting density matrix has an explicit expression of the form

%{j} =
1
N

N∑
k=1

|ψjk〉〈ψjk | =:
1
N
p{j}, (3.3.39)

where the projectorp{j} onto the subspace ofH spanned by theN orthonormal vectors
{ψk : k ∈ (j) = (j1; j2; . . . jN )} was introduced. Conversely, as can be proved by elemen-
tary techniques, anyN–dimensional subspace ofH determines a Slater determinant (uniquely
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up to a numerical factor), namely the space spanned byN one–particle orthonormal vectorsψj
determines the Slater determinant constructed by the same vectors, cf.(3.3.35), (3.3.34), and dif-
ferent orthonormal bases of that subspace give (up to a phase factor) the same Slater determinant.
Hence the mapping

G : % := %{j}(∈ Ad∗(U)%{j′}) 7→ G(%) := PΨ{j} , (Ψ{j} ∈ {u⊗NΨ{j′} : u ∈ U})
(3.3.40)

is a bijection (hereΨ{j′} is an arbitrary Slater determinant).
Reduced one particle density matrices corresponding to arbitrary statesΦ ∈ HFN cannot be

expressed in such a simple way.
LetH := HN be a selfadjoint Hamiltonian onHN , and let us assume that it is permutation

symmetric, i.e. that

pσHN ≡ HNpσ, ∀σ ∈ Σ(N).

The corresponding generator, as a function on (a dense subset of)P (HN ), ishNH(PΦ) := Tr(PΦ·
HN ). Its restriction to theU–orbit of Slater determinants is

h̃SlH (PΨ{j}) := 〈Ψ{j}|HN |Ψ{j}〉 =
∑
σ

εσ〈pσΨ(j)|HN |Ψ(j)〉 = N !〈Ψ(j)|PFNHN |Ψ(j)〉.

(3.3.41)

With a help of the bijectionG from (3.3.40), we can write the restricted functionh̃SlH as a function
on the orbitAd∗(U)%{j} ⊂ S∗, i.e. as a generator on one–particle states. We shall write the
corresponding “one–particle energy” ashSlH := N−1h̃SlH :

N ·hSlH (%{j}) := 〈Ψ{j}|HN |Ψ{j}〉 = 〈G(%{j})|HN |G(%{j})〉. (3.3.42)

This relation can be made more explicit for specific choices ofHN .
Let us take forHN a nonrelativistic spin–independent Hamiltonian ofN point particles with

symmetric pair potential interaction, i.e.

HN :=
N∑
j=1

h0j +
1
2

∑
j 6=k

vjk, (3.3.43)

where the indicesj, k = 1, . . . N specify “one–, resp. two–particle factors”H in the tensor
productHN on which the corresponding operators act; theh0j ’s are copies of the same one
particle Hamiltonianh0 (kinetic energy plus external fields) “acting at thej–th factor” in the
tensor productHN , andvjk ≡ vkj are also copies of a two–particle operatorv ∈ L(H ⊗ H)
“acting on thej–th andk–th factor” inHN . Let us introduce the linearexchange operatorp↔
on the two–particle spaces (commuting with v) by

p↔(φ⊗ ψ) := ψ ⊗ φ, ∀φ, ψ ∈ H.
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We can calculate now (3.3.41) withH := HN from (3.3.43):

N ·hSlH (%{j}) := 〈Ψ{j}|HN |Ψ{j}〉 = N !〈Ψ(j)|PFNHN |Ψ(j)〉

≡
∑
σ

εσ〈ψσ(j1) ⊗ · · · ⊗ ψσ(jN )|

 N∑
k=1

h0k +
1
2

∑
k 6=l

vkl

 |ψj1 ⊗ · · · ⊗ ψjN 〉
=

N∑
k=1

(ψjk ,h0ψjk) +
1
2

∑
k 6=l

(ψjk ⊗ ψjl − ψjl ⊗ ψjk |vkl|ψjk ⊗ ψjl)

= N ·Tr(%{j}h0) +
1
2

∑
k 6=l

(ψjk ⊗ ψjl |v·(IH ⊗ IH − p↔)|ψjk ⊗ ψjl)

= N ·Tr(%{j}h0) +
N2

2
Tr(%{j} ⊗ %{j} ·v·(IH ⊗ IH − p↔)). (3.3.44)

This functionhSlH can be used as a generator of the (quantum nonlinear) motion on theU–orbit
of N–dimensional projections (which, divided byN , are density matrices of the domain of
G, (3.3.40)) in the one–particle state spaceS∗. The resulting dynamical equation describes the
time dependent Hartree–Fock theory, cf. [221, 222, 154], and the equations describing its sta-
tionary points are just theHartree–Fock equations, cf. [126, 175, 12]. Let us show how it looks
in our formalism.

We shall need an expression for the derivativeD%h
Sl
H to be able to write a dynamical equation

for %, e.g. the “Schr̈odinger equation” (2.1.23), resp. (2.1.26).86 The differential will be calculat-
ed according to (2.1.11), and with a help of (2.1.14). We shall need, however, derivatives along
the curvest 7→ exp(−itb)% exp(itb), corresponding to tangent vectorsi[%, b], cf. Notes 2.1.4:

D%h
Sl
H (i[%, b]) = i T r(h0[%, b]) + i

N

2
Tr
(
[%, b]⊗ %·(I⊗2

H − p↔)v + %⊗ [%, b]·(I⊗2
H − p↔)v

)
.

(3.3.45)

This equation can be rewritten by inserting the unit operatorsIH expressed with a help of
convenient complete systems{ϕk} ⊂ H of orthonormal vectors into several places in between
of the multiplied operators in the above formula. E.g., from the trace inL(H) ⊗ L(H) of the
product(A ⊗ %) ·B (B ∈ L(H) ⊗ L(H),∀A ∈ L(H)) one can find an operatorD ∈ L(H)
defined by

Tr(A·D) := Tr(A⊗ %·B)

as follows:

Tr(A·D) :=
∑
j,k

∑
l,m

(ϕj ⊗ ϕk|A⊗ %|ϕl ⊗ ϕm)(ϕl ⊗ ϕm|B|ϕj ⊗ ϕk)

=
∑
j,l

(ϕj |A|ϕl)
∑
k,m

(ϕk|%|ϕm)(ϕl ⊗ ϕm|B|ϕj ⊗ ϕk)︸ ︷︷ ︸
(ϕl|D|ϕj)

. (3.3.46)

86Our considerations will be a little “heuristic” from mathematical point of view in this Subsection: we shall not
consider here the domain questions, hence we shall not be able to write equations as (2.2.10) with precisely defined
generalized differentials.
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Since

(ϕm ⊗ ϕl|(I⊗2
H − p↔)v|ϕk ⊗ ϕj) = (ϕm ⊗ ϕl|v|ϕk ⊗ ϕj)− (ϕm ⊗ ϕl|v|ϕj ⊗ ϕk),

we can write for the operator representation ofD%h
Sl
H ∈ T ∗%Ts ∼ L(H)s:

(ϕ|D%h
Sl
H |ψ) = (ϕ|h0|ψ) +

N

2

∑
k,m

(ϕk|%|ϕm)
[
(ϕ⊗ ϕm|v|ψ ⊗ ϕk)−

(ϕ⊗ ϕm|v|ϕk ⊗ ψ) + (ϕm ⊗ ϕ|v|ϕk ⊗ ψ)− (ϕm ⊗ ϕ|v|ψ ⊗ ϕk)
]
.

(3.3.47)

Let us consider now that, on the chosen orbitO%(U), one has

%t ≡ %t{j} := uH(t, %)%{j}uH(t, %)∗ := N−1
N∑
k=1

|ψtk〉〈ψtk|.

Let us denote byEt{j} := N%t{j} theN–dimensional projection corresponding to the Slater
vector–determinantΨt

{j}, according to the mappingG from (3.3.40). For each such% = %t{j}
occurring in (3.3.47), let us choose in the rôle of the complete orthonormal system{ϕk} such a
complete orthonormal system{ψtj : j = 1, 2, . . . } that contains the%t{j}–defining one–particle
vectors{ψtj : j = 1, . . . , N} numbered as the initial segment. Then we have for the obtained
orthonormal bases{{ψtj : j ∈ N} : t ∈ R}:

(ϕk|%t|ϕm) ≡ (ψtk|%t|ψtm) =

{
1
N δk,m for k,m ≤ N,
0 for max(k;m) > N ;

these should be inserted into the formulas like (3.3.47). Matrix elements of the Schrödinger
equation (2.1.23) for arbitraryϕ,ψ ∈ H are then of the form

i
d

dt
(ϕ|uH(t, %)|ψ) = (ϕ|D%th

Sl
H ·uH(t, %)|ψ) = (ϕ|h0 ·uH(t, %)|ψ) +

1
2

N∑
k=1

∑
j

[
(ϕ⊗ ψtk|v|ψtj ⊗ ψtk)− (ϕ⊗ ψtk|v|ψtk ⊗ ψtj) +

(ψtk ⊗ ϕ|v|ψtk ⊗ ψtj)− (ψtk ⊗ ϕ|v|ψtj ⊗ ψtk)
]
(ψtj |uH(t, %)|ψ).

(3.3.48)

Let us rewrite this equation in “configuration representation”, ifH := L2(Rn), and operatorsA
are (formally) expressed by they “kernels”:

A(x, y) :=
∑
j,k

ψj(x)(ψj |A|ψk)ψk(y).

Let us, moreover, consider thatv12 = v21, hence for the multiplication operator v (in this repre-
sentation) one has:v(x, y) ≡ v(y, x). The projectionsEt{j} have now the kernels

Et{j}(x, y) :=
N∑
j=1

ψtj(x)ψtj(y), ‖ψtj‖ ≡ 1.
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We obtain then, withψ%t := uH(t, %)ψ, the usualtime–dependent Hartree–Fock equation:

i
d

dt
ψ%t (x) =

[
h0 +

∫
dy Et{j}(y, y)v(y, x)

]
ψ%t (x)−

∫
dy v(x, y)Et{j}(x, y)ψ%t (y).

(3.3.49)

We can insert into (3.3.49)ψ%t := ψtj , j = 1, 2, . . . N , to obtain coupled nonlinear equations for
ψtj ’s. Evolution of the whole density matrices onO%(U) is expressed by

i
d

dt
%t = [D%th

Sl
H , %t]. (3.3.50)

Its stationary solutions%t ≡ % = N−1E{j} commute withD%h
Sl
H , hence the selfadjoint operator

D%h
Sl
H leaves the subspaceE{j}H of the Hilbert spaceH invariant:D%h

Sl
HE{j}H ⊂ E{j}H.

This means that its restriction to the subspaceE{j}H can be diagonalized, and the basis{ψj : j ∈
N} can be chosen (in the point%: the bases are point–dependent, according to their definition)
such that the vectorsψ1, ψ2, . . . , ψN are eigenvectors ofD%h

Sl
H . Hence we have from (3.3.49)

the corresponding eigenvalue equation, what is the (time independent)Hartree–Fock equation,
cf. [175,§10]:[

h0 +
∫

dyE{j}(y, y)v(y, x)
]
ψk(x)−

∫
dyE{j}(x, y)v(x, y)ψk(y) = εkψk(x).

(3.3.51)

We have shown how the time dependent, as well as the stationary Hartree–Fock theory is
described in the framework of our formalism.

3.3-e Nonlinear Schr̈odinger equation and mixed states

Let us give here another example of description of “a system” in the framework of NLQM. We
shall show here that a traditional “nonlinear Schrödinger equation” [47, 11] can be included in
the scheme of EQM. We shall partly proceed, in the following example (taken from [34]), in a
heuristic way, by “plausible” formal manipulations; the necessary mathematical comments will
be omitted here. This example will be also used to show, in a nontrivial concrete case, that
the barycentre of a genuine mixtureµ ∈ M(S∗) evolves under nonlinear evolution differently
from the evolution of the elementary mixture% being its initial barycentre, (2.1.32):Tr(%a) :=∫
S∗ Tr(νa)µ(dν), ∀a ∈ L(H)s.

Let us first recall that, for a given generatorQ ∈ C∞(S∗,R), the Schr̈odinger equation (resp.
the Liouville–von Neumann equation) for the flowϕQ corresponding to the Poisson structure on
S∗ (cf. Subsection 2.1-c) can be written onS∗ in the form (cf. (2.1.23) and (2.2.9))

i
d

dt
%(t) = [D%(t)Q, %(t)], (3.3.52)

where

%(t) ≡ ϕQt (%) := uQ(t, %)%uQ(t, %)∗, %(0) := %, (3.3.53)
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anduQ(t, %) satisfies the equation (one can use alternatively, in the rôle of the “Hamiltonian
operator” in the following equation, an operator of the formD%(t)Q + f0(%(t)), with f0(%) ∈
{%}′, cf. Remark 2.1.18)

i
d

dt
uQ(t, %) = D%(t)Q·uQ(t, %), uQ(0, %) ≡ 0. (3.3.54)

The equation (3.3.52) can be rewritten for wave functionsψ ∈ H, ψ(t) := uQ(t, Pψ)ψ ∈ H (we
setDψ := DPψ ):

i
d

dt
ψ(t) = Dψ(t)Q·ψ(t). (3.3.55)

Let us take nowH=L2(Rn) with 〈ψ|ϕ〉 :=
∫
ψ(x)ϕ(x) dnx. Let us write density matrices%

“in the x–representation” with a help of their operator kernels%(x, y):

[%ψ](x) ≡
∫
%(x, y)ψ(y) dny, ψ ∈ H. (3.3.56)

Projection operatorsPψ have their kernelsPψ(x, y) ≡ ‖ψ‖−2ψ(x)ψ(y). Let the Hamiltonian
functionQ will be taken as the (unbounded) functional

Q(Pψ) := Tr(Pψ ·H0) +
ε

α+ 1

∫
Pψ(x, x)α+1dnx, (3.3.57)

with H0 some selfadjoint (linear) operator onL2(Rn), andα > 0. Let t 7→ Pψ(t), ψ(0) := ψ

be any differentiable curve throughPψ ∈ P (H), and letṖψ ∈ TPψP (H) be its tangent vec-
tor expressed by an operator according to equations (2.1.14). Then the (unbounded, nonlinear)
HamiltonianDψQ can be expressed by:

Tr(DψQ·Ṗψ) :=
d

dt

∣∣∣∣
t=0

Q(Pψ(t)), (3.3.58)

what leads to the corresponding form of “nonlinear Schrödinger wave–equation” forψt := ψ(t):

i

[
d

dt
ψt

]
(x) = [H0ψt](x) + ε|ψt(x)|2αψt(x), ‖ψt‖ ≡ 1. (3.3.59)

One possible extension of this nonlinear dynamics fromP (H) to the whole spaceS∗ is obtained
by “the substitution% 7→ Pψ”, i.e. by the choice of the Hamiltonian

Q(%) := Tr(%·H0) +
ε

α+ 1

∫
%(x, x)α+1dnx, (3.3.60)

and the corresponding dynamics is then described by (3.3.52) with87

D%Q(ν) ≡ Tr(D%Q·ν) ≡ Tr(ν ·H0) + ε

∫
%(x, x)αν(x, x) dnx. (3.3.61)

87 The notationD%Q represents here the linear functional according to the standard definition of the Fréchet derivative,
as well as its operator representative, cf. (2.1.14), and Definitions 2.2.13.
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We shall compare the evolutions of the mixed states described by the same initial barycentre
≡ density matrix%

% :=
∑
j

λjPψj ,
∑
j

λj = 1, λj ≥ 0. (3.3.62)

for the two distinguished interpretations. The evolution of the elementary mixture% is described
by (3.3.52), while the evolution of the “corresponding” genuine mixtureµ,

µ :=
∑
j

λjδψj , (3.3.63)

(whereδψ ≡ δPψ is the Dirac measure concentrated onPψ ∈ P (H) ⊂ S∗) is described by

(t;µ) 7→ µt ≡ µ ◦ ϕQ−t. (3.3.64)

This corresponds to such an evolution of the measureµ representing a state, when each of the
vectorsψj entering into (3.3.63) evolves according to the equation (3.3.55).

Let us illustrate, by explicit calculation, the difference between time evolutions of the same
initial density matrix considered in its two different interpretations.

Let us take the system with its above determined “extended” dynamics, and let us fix a non-
trivial (i.e. λj < 1, ∀j) mixture% of several vector statesPψj , as in (3.3.62). Let us calculate
the difference between the derivatives with respect to the time int = 0 of the two evolutions:
(i) of the barycentre of the time evolved genuine mixture

∑
j λjϕ

Q
t (Pψj ), and (ii) of theele-

mentary mixture evolutionϕQt (%). We shall calculate the right hand side of (3.3.52) for the two
cases and take their difference. Let us write the kernel “inx–representation” of% as the convex
combination of the vector–state kernels:

%(x, y) ≡
∑
j

λj‖ψj‖−2ψj(x)ψj(y). (3.3.65)

The (symbolic) “kernel” of the HamiltonianD%Q can be written:

D%Q(x, y) = H0(x, y) + εδ(x− y)%(x, x)α.

Here,δ(·) is the Dirac distribution onRn. We have to express the difference∆{%}t (x, y) between
the kernels (in x–representation) of the operators∑

j

λj [Dψj(t)Q,Pψj(t)], and [D%(t)Q, %(t)],

what expresses the difference between time derivatives of “the same density matrix”% =∑
λjPψj in the two interpretations. The linear operatorH0 does not contribute into this dif-

ference. The kernels of commutators entering into the calculation are (for allν ∈ S∗) of the
form

[DνQ, ν](x, y) = [H0, ν](x, y) + εν(x, y)(ν(x, x)α − ν(y, y)α).
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We can (and we shall) take all‖ψj‖ ≡ 1. Let us denote

χ
{%}
j (x) := |ψj(x)|2α −

(∑
k

λk|ψk(x)|2
)α

.

Then the wanted difference att = 0 is

∆{%}(x, y) := ∆{%}0 (x, y) = ε
∑
j

λjψj(x)ψj(y)(χ{%}j (x)− χ{%}j (y)). (3.3.66)

By proving that the operator∆{%} is not identical zero for all{%}, we can prove nontrivial
difference of the two time evolutions explicitly. This can be proved easily forλ1 := 1− λ2, and
for ψ1, ψ2 chosen to be specific three–valued (i.e. with two mutually distinct nonzero values)
functions concentrated on disjoint compact subsets ofR

n: Eachψj , (j = 1, 2) has its nonzero
constant values on domains with different nonzero Lebesgue (dnx) measure.

Analogical examples could be constructed for, e.g. unbounded functionsQ on dense domains
of S∗ expressed by the formula

Q(%) := Tr(%·H0) + ε

∫
Rn

K(%(x, x))dnx, (3.3.67)

whereK ∈ C∞(R,R) can be chosen (in this abstract approach) rather arbitrarily. Such possibil-
ities were mentioned (in a framework of Schrödinger equations (3.3.55) for wave functions) also
in [11]; they include, e.g. the equations proposed in [18], and also WKB–equations.

Differentiation of (3.3.67) gives a formula for the corresponding “Hamiltonian”D%Q (cf.
Footnote 87):

D%Q(ν) ≡ Tr(D%Q·ν) = Tr(H0 ·ν) + ε

∫
K′(%(x, x))·ν(x, x)dnx,

or in terms of formal “operator kernels” (withK′(s) := dK(s)
ds , s ∈ R):

D%Q(x, y) = H0(x, y) + ε·δ(x− y)·K′(%(x, x)),

We did not consider any domain questions here: that would need more time and space. It
seems, however, that the above formally given operatorsD%Q could be correctly defined on (a
dense subset of)H, at least as symmetric operators.

3.3.14.Remark (Koopmanism).We have restricted, in the above considerations, our attention
to the “Schr̈odinger picture”, hence the algebra of observablesA was not investigated: It could
be chosenA = L(H), as in linear QM. Its completion to an algebra of operator–valued functions
could give a “linear extension” of the system. Let us note, however, that such extensions might
be considered as a version of “noncommutative Koopmanism”, cf. a Koopman formalism in CM
(i.e. the “commutative” one), e.g. in [218, Chap.X.14], resp. [91, 152]. This can be expressed
schematically as follows.

In Hamiltonian classical mechanics, the system is described by a2n–dimensional symplectic
manifold(M ; Ω), where the symplectic formΩ provides for ascription to Hamiltonian functions
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(i.e. generators)h ∈ C∞(M,R) the symplectic flowsϕht onM . Since then–th exterior power
of Ω, i.e. the Liouville volume∧nΩ (corresponding to a measureµΩ onM ) is conserved byϕh,
it is possible to introduce the Hilbert spaceL2(M,µΩ), where the flowϕh (let us assume, that it
is complete) is described by the continuous unitary groupUh(t) defined by:

ft(m) := [Uh(t)f ](m) := f(ϕht (m)), for all f in classesf ∈ L2(M,µΩ).

The selfadjoint (cf. [1, Proposition 2.6.14]) generatorLh of Uh(t) ≡ exp(−itLh) is called the
Liouville operator of the CM system. It is in fact the differential operator given by the Poisson
bracket (up to domain questions concerning possible choice off ):

Lhf ≡ i·{h, f}, f ∈ D(Lh) ⊂ L2(M,µΩ).

In this way, the nonlinear finite–dimensional Hamilton’s equations are transformed formally into
a linear Schr̈odinger–like “Liouville equation”

i· d
dt
f = Lhf

on infinite–dimensional Hilbert space. This Hilbert space description of CM is called theKoop-
man formalism. Let us note that here, in the “commutative case” of CM, the transformation
Uh(t)f of elementsf ∈ L2(M,µΩ) of this “extended phase space” is uniquely given by the
transformationϕht of the phase spaceM , i.e. of the space of arguments of scalar–valued func-
tions (the real values off(m) should stay real also forft(m), due to their physical interpretation).

The situation in EQM can be considered in analogy with the preceding Koopman transition
in CM, cf. also [35]: The (nonlinear) transformationsϕ̃Qt of S∗ are extended to one–parameter∗-
automorphism groupτQ of aC∗-algebraCbs (cf. Definition 2.3.13 and Theorem 2.3.16), or some
of its subalgebras, what is a standard picture oflinear quantum theories. The difference from
the “commutative case” is, thatCbs is generated by functions on the “quantum phase space”S∗
with values in noncommutativeC∗-algebraL(H). Hence, to obtain the automorphism groupτQ

corresponding to nontrivialϕQt , we have to introduce in a consistent wayalso transformations of
valuesof these functions. These are, however, nonunique, and the nonuniqueness is pointed out,
e.g., in Remark 2.1.18.♥

3.4 “Macroscopic” Reinterpretation of EQM

It might be interesting from technical, as well as from physically intuitive point of view to show
a simple way how ournonlinear quantum–mechanical dynamical systemsconsidered in this pa-
per (in the framework of EQM) can be considered as subsystems of infinite physical systems
described in a framework of traditional (linear) quantum theory. A Hilbert space description
of such a “large” system would necessitate, however, also usage of a nonseparable Hilbert s-
pace, e.g. the space of universal representation of a certain algebraA having uncountably many
mutually inequivalent faithful representations (each one corresponding to a specific value of
macroscopic variables), cf., e.g. [227, 196, 238]. It is not very comfortable to have all these
representations simultaneously as subrepresentations in one nonseparable Hilbert space. A way
to describe this situation in a more transparent way can be found in the framework of formalisms
used in quantum field theory (QFT), or in theories of systems “with infinite number of degrees
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of freedom”, cf. [118, 119, 91, 42, 43, 120]. The main mathematical tool of these theories are
C∗-algebras and their automorphism groups, cf. also [228, 196]. These theories are usually used
to describe “thermodynamic systems” considered as infinitely large in the sense of intuitive no-
tion of spatial extension, and also containing an infinite number of particles. Such aninfinite
approximation to finite, but large systemsis conceptually acceptable and technically useful: It
allows clear mathematical description ofmacroscopic subsystemsof physical systems consist-
ing of very large number of microscopic constituents – so large that any detailed practical (e.g.
numerical) description and measurement of their states, taken even in any nontrivial a priori re-
stricted precision for individual subsystems, is hopeless; their macroscopic subsystems consist,
on the other side, of manageable sets of classically described parameters. Mathematically clear
description of states and dynamics of such sets of classical parameters of quantal systems is up to
now possible, however, only in the framework of “infinitely extended” systems. Its possibilities
include, e.g., a description of phase transitions, cf. [42, 238].

We shall sketch briefly in this section a possibility, how to introduce aC∗-algebraC de-
scribing a “large” QM–system, “containing” in a certain sense the traditional observable algebra
L(H) of a finite quantum system, as well as a commutative subalgebra of continuous complex–
valued functionsC(M). This subalgebraC(M) is interpreted as theC∗-algebra of a classical
subsystem in such a way thatC is determined by these two subalgebras, together with an infi-
nite index setΠ containing labels of the “elementary” (mutually equal) finite subsystems. This
algebraC can be chosen so that it “contains” theC∗-algebraCG (cf. Definition 2.3.3) describing
any of the infinite number of equal “microscopic” subsystems composing the large system, as
well as its extension by a classical system (= a “mean–field”); the later can describe collective
influence of all the other subsystems onto the specified one, [130, 31, 33, 263, 264, 265]. In such
systems, the dynamics can be determined by a sequence of local Hamiltonians. If a Lie group
G is given so that it determines (via its unitary continuous representation) selfadjoint generators
entering into the expressions of the local Hamiltonians of the (arbitrarily large but) finite subsys-
tems, the spectrum space M of the classical subalgebra is the rangeEF=F(D(F)) in the dualg∗

of the Lie algebra ofG, cf. Definition 2.2.17; we can even haveEF = S∗, forG := U := U(H).
This approach can be considered either as a “phenomenological” introduction of a formal clas-
sical system to “complete” a given nonlinear quantum system to a linear one, or as a dynamical
theory of a large system with a long range interaction. The dynamics is then a∗-automorphism
subgroup of the∗-automorphism group ofC.

Since theC∗-algebraCG is “essentially” (i.e. up to its completions in weaker–than–norm
topologies) the tensor productL(H) ⊗ CGcl , it corresponds (in the sense of usual QM construc-
tions – again “essentially”) to a compound system consisting of a “standard (with finite number
of degrees of freedom) QM–system” described by the algebra of observablesL(H), and of a
“classical subsystem” described by the commutativeC∗-algebraCGcl which is isomorphic to the
space of all complex valued continuous functions on the quantum phase space of elementary
mixturesS∗, C(S∗,C). Hence, the “nonlinear” EQM can be embedded as a subsystem theory
to a linear quantum theory, cf. also Theorem 2.3.16. This linear theory can be considered in
turn as a subtheory of a (nonrelativistic) quantum field theory (QFT), i.e. a theory of an infinite
number of “standard” QM systems, [118, 91, 119, 42, 31]; this can be done not only kinemat-
ically, i.e. by construction of the sets of observables, but also by postulating a “microscopic”
evolution in local subalgebras (given by local – linear – Hamiltoniansof mean–field type, [130],
depending on size of the local subsystems) and taking the thermodynamic limit, [31, 32]. As
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a result of such a limiting procedure, it is obtained, besides thequasilocal algebraA of ob-
servables of arbitrarily large, but finite subsystems, also thealgebra of classical quantitiesCGcl
(belonging to the “algebra of observables at infinity”, [223, 131, 42, 238]), without which the
time evolution cannot be defined as a (semi–) group of transformations of an algebra of observ-
ables, [185, 31]. A “simplest” and a “most natural” quasilocal algebra of an infinite system in
nonrelativistic QFT isA := ⊗p∈ΠL(Hp), as it is introduced below. If the “standard” QM sys-
tem under consideration (the extension of which is the “considered” system described by EQM)
is described in finite–dimensional Hilbert space, then we have, as the algebra of observables of
the corresponding infinite system, directly the tensor productC∗-algebraC = A⊗ CGcl .

[
In

the case of infinitedimensional Hilbert spacesH, the algebraC containsA ⊗ CGcl as a (possibly
proper) subalgebra, [27], (the fact, thatC 6= A ⊗ CGcl in this case is a consequence of weak, but
not norm, continuity of corresponding unitary groups, resp. of unboundedness of generators, cf.
also [42, 228] for some mathematical refinements).

]
In these cases of infinite systems, the ele-

ments of the classical subalgebraCGcl are naturally interpreted as(global) intensive quantities
of the infinite system; hence, they correspond tomacroscopic variablesof this large quantal
system.

Let us introduce an example of such macroscopic algebraic elements. The description is re-
alized on, e.g., infinite tensor productHΠ := ⊗p∈ΠHp (with Π := an infinite index set labelling
the “constituent microsystems”), [190], of equal copies of the Hilbert spaceH ≡ Hp, and the
quasilocal algebraA is generated (via algebraic operations and norm limits) by the subalgebras
(isomorphic to)

AΛ := ⊗p∈ΛL(Hp), Λ ⊂ Π, |Λ| <∞, (3.4.1a)

where|Λ| := the number of elements inΛ ⊂ Π, with the natural inclusions

Λ ⊂ Λ′ ⇒ AΛ ⊂ AΛ′ , (3.4.1b)

acting onHΠ ≡ HΛ ⊗ HΠ\Λ (the tensor product of Hilbert spaces is, for finite number of
factors, associative, [190]) in the obvious way: Let us define an “identification” of the Hilbert
spacesHp, p ∈ Π with H by defining unitary mappingsup, p ∈ Π of Hp ontoH. AΛ is
generated by elementsupapu−1

p ∈ L(H), with ap’s “acting on thep-th factor”Hp, ∀p ∈ Λ, i.e.
for a vectorΦ ∈ HΠ, one has

Φ := ⊗p∈Πφp, aqΦ := (aqφq)⊗
(
⊗p∈Π\{q}φp

)
. (3.4.1c)

Now we choose anyX ≡ upXpu−1
p ∈ L(H)s,

88 corresponding to “an observable of individual
subsystems”, and define

XΛ :=
1
|Λ|
∑
p∈Λ

Xp ∈ AΛ, (3.4.1d)

Let a Lie groupG be unitarily and continuously represented inH by U(G), and let
Up(G) := u−1

p U(G)up be the corresponding action on eachHp. Let theX = X∗ above be
an arbitrary generator ofU(G). The set of “intensive observables” inCGcl is generated bylimits

88We can choose also unboundedX ’s here, but in that case nontrivial domain questions should be considered, [27].
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XΠ in some topology89 of XΛ, for Λ ↗ Π, for all selfadjoint generatorsX := Xξ, ξ ∈ g
of U(G). These limits do not belong toA; their introduction to the algebra of observables is,
however, necessary for the “standard–type” description of dynamics with long–range interaction-
s, [185], e.g. for MF–type evolutions, [31]. The quasilocal algebraA is canonically included into
its second topological dualA∗∗ which is in turn aW ∗-algebra in a canonical way [227, 196]; the
limits XΠ are then associated, [227, Definition 2.7.13], with a certainW ∗-subalgebras ofA∗∗.
On the algebra of functionsCGcl , Poisson brackets can be naturally defined. Then the mentioned
mean–field type dynamics defined with a help of local Hamiltonians onAΛ’s does not leave,
in the thermodynamic limit, theC∗-algebraA invariant (invariant with respect to such evolu-
tions is, however, the “classical subalgebra”CGcl ).90 The dynamics of the classical algebraCGcl
is Hamiltonian (with respect to the mentioned Poisson structure), andthe dynamics of any local
subsystem (described byL(Hp)) “essentially coincides” with some of the nonlinear dynamics
described by Theorem 2.3.16, and by Definitions 2.3.13: The considered dynamics of the infinite
system is constructed as follows: Let us consider a functionQ ∈ C∞(g∗,R) as a Hamiltonian
for the dynamics (with respect to the natural Poisson structure ong∗) described by the Poisson
diffeomorphismsϕQt : g∗ → g∗. The local Hamiltonians of the infinite quantum system are
(consider, in the following formulas,Q as a polynomial inFj := F (ξj), F ∈ g∗, for simplicity,
otherwise cf. [86])

HΛ := |Λ|·Q(Xξ1Λ, . . . , XξnΛ), (3.4.2a)

with {ξj , j = 1, . . . , n} a basis ing, and the “ordering” of operators is such, that allHΛ’s are
selfadjoint.91 Then the limiting dynamics

τQt (x) = (?)− lim
Λ↗Π

exp(−itHΛ)x exp(itHΛ), x ∈ A (3.4.2b)

can be defined, but only (for nonlinearQ) as a dynamics of the “extended” algebra containing
also the classical (macroscopic) quantities, cf. [31, 33, 86]. If in an initial stateω = ω0 ∈ S(A)
the valuess− limΛ↗Π πω(XξΛ) exist, then in its time evolved statesωt := ω◦τQt (if canonically
extended to the states onA∗∗) we have

ωt(XξΠ) ≡ Ad∗(gQ(t, F0))F0(ξ), F0(ξ) := ω0(XξΠ),∀ξ ∈ g, (3.4.2c)

where the cocyclegQ(t, F ) is as in Proposition 2.3.10.
The subdynamics of the system “living” on any one of Hilbert spacesHp, p ∈ Π, say onH

(if the indexp is skipped), is given then by a unitary cocycle{U(gQ(t, F )) : t ∈ R, F ∈ g∗}92,
cf. Proposition 2.3.10:

ψ(t) ≡ U(gQ(t, F ))ψ(0), ψ(0) ∈ H, (3.4.3a)

89The topology, in which this limit exists is rather special: It cannot be norm–topology ofA for X such, that their
spectrum contains at least two points, [31]. The set{XΛ : Λ ⊂ Π, |Λ| < ∞} considered as a net in the von Neumann
algebraA∗∗ (:= the second topological dual ofA) has more than one cluster points, [31]. Hence, the topology onA∗∗
has to be chosen weaker than itsw∗–topology, [31].

90The r̂ole of the groupG is here in choice of the topology mentioned in the preceding footnote, as well as in determi-
nation of dynamics: It is very useful especially in the presence of unbounded generators (i.e. local Hamiltonians).

91The ordering and symmetry of the operators is not here very important, since in the limitΛ↗ Π the elementsXξjΠ
commute with all observables: They belong to (a subspace of) the centre ofA∗∗.

92These cocycles are nonunique, cf. Remark 2.1.18.
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if the initial conditionψ(0) is chosen such, that for the initial value of “the macroscopic field
F = F0”, F0(ξ) := ω0(XξΠ) at t = 0, it is fulfilled

F (ξ) := 〈F ; ξ〉 ≡ (ψ(0), Xξψ(0)), ∀ξ ∈ g. (3.4.3b)

We can see that for

Ft := Ad∗(gQ(t, F0))F0 ≡ ϕQt (F0), t ∈ R, (3.4.3c)

the following relation is valid:

Ft(ξ) ≡ (ψ(t),Xξψ(t)), for F0(ξ) ≡ (ψ(0),Xξψ(0)). (3.4.3d)

After insertion of (3.4.3d) forFt into the time dependent Schrödinger equation forψ(t) obtained
from (3.4.3a) by differentiation, we obtain a nonlinear Schrödinger equation of EQM, describing
now the evolution of a “small” subsystem of an infinite (linear) system of traditional QT, cf.
(3.5.1). Hence, the subdynamics of an infinite quantum system with an automorphic (hence
“linear”) time evolution appears as nonlinear evolution in a NLQM.

We shall return to the relations (3.4.3) in Section 3.5, where we shall rewrite nonlinear QM–
equations as a couple of equations: one nonlinear classical Hamilton’s equation, and a linear
time–dependent Schrödinger one.

3.5 Solution of Some Nonlinear Schr̈odinger Equations

Let dimG = n < ∞, for a Lie groupG. Let an arbitraryU(G)–system be given, with{ξj :
j = 1, 2, . . . , n} a basis ofg := Lie(G), andFj := F (ξj), j = 1, 2, . . . , n, ∀F ∈ g∗.
LetQ ∈ C∞(EF,R) be chosen. The selfadjoint generators of unitary one–parameter subgroups
U(exp(tξj)) in the Hilbert spaceH areXj ≡ X(ξj). Let us consider the functionQ as a function
of n real variables{Fj}, i.e.Q(F ) ≡ Q(F1, F2, . . . , Fn) is expressed by vector coordinates of
the linear spaceg∗. Let there exists complete classical flowϕQt onEF, and letF (t) ≡ ϕQt (F (0)),
with F (0) := F(Px0) ≡ F(x0), wherex0 ∈ Dω(G).

We intend to look for continuously differentiable curvest 7→ xt ∈ Dω(G) ⊂ H, xt=0 := x0

satisfying the following nonlinear Schrödinger equation:

i
d

dt
|xt〉 =

n∑
j=1

∂

∂Fj
Q(〈xt|X1|xt〉, 〈xt|X2|xt〉, . . . , 〈xt|Xn|xt〉)·Xj |xt〉, (3.5.1)

where the quantities〈xt|Xj |xt〉 are inserted for the componentsFj of F ∈ g∗ into

∂Q(F )
∂Fj

, F ∈ g∗.

It depends on the choice of the groupG, and of its representationU(G), and also on the choice of
realization of the Hilbert space what a specific form this abstract differential equation will attain:
It can be partial differential equation, and possibly also an integro–differential equation, and for
nonlinear (in variablesFj) functionQ it is always nonlinear. We shall show, however, that in all
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these cases the equation (3.5.1) can be equivalently rewritten (for solutions lying inDω(G)) in a
more transparent form of two connected problems:

(i) The problem of finding solutions of CM–problem for Hamilton’s equations on the (gen-
eralized) classical phase spaceg∗ with its canonical Poisson structure, and with the Hamiltonian
Q, leading to the Poisson flowϕQt ong∗.

(ii) Then, after insertion into the expression ofdFQ in the equation (3.5.1) for the argument
F the appropriate solution (specified by the initial conditions)F (t) := ϕQt (F (0)), solving the
obtained time dependent linear Schrödinger equation (resp. equivalently: solving (2.3.6) to find
the cocyclegQ(t, F )).

Let us formulate and prove this result:

3.5.1. Theorem.Let the conditions imposed above on the objects entering into the equa-
tion (3.5.1) are fulfilled. Then, for anyx0 ∈ Dω(G), there is a solution{xt : t ∈ R} of (3.5.1)
lying inDω(G). It can be obtained as a solution of the time dependent linear equation

i
d|xt〉

dt
=

n∑
j=1

∂Q(F (t))
∂Fj

Xj |xt〉, (3.5.2)

whereF (t) is the solution of the classical Hamilton’s equations corresponding to the symplectic
flow ϕQ on thatAd∗(G)–orbit which contains the initial classical stateF (0) := F(Px0). If
gQ(t, F (0)) is the solution of the equations (2.3.6), then a solution|xt〉 can be expressed by the
relation:

|xt〉 ≡ U
(
gQ(t, F (0))

)
|x0〉. (3.5.3)

Each (global) solution of (3.5.1) satisfies also (3.5.2), withFt := F (t), 〈xt|X(ξ)|xt〉 ≡ Ft(ξ)
satisfying the classical equations:Ft ≡ ϕQt ((F (0)).♣

Proof. Dω(G) is U(G)–invariant,x0 ∈ Dω(G), hence alsoU
(
gQ(t, F (0))

)
∈ Dω(G) for all

t ∈ R. The function|xt〉 from (3.5.3) leads to the identity

〈xt|X(ξ)|xt〉 ≡ ϕQt Fξ(Px0), (3.5.4)

what is a consequence of (2.3.8), (2.3.7), and Definitions 2.2.17. Hence we haveFj(t) ≡
〈xt|Xj |xt〉. Differentiation of (3.5.3) with a help of (2.3.5), (2.3.6), and of the group–representa-
tion property ofU gives:

d

dt
U
(
gQ(t, F (0))

)
|x0〉 =

d

ds

∣∣∣∣
s=0

U
(
gQ(s, F (t))

)
U
(
gQ(t, F (0))

)
|x0〉

= −iX(dF (t)Q)U
(
gQ(t, F (0))

)
|x0〉,

(3.5.5)

what is the relation (3.5.2) with|xt〉 from (3.5.3). Insertion of (3.5.4) into (3.5.2) gives (3.5.1),
what proves that the function|xt〉 from (3.5.3) solves the equation (3.5.1).

Let |xt〉 be some global solution of (3.5.2) with‖x0‖ = 1, and fulfillingFj(0) ≡ 〈x0|Xj |x0〉.
Then it satisfies (3.5.4), what follows from the differentiation of〈xt|Xj |xt〉with a help of (3.5.2),
(2.2.14), and (2.2.17). Consequently, this|xt〉 satisfies also (3.5.1).
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Conversely, let|xt〉 be some global solution of (3.5.1). Again by differentiation ofFj(t) :=
〈xt|Xj |xt〉, one obtains, as above, the identity (cf. also Notation 3.2.2)

d

dt
Fk(t) ≡

n∑
j=1

∂Q(F (t))
∂Fj

{Fj , Fk}(F(xt)),

with F (t) ≡ F(xt). This means that each global solution of (3.5.1) fulfills also the equation-
s (3.5.2) and (3.5.4).

We can see that all the norm–differentiable solutions of (3.5.1) conserve their norms:
〈xt|Xj |xt〉 ≡ 〈x0|Xj |x0〉, since the generator on the right side of (3.5.2) is selfadjoint for all
t ∈ R (because it belongs to the generators ofU(G)). It follows also, that for‖x0‖ = 1, one has
Fj(t) := Tr(PxtXj) ≡ 〈xt|Xj |xt〉.

3.6 On an Alternative Formulation of NLQM

It might be fair and also useful to look onto another, a rather popular formulation of general
NLQM (on the set of pure statesP (H)) published by Weinberg in [273]. His proposal contained
some ambiguities, and also it had some physically unacceptable consequences discussed already
in literature, cf. e.g. [106, 272].93 Its mathematical framework can be, however, consistently
presented if it is restricted toP (H). In that case, it is in fact equivalent to our formulation of
NLQM onP (H).

Weinberg mostly worked with finite dimensional Hilbert spaces, and he used formalism de-
pending on components in a chosen basis of Hilbert space. We shall try to reformulate the Wein-
berg’s theory [273] in a coordinatefree way, but simultaneously preserving, as far as possible, the
main ideas94 of the original formulation.

Let thenonlinear observables (and generators)be differentiable functionsa, b, . . . , of two
variablesx ∈ H, andy∗ ∈ H∗ from the Hilbert spaceH and its dual:(x; y∗) 7→ a(x, y∗) ∈ C. It
is assumed that the functionsa, . . . , are homogeneous of the first degree in each of the variables,
i.e.

a(λx, y∗) ≡ a(x, λy∗) ≡ λa(x, y∗), ∀λ ∈ C \ {0}. (3.6.1)

Another requirement is the “reality condition”:a(x, x∗) ∈ R,∀x ∈ H. A specific “ob-
servable” isn(x, y∗) := y∗(x) ≡ (y, x); the observablesa, b, . . . , corresponding to tradi-
tional “observables” of QM determined by selfadjoint operatorsA,B, . . . , are of the form
a(x, y∗) ≡ (y,Ax), . . . , whereλ(y∗) ≡ (λy)∗ (since the bijective mappingx 7→ x∗ of H
ontoH∗ according to the Riesz lemma is antilinear). In Ref. [273], only valuesa(x, x∗), . . . , of
observablesa, b, . . . , in “diagonal” points(x;x∗) ∈ H ×H∗ corresponding to a specific vector

93In the presented formulation of EQM, some of these “unacceptable consequences” remain valid, as it was discussed,
e.g. , in Subsection 2.1-e. We have overcome here, as the present author believes, at least the difficulties connected with
the inappropriate work with mixed states and subsystems (resp. composed systems; these we do not try to introduce here
as a general concept) in the Weinberg’s papers. We also proposed a consistent interpretation scheme, in which possible
ambiguities are well understood.

94We mean here mainly theformalism determining – mathematical ideas, as they were understood by the present
author.
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statex ∈ H are used, except of the instants whena, b. . . . , are differentiated according to only
one of the variablesx , y∗ (in points withy = x). The Fŕechet differentials are

Dxa :=
∂a(x, y∗)

∂x

∣∣∣∣
y=x

∈ H∗,

D∗xa :=
∂a(y, x∗)
∂x∗

∣∣∣∣
y=x

∈ L(H∗,C) = H.
(3.6.2)

Then we can write the nonlinear Schrödinger equation, [273, (b):Eq.(2.12)], with a generator
h ≡ h(x, y∗) in the form:

i
∂x(t)
∂t

= D∗x(t)h. (3.6.3)

As concerns the interpretation, let us only mention that the expectation value of an observablea
in the state described by a vectorx 6= 0 is expressed by the number

a(x) :=
a(x, x∗)
n(x, x∗)

. (3.6.4)

This is in accordance with our interpretation from (2.3.4), and (2.3.9): The function a in (3.6.4)
depends on elementsx ∈ P (H) only; it can be identified with one of our observables and/or
generators restricted toP (H). In the case if finite–dimensionalH, any a in (3.6.4) can be written
as a functioña(f1, f2, . . . , fn) of a finite number of quantitiesfj(x) given by an equation:

fj(x) := fj(x, x∗), with fj(x, y∗) :=
(y,Xjx)

(y, x)
, (3.6.5)

with Xj ∈ L(H)s. In the finite dimensional case, we can insert into the nonlinear Schrödinger
equation (3.6.3) the function

h(x, y∗) := n(x, y∗)Q(f(x, y∗)), f := (f1; f2; . . . ; fn),

where we writeQ instead ofh̃ from the text above (3.6.5). Let alsoF(x) :=f(x, x∗), with
componentsFj(x). An easy computation then gives:

D∗x(t)h ≡
n∑
j=1

∂Q
(
F(x(t))

)
∂Fj

Xj |x(t)〉

+

Q(F(x(t))
)
−

n∑
j=1

∂Q
(
F(x(t))

)
∂Fj

Fj(x(t))

 |x(t)〉,

(3.6.6)

what expresses the right hand side of the nonlinear Schrödinger equation written in the for-
m (3.6.3) in accordance with Ref. [273]. The notation in (3.6.6) literally corresponds to that
introduced in Section 2.3, because the selfadjoint operators{Xj : j = 1, . . . , n} in finite di-
mensional Hilbert spaceH generate a Lie algebra of operatorsdU(g) of a (finite–dimensional)
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simply connected Lie groupG with representationU(G) in H generated by (integration of)
dU(g) 3 Xj , andF is then the corresponding momentum mapping, cf. also [32, Sec.IV]. Direct
inspection shows that ift 7→ x(t) := Px(t) corresponds to a solution of (3.6.3), then the function
t 7→ F(x(t)) is solution of Hamilton’s equations ong∗ with Poisson brackets

{Fj , Fk}(F(x)) := i T r(Px[Xj ,Xk]),

with the Hamiltonian functionF 7→ Q(F), in correspondence with the canonical Poisson struc-
tures onP (H) and ong∗ := Lie(G)∗. Let us denote

α(x(t)) := Q
(
F(x(t))

)
−

n∑
j=1

∂Q
(
F(x(t))

)
∂Fj

Fj(x(t)).

Since this is a real numerical function of time (for a given solutionx(t), t ∈ R), any solution
|x(t)〉 of (3.6.3) can be transformed into a solution|xt〉 of the corresponding equation of the
form (3.5.1) by a gauge–transformation, namely by multiplication of the vectors|x(t)〉 by a
phase factorexp(i β(t, x0)):

|xt〉 ≡ exp(i β(t, x0))|x(t)〉,

where the phaseβ(t, x0) is a solution of the equation

dβ
dt

= α(x(t)), (3.6.7)

corresponding to the initial conditionx(0) := x0. The two solutions,|xt〉 of (3.5.1), and|x(t)〉
of (3.6.3), corresponding to the same initial conditionx(0) = x0 are mutually physically indis-
tinguishable. A comparison of the “Weinberg type” nonlinear Schrödinger equations with that
of geometric formulation of QM (essentially identical with the ours one) was presented in [11].
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A Selected Topics of Differential Geometry

We shall give in this appendix a brief review of some basic definitions, illustrative examples,
and some facts (theorems) concerning the elements of differential geometry and some of related
topics.

A.1 Introduction to topology

The general concept of topology is basic for mathematical description of continuity, stability,
connectedness, compactness, etc. This concept is useful for clear understanding of several issues
of this paper.

Let, for a given setX the collection of all its subsets (i.e.the power set ofX ) be denoted by
P(X ).

A.1.1. Definitions (Topology).

(i) A topologyon the setX is a collectionT ⊂ P(X ) of subsetsU ,V, · · · ⊂ X satisfying:

t1. Union of an arbitrary set of members ofT also belongs toT .

t2. Intersection of an arbitrary finite set of members ofT is a member ofT .

t3. The empty set∅, as well as the wholeX , are members ofT .

The elementsU ∈ T of the given topologyT are theopen sets(in this specific topology!).
The complementsX \ U are called theclosed sets. Topologies{Tγ} are naturally ordered by
inclusion: T1 ≺ T2 iff T1 ⊂ T2, and, in this case,T2 is stronger (≡ finer) than T1 (also: T1

is weaker (≡ coarser) than T2). The set of all possible topologies onX is a directed set; it
is, moreover, a complete lattice (i.e. each subset has supremum and infimum). The strongest of
all topologies is thediscrete topologyfor which each subset ofX is both open and closed (=:
clopen sets). The weakest topology is the trivial one: only open (and closed) subsets ofX are
the empty set∅, and the whole spaceX . For any subsetM ⊂ X , there is unique minimal (with
respect to the set inclusion) closed subsetM ofX containingM, called theclosure ofM:M;
as well as there is a unique maximal open subset ofX contained inM, called theinterior of
M, denoted byM◦. If the closure ofM is the whole spaceX , thenM is dense inX . Given
an arbitrary subsystemS ⊂ P(X ), there is a minimal topology onX containingS; it is the
topology generated byS. The couple (X ;T ) is a topological space, or also thetopological
spaceX . If cardinality of a dense subset ofX is at most countable, then thetopological space
X is separable. Any subsetM ofX , such thatx ∈M◦, is aneighbourhood ofx ∈ X .

(ii) Any subsetY ⊂ X of the topological space (X ;T ) is endowed with therelative (or induced)
topologyTY := {Y ∩ V : V ∈ T }. With this topology, the subsetY is a topological subspace
ofX .

(iii) A topological space isdisconnectediff it is union of two nonempty disjoint open (equivalent-
ly: closed) subsets. In the opposite case it isconnected. The union of all connected topological
subspaces each of which contains the point% is theconnected componentof the point% ∈ X .

(iv) A topological space (X ;T ) is compact iff for anycollection{Vj : j ∈ J} ⊂ T (with J an
arbitrary index set) coveringX : ∪j∈JVj = X , there exists afinite subcovering, i.e. there is a
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finite subsetK ⊂ J such, that∪j∈KVj = X . A subsetY ⊂ X of any topological space (X ;T )
is compact, if it is compact in the relative topology.

(v) Topologies used usually in analysis areHausdorff, i.e. for any two distinct points%, σ of the
considered topological space there are disjoint open setsV%,Vσ each containing one of the cho-
sen points. This is one of the types of possible topologies whichseparate pointsof topological
spaces, cf., e.g. [148]. In Hausdorff spaces, each one–point set is closed, and any compact sub-
set is also closed. A Hausdorff spaceX is locally compact iff each pointx ∈ X has a compact
neighbourhood.

(vi) Let a topological spaceX be decomposed into a collection of its (mutually disjoint nonemp-
ty) subsets:X = ∪jNj : j ∈ J , the decomposition being denoted byN . Let us form the
factor–spaceX/N (resp. also thequotient–space) the points of which are the subsetsNj (it
is essentially equivalent to the index setJ – as a set). LetpN be the natural projection ofX
ontoX /N , x ∈ Nj ⇔ pN (x) = Nj . The natural topology onX /N , the factor–topology(resp.
quotient–topology), is the strongest topology for whichpN is continuous, cf. the Definition-
s A.1.2.

(vii) Let X , Y be topological spaces,X × Y be their Cartesian product, i.e. the set of ordered
couples(x; y), x ∈ X , y ∈ Y. Theproduct topology is generated on this space by Cartesian
products of all the couples of their open subsetsU × V,U ∈ TX ,V ∈ TY . This concept is
uniquely extended to products of any finite numbers of topological spaces (by associativity of the
Cartesian product).♦

The perhaps most important “topological” concept is that of continuity.

A.1.2. Definitions (Continuity).

(i) Let f be a mapping (i.e. a function) from a topological space(X , TX ), into (Y, TY), f : X 7→
Y. Thenf is continuous iff f−1(U) ∈ TX ,∀U ∈ TY .

(ii) The mappingf : X → Y is continuous in the pointx ∈ X iff for any open neighbourhoodU
of f(x) ∈ Y, f(x) ∈ U , there is an open neighbourhoodV of x, V 3 x such, that its image under
f is contained inU : f(V) ⊂ U .

(iii) Any continuous bijection f of a topological spaceX onto another topological spaceY such,
that its inverse f−1 is also continuous is ahomeomorphismof the spacesX andY. Spaces
mutually homeomorphic are indistinguishable from the topological point of view - they aretopo-
logically isomorphic.

(iv) Any given set of functions{fj : X → Yj , j ∈ J}, whereYj are arbitrary topological
spaces, determines a unique topology onX such, that it is the weakest topology for which all the
functions{fj , j ∈ J} are continuous. This topology onX is thetopology determined by the
functions {fj , j ∈ J}.♦

A.1.3.Examples(Various topologies).We shall introduce here some examples of topologies.

(i) The topology on a metric space (X ,d) generated by theopen ballsBε,x := {y ∈ X :
d(x, y) < ε} (x ∈ X , ε > 0) is themetric topology. ForX := R, the metric topology given by
thedistance functiond(x, y) ≡ |x− y| is the “usual topology”. The metric topology is always
Hausdorff. The “usual” topology onRn is the product topology ofn copies of the spacesR
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with their “usual topologies”. The complex lineC is considered as topologically equivalent (i.e.
homeomorphic) toR2.

(ii) Very different kind of topology onR is the following one: Let the open sets onR be{x ∈
R : x < a}, ∀a ∈ R. The obtained topology is not Hausdorff. Observe that there are no
nonempty mutually disjoint open subsets now. This implies that the only continuous real-valued
functions (where the image-spaceR is endowed with the “usual topology”) onR endowed with
this topology are constants.

(iii) Consider the identity mappingidR : x 7→ x,∀x ∈ R; it is discontinuous if the image-
topology is finer than the “domain-topology”. E.g., the identity mapping on an arbitrary setX
from discrete to arbitrary topology is continuous, and the inverse mapping is also continuous only
in the case, if both copies of the mapped set are endowed by the same (now discrete) topology.

(iv) Let B(I) be any set of real–valued functions (i.e. the image–spaceR is endowed with the
“usual” topology) on the unit intervalI := {r ∈ R : 0 ≤ r ≤ 1}. It generates the weakest
topology onI such, that all functionsf ∈ B(I) are continuous. Consider, e.g. the cases, where
B(I) contains also some characteristic functions of subintervals ofI: such a topology makes the
intervalI disconnected.♥

We are often working with linear spaces endowed with some topologies. Finite–dimensional
spacesR3N of particle configurations, as well as infinite–dimensional spaces of functions with
values in linear spaces (with pointwise additions), are linear spaces in a natural way . To be
useful in dealing with linear mappings, topologies introduced on such spaces should be in a
“correspondence” with the existing linear structures on them.

A.1.4. Definitions (Topological linear spaces).

(i) LetL be a linear space overK ∈ {R;C}, whereK is considered with its canonical (:=“usu-
al”) topology. Let a topologyT on L be given. Let us consider the multiplication of ele-
mentsx ∈ L by scalarsλ ∈ K as mapping from the topological product–spaceK × L into
L : (λ; x ) 7→ λx ∈ L, and the addition:(x ; y)(∈ L × L) 7→ x + y(∈ L), also with the
product–topology ofL × L. Then the topological space(L; T ) is a topological linear space
(=t.l.s.) iff the addition and multiplication by scalars are (everywhere) continuous functions.
This allows us to define any topology of a topological linear space onL by giving just all the
open sets containing an arbitrarily chosen point (e.g. x= 0).

(ii) Most often used in applications are such t.l.s. which are Hausdorff, and their topology is
determined byseminorms: T.l.s.L is locally convex space (= l.c.s.)iff its topology is determined
by a set{pj : j ∈ J} of mappings (=seminorms)pj : L → R+, x 7→ pj(x ) ≥ 0 such that

pj(λx ) ≡ |λ|pj(x ), pj(x + y) ≤ pj(x ) + pj(y), ∀x , y ∈ L, ∀j ∈ J.

It is supposed (to be the topology Hausdorff) that the set of seminorms is “sufficient”, resp. that
it separates points:

∀x ∈ L, (x 6= 0)∃j ∈ J : pj(x ) > 0.

The topology is the weakest one for which all the seminorms are continuous. On finite–
dimensional linear spaces there is just one such al.c. (locally convex)–topology.



144 A Selected Topics of Differential Geometry

(iii) If the topology of l.c.s.L is determined by just one seminormpα, it is necessarily anorm
(i.e. pα(x ) = 0 ⇒ x = 0). A norm topology is naturally metric topology with the distance
functiond(x, y) := pα(x−y). If the space is complete as the metric space,L is called aBanach
space, simplyB–space. The norm ofx ∈ L, pα(x ) will be usually denoted by‖x‖α, where the
indexα can distinguish different norms onL.

(iv) LetL be a B–space, its norm being denoted‖ · ‖. A linear mapping% : x(∈ L) 7→ %(x) ≡
〈%;x〉 ∈ K is a linear functional on L. On general (infinite–dimensional) B–spaces, there
are also discontinuous linear functionals. The set of allcontinuous linear functionals onL is
denoted byL∗, and it is called thetopological dual (space) ofL. In L∗, there is a canonical
norm–topology determined by that ofL:

‖%‖ ≡ sup
{
|%(x )|
‖x‖

: 0 6= x ∈ L
}
, % ∈ L∗.

With this norm,L∗ is a B–space. Its dual spaceL∗∗ contains, as a canonically isometrically
embedded subspace, the original B–spaceL: x ∈ L is interpreted as the mapping% 7→ %(x ) ≡
〈%;x〉, i.e. an element ofL∗∗.
(v) LetM be a linear set of linear functionals on a linear spaceL. Assume, thatM separates
points ofL, i.e. %(x ) = 0,∀% ∈ M ⇒ x = 0. The topology onL determined by all% ∈ M
is called theM–weak topology onL, or theσ(L,M)–topology. If we considerL as linear
functionals onM, and if L separates points ofM, then we have also theσ(M,L)–topology
onM. If L is a B–space, theσ(L,L∗)–topology is theweak topology onL. Theσ(L∗,L)–
topology on the dual spaceL∗ is called thew∗–topology onL∗.The closed unit ballB1 := {% ∈
L∗ : ‖%‖ ≤ 1} of the dual to a B–spaceL is compact in thew∗–topology (=Banach-Alaoglu
theorem).♦

A.2 Elements of differentiation on Banach spaces

The differential calculus of mappingsf : T → R between two Banach spacesT, andR is
largely similar to calculus in finite dimensional spaces. A formal difference appears because
of coordinate free notation, what is useful also in the case, when the B-spacesT,R are finite-
dimensional. We shall need mainly the case of an infinite dimensionalT (e.g. T = Ts) and of
the one dimensionalR = R. Let us define theFréchet differentialDνf at the pointν ∈ T of an
R-valued functionf : T→ R:

A.2.1. Definitions.

(i) Let T,R be Banach spaces with (arbitrary) norms‖ · ‖ (equally denoted for both spaces)
leading to their Banach-space topologies. LetU ⊂ T be an open subset containingν. The
Fréchet differential, resp. theFréchet derivative, of f at the pointν ∈ T is the unique (if it
exists) continuous linear mappingDνf : T→ R, η 7→ Dνf(η) (∀η ∈ T) satisfying

lim
η→0
‖η‖−1 ‖f(ν + η)− f(ν)−Dνf(η)‖ = 0. (A.2.1a)

If the derivativeDνf exists, the functionf is differentiable at the point ν. If the derivative
Df : ν 7→ Dνf ∈ L(T,R) exists inU , f is differentiable on U ; if, in that case,U = T, then
f is calledFréchet differentiable function, or just: f isF–differentiable.
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(ii) Let, by the above notation, the derivative oft 7→ f(ν + tη):

Dt=0f(ν + ·η)(1) ≡ df(ν + tη)
dt

∣∣∣∣
t=0

=: Df(ν, η), ∀η ∈ T, (A.2.1b)

exists for allν ∈ U . Thenf is G–differentiable,Df(ν, ·) is Gateaux derivativeof f at ν ∈ U ,
and its valueDf(ν, η) is thederivative of f at ν in the direction η.

F–differentiability implies G–differentiability, and then it isDf(ν, η) ≡ Dνf(η). Converse-
ly, if f is G–differentiable inU = U◦ ⊂ T, if the G–derivativeη 7→ Df(ν, η) is bounded
linear95 for all ν ∈ U , and if the functionν (∈ U) 7→ Df(ν, ·) (∈ L(T,R)) is continuous, then
Df(ν, η) ≡ Dνf(η), cf. [234, Lemmas 1.13–1.15].♦

In formulation of this definition, we have included also important assertions on uniqueness,
and on the relation of the two concepts, [58].

It is seen that the derivativef 7→ D·f is a linear operation (functionsf with values in a linear
spaceR form naturally a linear space).

A.2.2.Notes.

(i) In finite–dimensional case, i.e. fordim T < ∞, and alsodim R < ∞, Dνf (expressed in
some bases ofT, and ofR) is just the Jacobi matrix off atν. ForR :=R, the functionν 7→ Dνf
is the ordinary first differential off (understood as a linear functional onT: the “differentials
of coordinatesdνj , j = 1, 2, . . .dim T” are coordinates of vectors inT); in the caseT := R,
Dνf(1) ∈ R is just the derivative of the (R – valued) functionf according to the parameter
ν ∈ R (here1 ∈ R = T is the “number1” considered as a vector fromT).

(ii) If T is a function space, the derivativeDνf is thefunctional derivative, cf. [85, 61]. Iff is
expressed in a form of integral over the spaceM of arguments of the functionsη ∈ T, η : x(∈
M) 7→ η(x)(∈ R), thenDνf is usually expressed as an integral kernel:

Dνf(x) ≡
δf(ν)
δν(x)

, ν ∈ T,

andDνf(η) is the integral containing in its integrand the functionη (and its derivatives with
respect to its arguments, denoted together by a vector–symbolη̃) linearly, e.g.

Dνf(η) =
∫
M

Dνf(x) ·η̃(x)µ(dx).

To be more specific,f can be here, e.g., an “action integral” of the classical field theory, [192,
160], f(ν) :=

∫
M
L(x, ν̃(x))d4x, the functionsν : x 7→ ν(x) ∈ RK are finite collections

(K < ∞) of classical fields on the Minkowski spaceM , and the functionL is a Lagrangian
density, i.e. it is a numerical differentiable function of a finite number ofrK + 4 real variables,
x andν̃(x) ∈ RrK , attaining valuesx ∈M , resp. equal to values of components ofν(x), and of
(a finite number of) their derivatives taken simultaneously in the same pointx ∈ M (locality):
ν̃ := {ν, ∂α0

0 ∂α1
1 . . . ∂α3

3 ν : 1 ≤
∑
αj ≤ r}. Then the derivative off : Dνf(η), is expressed

by an integral overM of the integrandDνL(x)·η̃(x), what can be considered as an application of
95Let us stress, that the linearity of G–derivative is a nontrivial requirement in general B–spaces.
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the chain rule for composed mappings, (A.2.2):ν 7→ L(·, ν̃(·)) ∈ C(M,R) might be considered
as a mapping between the Banach spacesT := Cr(M,RK) 3 ν, andB := C(M,R) (endowed
with some “appropriate” norms, if, e.g., the domain of integration inM is bounded), with its
derivativeDνL(·) (= a “multiplication operator” ∈ L(T,B)) : η 7→ DνL(·) · η̃(·), and the
integral is the next (linear) mapping in the chain.

(iii) The derivative (A.2.1a) off : T → R in any pointν belongs toL(T,R) = T∗
R

. Hence, for
T := L(H)∗s ⊃ S the derivative would be in the double dualL(H)∗∗s , what is strictly larger than
L(H)s = T∗s, whereas the spaceTs is the (R-linear envelope of the) normal state space, i.e. the
“density matrices space”, which is, in turn, the space ofall symmetric linear functionals, i.e. the
state space of theC∗-algebraC of compact operators onH.

(iv) It might be useful to stress here a (rather trivial) fact, that the derivative of a linear function
f ∈ L(T,R) equals, in any pointν ∈ T, to the elementf ≡ Dνf ∈ L(T,R) itself. ♥

An important formula can be proved for differentiation of composed mappings [58,
Ch.1.§2.2]. LetT,R,L be three B-spaces, and letf : T → R, g : R → L be differentiable
mappings. Then the composed mappingh := g ◦ f : T→ L is differentiable, and

Dνh ≡ Df(ν)g ◦Dνf. (A.2.2a)

SinceDνf is a linear mapping fromT into R, andDf(ν)g is a linear mapping fromR into L,
we have for allη ∈ T:

Dνh(η) = Df(ν)g
(
Dνf(η)

)
≡
(
Df(ν)g ◦Dνf

)
(η). (A.2.2b)

Specifications of these concepts lead to infinite dimensional analogs ofpartial derivatives, cf.
[58, Chap.1,§5.2].

A.2.3. Definitions.

(i) The second derivativeD2
νf(·, ·) of the differentiable functionf : T → R, i.e. the first

derivative of the functionD·f : T → L(T,R), η 7→ Dηf , at a pointν ∈ T belongs to a

subspaceL(2)
s (T,R) of the spaceL(T,L(T,R)), what is canonically isomorphic to the space

L(T×T,R) of bilinear continuous functionals onT. The subspaceL(2)
s (T,R) := Ls(T×T,R)

is the space ofsymmetricbilinear functionals:D2
νf(%, ω) ≡ D2

νf(ω, %).

(ii) Similarly as above, then−th derivative D
(n)
ν f(·, ·, . . . , ·︸ ︷︷ ︸

n−times

) is a symmetric continuous

n−linear functional onT, an element of the canonically defined Banach spaceL(n)
s (T,R) :=

Ls(×nT,R).

(iii) The space ofk−times continuously differentiable functionsf on the B-spaceT with values
in R will be denoted byCk(T,R). The space of all infinitely differentiable functions onT will
be denoted byC∞(T,R) (≡ F(T), if R := R).♦

Also the notion of the Taylor expansion can be introduced similarly as in finite–dimensional
case, [58, 234, 61]. It is clear from the point (iv) in Notes A.2.2 that the second derivative of any
linear function (with respect to to the same argument) equals to zero.
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To deal with differential equations, resp. dynamical systems in different conditions, it is
useful to generalize the differential calculus to more general spacesM replacing the linear space
T. Such convenient spacesM are for us topological spaces endowed with the structures called
“manifold structures”, and theseM ’s are called “manifolds”.

A.3 Basic structures on manifolds

We shall start with the concept of differentiable manifold as a basis of further geometrical con-
structions, cf. [219, 40]. Intuitively, a manifold is a set “piecewise similar” to a t.l.s.

A.3.1. Definitions.

(i) A chart on a topological spaceM is a triple c := (U ;ϕ;L), whereU◦ = U ⊂ M , ϕ is a
homeomorphism ofU onto an open subset of a Banach spaceL. We shall often takeL := R

n

for some natural numbern <∞; in this case, the existence of such a chart means possibility of
introducingn continuous (local) coordinates on the open subsetU ofM . U is thedomain of c,
resp. (also) ofϕ: We shall call the “chartc” alternatively also “the chartϕ”.

(ii) A topological (Banach) manifoldM (simply: a manifold) is a Hausdorff topological space
M every point of which has an open neighbourhood homeomorphic to some open subset of a
Banach spaceL. This means thatM can be covered by domains of charts defined on it.

(iii) A Cm-atlas on a manifoldM is a collection of charts{cj := (Uj ;ϕj ;Lj) : j ∈ J} such,
that the open subsets{Uj : j ∈ J} (J is an index set) coverM :

⋃
j∈J Uj = M , satisfying

simultaneously the condition that for the set of homeomorphismsϕj the mappingsϕj ◦ ϕ
−1
k :

ϕk(Uj ∩ Uk) → ϕj(Uj ∩ Uk) are, for all j, k ∈ J, Cm−diffeomorphisms, i.e. the mappings
together with their inverses are m-times continuously differentiable in all local coordinates. Two
Cm-atlases areequivalent if their union is again aCm-atlas. All the equivalent atlases compose
the maximal atlas. If all the B-spacesL of the charts of the atlases are finite dimensionalR-
spaces, and an atlas is{cj := (Uj ;ϕj ;Rn(j)) : j ∈ J}, the numbersn(j) occurring in the
specifications of charts arelocal dimensionsofM . For a connectedM it follows thatn(j) ≡ n
in which casen is thedimension of M, n = dim(M). In the case of a manifoldM with the
image-spacesL being infinite–dimensional B-spaces,M is a manifold of infinite dimension.
The manifoldM endowed with aCm-atlas (equivalently: with an equivalence class ofCm-
atlases) is called aCm-manifold: The atlas(-es) defines astructure of (Cm−)differentiable
manifold onM . Equivalent atlases determineequivalent manifold structuresonM .♦

It is a theorem, [135], that on any finite dimensionalCm-manifold withm ≥ 1 there is also
a C∞-atlas in the equivalence class defining the manifold structure. Hence, on differentiable
manifolds of finite dimension we can always introduce local coordinates the transformations of
which on the intersections of their domains are all infinitely differentiable. In the following, any
manifold will be aC∞-manifold. Let us note also that on a given (topological) manifold it might
be possible to introduce many nonequivalent differentiable structures; e.g., on the sphereSn, for
n ≤ 6, it can be introduced exactly one differentiable structure, but forn ≥ 7 there are several
dozens of nonequivalent differentiable structures, cf. [148].

Let us introduce now some examples.
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A.3.2.Examples.

(i) Let M = R
n considered with the (unique) locally convex topology ofRn. Let an atlas

consisting of a unique chart with domainM andϕ being the identity map be given. This atlas
defines aC∞-manifold structure onM .

(ii) Let M := Sn ⊂ Rn+1 be the n-dimensional unit sphere. We can construct charts of an atlas
onM by stereographic projections onto hyperplainsRn ⊂ Rn+1 orthogonal to coordinate axes:
If M is described by the equation

∑n+1
k=1 x

2
k = 1, then, for the j-th projectionϕj , the point with

coordinates{xk : k = 1, . . . n + 1} is mapped into the point{yl := 2xl/(1 − xj), l 6= j}, for
all the points in{x ∈ Sn : xj 6= 1} =: Uj composing the domain ofϕj . As a simplest case of
these manifolds, the circleS1 needs at least two charts to compose an atlas.

(iii) The torusTn = (S1)n is an example for multiply–connected (cf. below) manifold. Its charts
are constructed, e.g., as Cartesian products of the charts of circles.

(iv) Let a setN be homeomorphic to the subset ofR2 consisting of several mutually different
straight lines intersecting in some points, with the induced topology. ThenN cannot be endowed
with a structure of manifold, since any point of intersection has not a neighbourhood homeomor-
phic toR (or toRn, for anyn ≥ 0).♥

The real lineR will be always (if not mentioned contrary) considered with its usual topology
generated by open intervals. Similarly, the complex planeC is considered with the usual product
topology ofR2. The manifold structures of these spaces are given as in Example A.3.2(i). We
shall define now important subsets of a manifold, that are endowed with canonically induced
manifold structures.

A.3.3. Definition.

(i) A subsetN ⊂ M is a submanifold of M, dim(M) = n, if every pointx ∈ N
is in the domainU of such a chart(U ;ϕ), that for all x ∈ U ∩ N one hasϕ(x) =
{x1, x2, . . . xk, a1, a2, . . . an−k}, where{a1, . . . an−k} is a constant inRn−k. The obvious man-
ifold structure onN determined by these charts is theinduced manifold structure from the
manifoldM . Dimension of the manifoldN is dimN = k.♦

The usual model of a submanifoldN in M := R
n is realized as the a “surface” inRn,

i.e. as the inverse imagef−1({a}) =: N of a pointa ∈ Rn−k by a differentiable function
f : Rn → R

n−k (i.e. n − k real differentiable functions ofn real variables) with its Jacobi
matrix of constant maximal rank onN ; this means, thatN (with dim(N) = k) consists of roots
x ∈ Rn of the equation

f(x)− a = 0 (∈ Rn−k). (A.3.1)

Hypersurfaces of the dimensionn − 1 are determined by real-valued functionsf on M with
nonvanishing differentialdf at pointsx satisfying (A.3.1) .

LetM,N be two manifolds, and let a functionf : M → N, x 7→ f(x) be given.

A.3.4. Definition. A function (resp.mapping) f : M → N,x 7→ f(x) is differentiable in
x ∈ M iff there are charts(U ;ϕ), (V ;ψ) onM,N , respectively, withx ∈ U, f(x) ∈ V such
that the functionψ ◦ f ◦ϕ−1 : ϕ(U)→ ψ(V ) is differentiable inϕ(x). Thatf is differentiable
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means differentiability in each pointx ∈ M . If f : M → N is a bijection and bothf andf−1

are differentiable, then f is adiffeomorphism of the manifoldsM andN .
Let I ⊂ R be an open interval containing0. A differentiable functionc : I → M is a

differentiable curve on M.♦

These concepts do not depend on a specific choice of charts in an equivalence class of at-
lases. We shall mean in the following by “differentiability” the infinite differentiability, if not
stated otherwise. Differentiable mappingsf : M → R compose the spaceF(M) of infinite
differentiable real-valued functions onM . The real linear spaceF(M) is alsoan associative
algebrawith respect to pointwise multiplication:(fh)(x) ≡ f(x)h(x).

These concepts allow us to introduce an intrinsic definition of tangent space toM at a point
x ∈ M . This has an advantage with respect to intuitive notions of tangent spaces as a certain
“plains” in some higher dimensional linear space containing our manifoldM as a submanifold:
Such intuitive notions needn’t be invariant with respect to diffeomorphisms, since after a dif-
feomorphic deformation ofM the “tangent plain” might become “tangent” in more than one
points ofM , or even intersectM if this is not embedded in an “appropriate way”. Our definition
is, however, physically intuitive, since it directly defines tangent vectors as invariantly specified
“instantaneous velocities” of motions along curves lying on the manifold.

A.3.5. Definition. Let cj , j ∈ J be differentiable curves on a manifoldM through a pointx ∈
M : cj(0) = x, ∀j ∈ J . Let(U ;ϕ; E) be a chart onM at x ∈ U . Then the derivatives

vϕj :=
dϕ(cj(t))

dt

∣∣∣∣
t=0

:= Dt=0(ϕ ◦ cj)(1) ∈ E

exist. If they are equal for differentj ∈ J , as vectorsvϕj in the B-spaceE , this mutual equality
is independent of a chosen chartϕ. We shall callcj andck, with vϕj = vϕk , equivalent curves
at x ∈M . Hence, the differentiable curves atx ∈ M are distributed intoequivalence classes
[c]x of curvesc at x ∈M . ♦

Let ϕ be a chart onM as above in Definition A.3.5, and letE be considered as a mani-
fold with the atlas consisting of single chart given by the identity mappingidE on E . Then the
equivalence classes[d]η of all curvesdj : Ij → E , dj(0) ≡ η ∈ E throughη are in canon-
ical bijection with vectors inE given by [d]η ↔ D0dj(1) ∈ E , dj ∈ [d]η. Any curvedj
throughη := ϕ(x) ∈ E gives a curvet 7→ cj(t) := ϕ−1(dj(t)) throughx ∈ M . This
helps us to see that there is a bijection between the above defined equivalence classes[c]x of
curves onM , and vectors inE . Now it is possible to introduce linear operations into the set
{[c]x : c is a differentiable curve onM throughx} of equivalence classes of the curves, by ex-
tending the above bijection to a linear mapping. It is important thatthe linear structure on the
set of classes[c]x does not depend on a chosen chart. This leads us to important

A.3.6. Definitions.

(i) LetM be a differentiable manifold,x ∈M . The above introduced linear space of equivalence
classes[c]x of differentiable curves throughx is called thetangent space toM at x, and will be
denoted byTxM ≡ Tx(M). An elementvcx := [c]x ∈ TxM is a tangent vectorat x toM . If
U ⊂ M is an open subset (considered as a submanifold ofM ) containingx, we shall identify
the tangent spacesTxU ≡ TxM , sinceTxM is determined by “the local structure” ofM .
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(ii) Let f : M → N be a differentiable mapping (cf. Definition A.3.4) of manifolds. Letc′ ∈
[c]x ∈ TxM . Then the equivalence class of the curvest 7→ f(c′(t)) ∈ N throughf(x) is
independent of a representativec′ ∈ [c]x, hence the mappingf induces a well defined mapping
Txf of classes[c]x into classes[f ◦ c]f(x) ∈ Tf(x)N :

Txf ≡ Tx(f) : TxM → TxN, vcx := [c]x 7→ Txf(vcx) := [f ◦ c]f(x). (A.3.2)

The mappingTxf is called thetangent off at x.

(iii) Let a manifoldM with an atlas{(Uj ;ϕj ; Ej) : j ∈ J} be given. LetTM be the manifold
determined as the set

{[c]x ∈ TxM : x ∈M}

of all tangent vectors in all points of the manifoldM , endowed by the atlas consisting of charts(
∪{TxM : x ∈ Uj}; Φj ; Ej × Ej

)
,

where the mappingΦj is defined:

Φj([c]x) :=
(
ϕj(x);Txϕj([c]x)

)
∈ ϕ(Uj)× Ej ⊂ Ej × Ej .

In the last relation, the image of the tangent ofϕj on the vector[c]x atx ∈ Uj ⊂M equals to the
derivative of the curvet 7→ ϕj ◦ c(t) ∈ Ej in point t = 0 taken at “the vector”1 ∈ T0R

∼= R, cf.
Definition A.2.1, andTϕj(x)Ej is identified withEj . Moreover, let theprojection πM be defined
on the manifoldTM by

πM : TM →M ; [c]x 7→ x. (A.3.3)

The differentiable manifoldTM endowed with the projection (A.3.3) isthe tangent bundle of
M . The projectionπM is thetangent bundle projectionofM .

(iv) The tangent bundle is an example of avector bundle(P, πM , E) , i.e. of a manifoldP with
a differentiable mappingπM : P → M onto another manifoldM with a given open covering
UM := {Uj : j ∈ J} by domainsUj of its charts, and a topological vector (let it be Banach)
spaceE (considered with its natural manifold structure) such thatπ−1

M ({x}) =: Ex ⊂ P is
homeomorphic toE, the homeomorphism being the restriction of a diffeomorphism ofπ−1

M (Uj)
ontoUj×E, and the homeomorphisms corresponding toj 6= k and to pointsx ∈ Uj∩Uk induce
a group of linear transformations onE in a natural way, [61, 151, 1, 40], called thestructural
group of the bundle. Such homeomorphismsEx ↔ E allow us to introduce a natural linear
structure on allEx, x ∈M , by transferring it from that onE.

(v) LetT ∗x (M) := (TxM)∗ be the topological dual ofTxM . This space is called thecotangent
space to M at x. Let us takep copies ofTx(M), andq copies ofT ∗x (M), and let us form the
tensor product spaces

T pqxM := ⊗pj=1Tx(M)
⊗
⊗qk=1T

∗
x (M), x ∈M. (A.3.4)

Let us denoteT pqM ≡ T pq (M) the set theoretic union of these linear sets. With a use of the
manifold structure onM , they can be “sewed together”, i.e. there can be introduced a manifold
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structure on the setT pq (M) in an obvious analogy with that ofTM . The resulting manifold
will be denoted by the same symbolT pq (M); it will be called the (vector)bundle of tensors of
type

(p
q

)
, or of the tensorscontravariant of order p, andcovariant of order q. The manifold

T 0
1 (M) =: T ∗(M) is thecotangent bundleof the manifoldM , andT 1

0 (M) = TM .

(vi) Let a bundle(P, πM , E) be given, and letv : M → P, x 7→ v(x) be a differentiable
mapping such, that

πM (v(x)) ≡ x. (A.3.5)

Such mappings are calledsections of the (vector) bundle. A section of the tangent bundle
TM := (TM, πM , E) is a vector field onM . Sections of the tensor bundleT pq (M) are tensor
fields of type

(p
q

)
. The tensor fields of the type

(
p
q

)
form an infinite dimensional vector space

T pq (M). The space of vector fields isT 1
0 (M), the spaceT 0

0 (M) is identified withF(M). The
direct sumT (M) := ⊕p≥0,q≥0T pq (M) is the algebra of tensor fieldson M , the algebraic
operation being the pointwise tensor product.

(vii) Let f : M → N be as in (ii). Thetangent mapping off is the mappingTf : TM → TN
defined by (cf. eq. (A.3.2))

Tf : vx (∈ TxM) 7→ Txf(vx) ≡ Txf · vx (∈ Tf(x)N). (A.3.6)

The tangent mapping is also denoted byf∗ := Tf . If f is a diffeomorphism, then we denote
by f∗ also theunique natural extensionof this mapping to the whole algebra of tensor fields,
f∗ : T (M)→ T (N), determined by its “commuting with contraction”, and conserving the
type

(
p
q

)
, [151, Chap.I, Propositions 2.12 and 3.2].♦

Any vector fieldv on M uniquely determines a differentiation£v (i.e. a linear mapping
satisfying the Leibniz rule for its action on products) of the associative algebraF(M). Let v(x)
corresponds to the class[cv]x of curves throughx ∈ M , and letcv be in this class. Then£v is
defined by the formula

£vf (x ) := vx (f ) :=
d
dt

∣∣∣∣
t=0

f (cv(t)). (A.3.7)

Let us stress that this definition depends on vectorsvx ∈ TxM only, independently of their
possible inclusions as values of some vector fields: The mappingv(∈ TxM) 7→ £v is well
defined for any fixedx ∈M . On finite dimensional manifolds, any differentiation on the algebra
F(M) is given by a vector fieldv according to (A.3.7); cf. [61] for comments on infinite dimen-
sional cases. Hence, each vector fieldv determines a differential operator£v, and the mapping
vx(∈ TxM) 7→ £v is a linear injection into the set of differential operators on the “algebra of
germs of functionsF(M) in the pointx ∈ M ”; this injection is also onto (i.e. surjective) for
dimM < ∞. We shall often identify£v with v ∈ TM . The derivation£v can be naturally
(under the requirement of “commutativity with contractions”, [151, 1], and of satisfaction of the
Leibniz rule) uniquely extended to a derivation on all spacesT pq (M). It acts on the vector fields
as

£vw = [£v,£w] := £v£w −£w£v ≡ £[v,w], (A.3.8)

and, for given vector fieldsv andw, it represents a vector field, [40], denoted by[v,w].
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A.3.7. Definition. The above determined mapping£v : T (M )→ T (M ) (leaving eachT pq (M)
invariant) is theLie derivative of tensor fields with respect tov ∈ T 1

0 (M). The result of its
action on a vector fieldw : £v(w) = [v,w] is the commutator (or Lie bracket) of the vector
fields v and w. This Lie bracket satisfies theJacobi identity;

[£u, [£v,£w]] + [£w, [£u,£v]] + [£v, [£w,£u]] ≡ 0 ,

what is a consequence of the definition.♦

Let us note that the mapping

dxf : TxM → R,v 7→ dxf(v) := £v(f ) ≡ v(f ),∀v ∈ Tx M , (A.3.9)

is a bounded linear functional onTxM (this is a consequence of definition of Fre’chet differ-
entiability of f ∈ F(M); dxf equals toTxf , if Tf(x)R ≡ R is the canonical identification):
dxf ∈ T ∗xM . Each element ofT ∗xM has the formdxf of differential of the function f for
somef ∈ F(M). Hence, each tensor inT pqx(M) can be expressed as a linear combination of
tensor products of the form⊗pj=1vj

⊗
⊗qk=1dxfk,vj ∈ TxM,fk ∈ F(M).

Any vector fieldv ∈ T 1
0 (M) =: X (M) determines adifferential equation on the manifold

M , written symbolically for aninitial condition x(0) = x:

ẋ(t) = v(x(t)), x(0) := x ∈M. (A.3.10)

Its solutions areintegral curves of the vector field v, i.e. curvest(∈ Ix = I◦x ⊂ R) 7→ x(t)
throughx such that for anyt0 ∈ Ix, the curve{t 7→ x(t+ t0)} ∈ “ the class of curves determined
byv(x(t0))”. The open intervalIx can be (and is supposed to be) chosen maximal. Let us define
the setDv := {(t;x) : t ∈ Ix, x ∈ M}, called thedomain of the (local) flow of v∈ X (M).
There is defined on it the mapping

ϕv
· : (t, x)(∈ Dv) 7→ ϕv

t (x) := x(t), x(0) = x, (A.3.11)

wherex(t) is the solution of (A.3.10); the mappingϕv
· is called the(local) flow of v. The

locality means, that there might be for somex ∈ M : Ix 6= R. If for all the intervals one has:
Ix ≡ R,∀x ∈ M , the vector fieldv as well as its flow are calledcomplete. On an arbitrary
compact manifoldM , any vector field is complete. Any (local) flow satisfieson its domainthe
group property :

ϕv
t1+t2 = ϕv

t1 ◦ ϕ
v
t2 . (A.3.12)

Vector fields are typically used to determine flows on manifolds as solutions of the corre-
sponding differential equations. There are, on the other hand, other kinds of (covariant) tensor
fields typically used for integration on manifolds. We shall not review here the integration theory
on (finite dimensional) manifolds leading to the general Stokes theorem generalizing the partic-
ular Stokes, Gauss’, Green’s, and Stokes’ theorems connecting some integrals onmanifoldsN
with boundary96 ∂N with corresponding integrals on the boundary∂N . The formal expression

96A manifold with boundary has, besides the usual manifold charts, also chartsϕα whose ranges are intersections
of open subsets of linear spacesEj with their closed “halfspaces”, [40,§11.1]. The boundary of the manifold consists of
its points lying in inverse images of the boundaries of the halfspaces with respect to the chart-mappingsϕα, cf. also [1,
p. 137].
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of the general Stokes’ theorem is the followingStokes formula:∫
N

dω =
∫
∂N

ω. (A.3.13)

If N ⊂ M,dimN = n, andM is a manifold (dimM > dimN := the dimension of the sub-
manifoldN◦), inducing onN its structure of asubmanifold with boundary, the objects entering
into the Stokes formula are tensor fieldsω ∈ T 0

n−1(M), dω ∈ T 0
n of special kind calleddiffer-

ential forms. Another usage of differential forms is in formulation of some partial differential
equations on manifolds with a help ofexterior differential systems, [61]. We need such tensor
fields, in the present work, in connection with Hamilton’s formulation of mechanics on “nonde-
generate” phase spaces (i.e. onsymplectic manifolds), and also in some modified situations (e.g.
onPoisson manifolds).

Let us consider the elements ofT 0
px(M) asp–linear forms onTx(M), e.g. dxf1 ⊗ dxf2 ⊗

· · · ⊗ dxfp ∈ T 0
px(M) is determined by specification of the mapping

(v1; v2; . . . ; vp)
(
∈ ×pTx(M)

)
7→

p∏
j=1

vj(fj); (A.3.14)

the space of boundedp–linear formsLp(TxM,R) can be identified withT 0
px(M) by the linear

extension of this correspondence. Let us introduce thealternation mapping A of this space
into itself. Let forσ ∈ Σ(p) := the permutation group ofp elements, and letεσ = ±1 be the
“parity” of σ, i.e. the nontrivial one–dimensional representation ofΣ(p). Let nowA be the linear
mapping determined by

At(v1,v2, . . . ,vp) :=
1
p!

∑
σ∈Σ(p)

εσt(vσ(1),vσ(2), . . . ,vσ(p)),∀t ∈ Lp(TxM,R).

(A.3.15)

One can see that this mapping is idempotent:A◦A = A. Let us define now the subspaceΛpx(M)
of T 0

px(M) by

Λpx(M) := AT 0
px(M). (A.3.16)

Let us denoteΛp(M) the space of tensor fieldsω : x 7→ ωx onM with valuesωx ∈ Λpx(M),
for any integer0 ≤ p < dimM + 1 ≤ ∞. Suchω are calledp–forms onM . We identify
0–forms with differentiable functions, i.e.Λ0(M) := F(M). A useful associative algebraic
structure on the spaceΛ(M) := ⊕dimM

p=0 Λp(M) can be introduced: Thewedge–product∧ :
Λp(M) ×Λq(M) → Λp+q(M), (ω1;ω2) 7→ ω1 ∧ ω2, whereΛp(M) := {0}, if p > dimM .
For arbitraryfj ∈ F(M) we define the wedge–product of their differentials (for the consistency
of various definitions of∧ cf. [7]):

df1 ∧ df2 ∧ · · · ∧ dfp := p!·A(df1 ⊗ df2 ⊗ · · · ⊗ dfp), p = 2, 3, . . . ,dimM, (A.3.17)

where the alternation mappingA acts pointwise onM . More general formula for an arbitrary
wedge–product of ap1–formω1, and ap2–formω2 reads:

ω1 ∧ ω2 =
(p1 + p2)!
p1!p2!

A(ω1 ⊗ ω2). (A.3.18a)
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Then we have

ω1 ∧ ω2 = (−1)p1p2ω2 ∧ ω1, (A.3.18b)

f ∧ ω = ω ∧ f ≡ f · ω, ∀f ∈ Λ0(M), ω ∈ Λp(M) (p = 0, . . . ,dimM). (A.3.18c)

A.3.8. Definition. The linear spaceΛ(M) := ⊕dimM
p=0 Λp(M) endowed with the above intro-

duced wedge–product∧ is called thealgebra of exterior differential forms on M . Its ele-
ments lying in the subspaceΛp(M) are calledp–forms onM ; specifically, the elements of
Λ1(M) = X ∗(M) areone–forms, and the elements ofΛ0(M) = F(M) arezero–forms.♦

Let us introduce now some operations on the algebraΛ(M), i.e. some linear mappings of
Λ(M) into itself. Let us first note that theLie derivative £v, as it was extended to the w-
hole tensor algebraT (M), leaves its linear subspaceΛ(M) invariant, and the Leibniz rule with
respect to the wedge–product is fulfilled:

£v(ω1 ∧ ω2 ) = (£vω1 ) ∧ ω2 + ω1 ∧ (£vω2 ). (A.3.19)

Another important linear mappingd : Λ(M) → Λ(M) called theexterior differential is
uniquely determined by the below listed properties, [1, Theorem 2.4.5]:

A.3.9. Theorem. The following properties determine a unique linear mappingd on Λ(M)
(called the exterior differential onM ):

(i) dΛp(M) ⊂ Λp+1(M);

(ii) d(ω1 ∧ ω2) = (dω1) ∧ ω2 + (−1)p1ω1 ∧ (dω2), ∀ωj ∈ Λpj (M);

(iii) d ◦ d ≡ 0;

(iv) For anyf ∈ F(M),df ∈ Λ1(M) = X ∗(M): df(v) ≡ v(f) := £v(f ), ∀v ∈ X (M ).
This means, that the exterior differential of a functionf coincides with the differential df intro-
duced above, in (A.3.9).♣

Explicit expression of the differentialdω of anω ∈ Λp(M) given by

ω :=
∑

j1<j2<···<jp

hj1j2...jpdfj1 ∧ dfj2 ∧ · · · ∧ dfjp , (A.3.20a)

with hj1j2...jp , fj ∈ F(M), is easily obtained by linearity and by the (modified) “Leibniz rule”,
as well as by the propertyd ◦ d ≡ 0:

dω =
∑

j1<j2<···<jp

dhj1j2...jp ∧ dfj1 ∧ dfj2 ∧ · · · ∧ dfjp . (A.3.20b)

A.3.10. Definition. Let a vector fieldv onM be given,v ∈ X (M). Then the linear mapping
iv : Λ(M)→ Λ(M),Λp(M)→ Λp−1(M), determined by

(ivω)(v1,v2, . . . ,vp−1) := ω(v,v1,v2, . . . ,vp−1), ivf := 0 (∀f ∈ Λ0(M))

is theinner product of v and ω.♦
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One of the main statements of this section will be a list of mutual relations between in-
troduced operations on exterior differential forms. Before quoting it, let us introduce still one
transformation which allows us to “transfer” differential forms (and other tensor fields) from a
manifold to another one.

A.3.11. Definition. Let β : N → M be a differentiable mapping of a (differentiable) manifold
N into a manifoldM , and letTβ : TN → TM be its tangent mapping. For anyp–form on
M : ω ∈ Λp(M), let us define ap–formβ∗ω ∈ Λp(N) on the manifoldN by the formula:

(β∗ω)y(w1, . . . ,wp) ≡ ωβ(y)(Tyβ ·w1, . . . , Tyβ ·wp), ∀y ∈ N,wj ∈ TyN.

The mappingβ∗ : Λ(M) → Λ(N) is called thepull–back by β. Let us note, that in the
particular casep = 0 we have forf ∈ F(M): β∗f(y) ≡ f ◦ β(y).♦

We can now present a basic tool of the “machinery” for such a differential computation on
manifolds which does not need introducing any coordinates on them; we shall collect also some
earlier recognized relations, cf. [40, 151, 1, 61].

A.3.12. Theorem. For above defined operations on (infinitely) differentiable manifolds repre-
sented by the symbolsβ∗,£·,d, i·, as well as by thecommutator (if it is defined) of any opera-
tionsτj :

[τ1, τ2] := τ1 ◦ τ2 − τ2 ◦ τ1,

with v, w any differentiable vector fields on a manifold, the following identities are valid:

(i) [£v,£w] = £[v,w];

(ii) [£v,d] = 0 ;

(iii) [£v, iw] = i[v,w];

(iv) [β∗,d] = 0,

where, forβ ∈ C∞(N,M), d acts interchangeably onΛ(M), and onΛ(N);

(v) d ◦ d = 0;

(vi) d ◦ iv + iv ◦ d = £v;

(vii) iv ◦ iw + iw ◦ iv = 0;

If β : N → M is a diffeomorphism, and, for anyv ∈ X (M), we defineβ∗v ∈ X (N) by the
identity

(dg)y(β∗v) :=
(
(β−1)∗dg

)
β(y)

(v), ∀g ∈ F(N), ∀y ∈ N,

then the following two items, (viii), and (ix), also express identities:

(viii) β∗ ◦£v = £β∗v ◦ β∗;
(ix) β∗iv = iβ∗vβ

∗.

Moreover, the following elementary properties are identically valid (withf ∈ Λ0(M) = F(M),
andf·means poinwise multiplication, e.g.f ·α ≡ f ∧ α, α ∈ Λ(M)):
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(x) £v+w = £v + £w;

(xi) £f ·v = df ∧ iv + f ·£v;

(xii) iv+w = iv + iw;

(xiii) if ·v = f ·iv.
Let us give also the following useful formula for coordinate–free calculation of the exterior dif-
ferential:

(xiv)

dω(v0,v1, . . . ,vp) =
p∑
j=0

(−1)j£vj

(
ω(v0 ,v1 , . . . , v̂j , . . . ,vp)

)
+

∑
0≤j<k≤p

(−1)j+kω([vj ,vk],v0, . . . , v̂j , . . . , v̂k, . . .vp),
(A.3.21)

for all ω ∈ Λp(M), wherev̂j meansskipping of the vector fieldvj in the arguments, so that
it is replaced byvj−1, and other arguments are also shifted by keeping their original order
unchanged.♣

We shall introduce here also the following standard terminology:

A.3.13. Definition. Letω ∈ Λp(M) be such ap–form, that its differential vanishes:dω = 0,
hence it equals to the zero element ofΛp+1(M). In this situation,ω is a closedp–form.
Clearly, if ω = dα for somep − 1–formα, thendω = 0; for such a closed form we say, that
ω is an exact p–form. Let us assume now, thatdimM < ∞. Since exactp–forms form a
linear subspace in the subspace of all closedp–forms, one can form the factorspace of the later
p–forms according to its subspace consisting of the former ones. The resulting linear space is
denoted byHp(Λ(M)) ≡ Hp(M), and it is called thep–th cohomology group ofM , where
the group operation is the vector addition, cf. [148, 61].♦

The mentioned cohomology groups are important algebraic–topological characterizations of
manifolds, but we leave it here without giving any further comments and results, cf. [246, 219,
148, 80, 61].

If there is given a bilinear continuous formΨ on a vector spaceE , it determines a linear
mappingΨ[ from E into its topological dualE∗ by

Ψ[ : E → E∗, x 7→ Ψ[
x, with 〈Ψ[

x; y〉 := Ψ(x, y), ∀x, y ∈ E . (A.3.22)

The mappingΨ[ is injective iff

x 6= 0⇒ Ψ[
x 6= 0. (A.3.23)

In the case of finite dimensionalE , this condition means thatΨ[ is a linear isomorphism (hence
also bicontinuous in the natural l.c. topologies). Otherwise,Ψ[ needn’t be even a bijection: it
might injectively map the spaceE onto a proper subspace ofE∗. It is useful to distinguish several
cases, [1, 178, 61]:
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A.3.14. Definition (Nondegenerate 2-tensors).

(i) Let the above introduced mappingΨ[ fulfills the condition (A.3.23). Then the we say that the
bilinear formΨ is weakly nondegenerate. If Ψ[ is bijective (hence,E is mapped also ontoE∗),
thenΨ is calledstrongly nondegenerate.

(ii) Let nowΨ ∈ T 0
2 (M) be a two-covariant tensor field on a manifoldM , Ψ : x(∈M) 7→ Ψx(∈

T 0
2xM). Let us assume, thatΨ is either symmetric (i.e.Ψx(v,w) ≡ Ψx(w,v), ∀x ∈M,v,w ∈
X (M)), or antisymmetric (i.e.Ψx(v,w) ≡ −Ψx(w,v), ∀x ∈ M,v,w ∈ X (M)). ThenΨ
is weakly (resp. strongly) nondegenerate, if all Ψx, ∀x ∈ M , are weakly (resp. strongly)
nondegenerate.

(iii) Let Γ ∈ T 0
2 (M) be symmetric. If it is weakly (strongly) nondegenerate, then it is called

weak (strong) pseudo–Riemannian metric onM . If Γ is, moreover, positive definite (i.e.
Γx(v,v) > 0,∀v 6= 0,v ∈ TxM, ∀x ∈M ), then it is called aweak (resp. strong) Riemannian
metric.

(iii) Let Ω ∈ Λ2(M), and assume, moreover, that it is closed:dΩ ≡ 0. If the two–formΩ is
weakly (strongly) nondegenerate, it is calledweak (strong) symplectic form onM . ♦

The Riemannian metrics are the basic objects of Riemannian geometry, [129, 61, 1], pro-
viding a mathematical formalism for the relativistic theory of gravitation (i.e.“general relativ-
ity” ), [88, 195, 226], and it is useful also for a description of classical “continuous media” (i.e.
the phase spaces are infinite–dimensional), e.g. [7, Appendix 2], [178, 110]. The symplectic
forms are basic for (finite–, or infinite–dimensional) classical Hamiltonian mechanics (CM), cf.,
e.g. [1, 59, 178]. In our extension of quantum mechanics (EQM), symplectic forms on manifold-
s of density matrices generate dynamics and symmetries with a help of scalar–valued functions
(“Hamiltonians”), and simultaneously canonically defined Riemannian metrics on that manifolds
of density matrices are tools for determination of specifically quantum probability interpretation
of the theory.

A.4 Elementary concepts of Lie groups

We shall restrict our present brief exposition mainly to finite dimensional Lie groups; for infinite
dimensional Lie groups see, e.g. [39, 155]. Let us start, however, with some basic definitions and
relations, [207, 19, 267], concerning general groups.

A.4.1. Definitions (Abstract and topological groups).

(i) A groupG is a set with a distinguished elemente ∈ G called theunit elementofG, and with
two mappings: (a) a bijection ofG onto itself,g(∈ G) 7→ g−1(≡the inverse ofg); and (b) the
group multiplication ( equiv.:product),

(g1; g2) (∈ G×G) 7→ g1 ·g2 ≡ g1g2 (∈ G),

which is associativeand such, that

e·g = g, g−1 ·g = e, ∀g ∈ G.

Then it is alsoge ≡ g, gg−1 ≡ e. If g ·h = h ·g (∀g, h ∈ G), thenG is abelian (equiv.:
commutative) group.
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(ii) A subsetH ⊂ G such, that it is invariant with respect to taking inverse and also with respect
to group multiplication of its elements:h1·h2 ∈ H, ∀hj ∈ H, j = 1, 2, is called asubgroup of
G. Any subgroupH ofG is a group with the induced operations fromG.

(iii) If the groupG is a topological space, and the inverse operation and group multiplication
are in this topology continuous (by whichG×G is endowed by the product topology), then G is
topological group. If H is a subgroup ofG and a closed subspace, it is a topological subgroup
ofG.

(iv) LetG be a (topological) group, andH its (topological) subgroup. IfgHg−1 := {ghg−1 :
h ∈ H} = H, ∀g ∈ G, thenH is normal (equiv.: invariant) subgroup of G. Since any
subgroup contains the unit elemente of G, the subsetsg ·H ⊂ G, g ∈ G (called left cosets of
G) cover wholeG, and any two of them are either equal, or disjoint: They define an equivalence
relation onG. The factor spacesG/H corresponding to this decomposition ofG to left cosets are
important in the theory of actions ofG on some arbitrary spaces. Similarly, another equivalence
relation onG determined by theright cosets{Hg : g ∈ G} ofG; for normal subgroupsH (and
only for them) these two decompositions ofG coincide. IfH is a normal subgroup, the space
G/H is again a (topological) group with the group multiplication

(g−1 ·H)·(g′ ·H) := (g−1 ·g′)·H, ∀g, g′ ∈ G.

In this case, the factor spaceG/H is called thefactor group of G byH.

(v) LetG,G′ be two (topological) groups andφ : G→ G′ be such a (continuous) mapping, that

φ(g1 ·g2) ≡ (φg1)·(φg2), φe := e′;

the mappingφ is a group homomorphism of G into G′, with e′ = the identity ofG′. If φ is
bijective (i.e. injective and onto) (resp. homeomorphism), it is calledisomorphismof (topologi-
cal) groupsG, andG′. An isomorphism ofG onto itself is anautomorphism ofG. The set of all
automorphisms ofG forms, with respect to the group multiplication given by the compositions of
mappings, a groupAut(G), called theautomorphisms group ofG. Let any fixedg ∈ G be
given. Then the mapping

g′(∈ G) 7→ g ·g′ ·g−1,

defines aninner automorphism of G, and all of them form thegroup of inner automor-
phisms In(G). The groupIn(G) is a normal subgroup ofAut(G), and the factor group
Aut(G)/In(G) is called, [19], thegroup of external automorphismsof the group G.♦

The groups defined above are certain abstract sets endowed with their “inner” operations.
We find usually in applications groups as some sets of transformations of some other sets of well
defined (i.e. formalized) elements, e.g. some reversible motions of physical systems. Having
defined a group, on the other hand, we could find some transformations of a set which act as a
homomorphic image of the given group; e.g. a group of some mechanical motions can act on
electromagnetic field in some electronic device. To enforce intuition about transformations of
an arbitrary (in general infinite) set, we can imagine them as some “permutations” of elements
of that set: The “number of elements” remains the same (transformation is invertible and onto),
but at least some of elements are “replaced to places occupied before by some other replaced
elements”.
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A.4.2. Definitions (Actions of groups).

(i) The set of (all such “permutations”, i.e. of) all transformations of a setX form a group
G(X); it will be called the transformations group ofX. If the setX is endowed by a structure
(e.g. topology, algebra, metrics,. . . ), the subgroup of all transformations ofX consisting of
the transformations preserving this structure (e.g. homeomorphism, algebraic automorphisms,
isometries,. . . ) will be denoted byAut(X) (with a corresponding specification), and called the
automorphism group ofX. If there is no structure specified onX (i.e. the only structure is the
set-structure), then we shall useG(X) andAut(X) interchangeably.

(ii) LetG be a group, and letX be a set. LetT : g 7→ Tg ∈ Aut(X), g ∈ G, be a homomorphism
ofG intoAut(X). The mappingT is called anaction (or realization) ofG onX, and the space
(resp. set)X endowed with such an action is called aG –space. For any fixedx ∈ X, the set
of elements{y ∈ X : ∃g ∈ G, Tgx = y} is called theorbit of T (equiv.: of G) through
x ∈ X. The belonging to orbits is an equivalence relation. If the whole spaceX coincides
with an orbit, it is ahomogeneous (equiv.: transitive) G –space. We shall usually use notation
g ·x := Tg(x) := Tgx, ∀x ∈ X, g ∈ G. Each orbit of anyG–space is a transitiveG–space.
If G is a topological group andX a topological space, the mappingg 7→ Tg is assumed to be
continuous in a certain topology onAut(X); usually it is assumed continuity on the topological
product space:G ×X → X, (g;x) 7→ Tgx is jointly continuous, cf. e.g. [207,§24]. If X is a
linear space, andTG ⊂ Aut(X) = L(X), thenTG is a representation ofG.

(iii) Let X be a transitiveG–space, and letx ∈ X be fixed. Clearly,G·x = X. It is e·x = x,
and the set of allh ∈ G such, thath·x = x forms a (closed) subgroupH ≡ Gx ofG. The group
Gx is thestability subgroup (ofG) at x. It is called also thestationary subgroup ofx. Since
the left cosetg ·H consists of all the elements transformingx into g ·x, the homogeneous space
X is isomorphic to the factor spaceG/H. ♦

A.4.3. Definition. LetG be any group. Take the spaceX := G, and define theleft translation
g 7→ Lg as an action ofG on itself byLg(g′) := g·g′. ThenG is a transitiveG–space. Similarly,
another action ofG on itself is defined by theright translations Rg, Rg(g′) := g′ ·g, by taking
the group homomorphismG → G(G) : g 7→ Rg−1 . These two actions mutually commute:
LgRh ≡ RhLg. The mappingg 7→ A(g) := Lg ◦ Rg−1 is also an action ofG on itself,
A(g) ∈ Aut(G).♦

Let us turn our attention to Lie groups now.

A.4.4. Definition (Lie groups). LetG be a manifold with such a group structure, that the group
mapping(g1; g2) 7→ g1·g−1

2 is differentiable (equiv.: continuous, equiv.: smooth, ifdimG <∞)
as a manifold–mapping ofG×G→ G. The groupG endowed with such a manifold structure is
a Lie group.
Equivalently: The Lie group is a topological group with aCr–manifold structure consistent with
the group topology (fordimG <∞ one need not specifyr). ♦

A.4.5.Note. Let us note, that the mentioned equivalence (i.e. sufficiency of mere topological
manifold structure, and continuity of the group operations for smoothness of these) is the content
of positive solution of the fifth Hilbert problem by Gleason [108], and Montgomery with Zip-
pin [184], fordimG <∞. A partial solution is given in the book [207], according to which the
original papers are cited here.♥
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A.4.6.Examples. The following groups are simple examples of Lie groups:

(i) Abelian connected Lie groups areRk × Tn, whereT is one dimensional torus (circle), and
multiplication is componentwise addition (mod (2π) on the torus with a marked element).

(ii) The groupGL(n,R) of all real invertiblen × n matrices with the matrix multiplication
as the group operation, and the topology given by continuity of all matrix elements. Also all
closed continuous subgroups of this group are Lie groups, e.g.O(n), O(p, q), Sp(2p,R). Such
groupsG of matricesg ∈ GL(n,R) can be obtained by specification of a matrixA, and by
requiring, [148, p. 78]:gTAg = A, ∀g ∈ G.

(iii) As an example of infinite-dimensional Lie group, [39, Chap.III.3.10, Proposition 37], let us
take an infinite dimensional Hilbert spaceH, and letU be the group of all unitary operators on it.
ThenU is a Lie group, if taken in the norm–topology ofL(H), as a submanifold ofL(H), what
can be taken, in turn, as a manifold with the single chart with the identity mapping onto itself, as
a B-spaceL(H).♥

Let us consider a Lie groupG with unit elemente, and letξ, η ∈ TeG be arbitrary tangent
vectors ate toG. We shall construct, to eachξ, a vector fieldwξ on the manifoldG by a help of
left translations, cf. Definition A.4.3, with a help of their tangent mappings, Definition A.3.6:

wξ(g) := TeLg(ξ), g ∈ G, wξ(e) := ξ, ∀ξ ∈ TeG. (A.4.1)

These vector fields areleft invariant , i.e. for anyg ∈ G:

Lg∗wξ = wξ, i.e.ThLg(wξ(h)) ≡ wξ(g ·h), ∀h ∈ G, (A.4.2)

what is an immediate consequence of the definition (A.4.1). The mappingξ 7→ wξ(ξ ∈ TeG)
is linear. Conversely, all left–invariant vector fields onG are of this form. These vector fields
are complete. Let us form a commutator, cf. Definition A.3.7, of two left–invariant vector fields,
[wξ,wη] ∈ X (G). It can be shown, that the commutator is again left invariant, hence

[wξ,wη] =: w[ξ,η], [ξ, η] ≡ w[ξ,η](e). (A.4.3)

This shows, that the subspace ofX (G) consisting of all left–invariant vector fields onG is also an
algebra with respect to commutations. The mappingwξ 7→ wξ(e) ≡ ξ is a linear isomorphism
of the space of left invariant vector fields ontoTeG; they are isomorphic also as algebras with
the “commutation”[·, ·].

A.4.7. Definition. A linear spaceX is a Lie algebra, if it is endowed by aLie bracket, i.e. by
a bilinear mapping[·, ·] : X × X → X, (ξ; η) 7→ [ξ, η] ∈ X, such that it is antisymmetric:
[ξ, η] ≡ −[η, ξ], and theJacobi identity is fulfilled:

[ξ, [η, ζ]] + [ζ, [ξ, η]] + [η, [ζ, ξ]] = 0, ∀ξ, η, ζ ∈ X. (A.4.4)

The Lie bracket[ξ, η] is called also thecommutator of the elementsξ and η. A mappingφ
between two Lie algebras is aLie algebra morphism, if it is linear, and conserves the Lie
brackets:φ([ξ, η]) ≡ [φ(ξ), φ(η)]. If φ is a bijection, it is aLie algebra isomorphism.♦

We shall next consider the Lie algebras determined by given Lie groups.
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A.4.8. Definitions.

(i) Since the commutator of vector fields satisfies the Jacobi identity, cf. Definition A.3.7, the
tangent spaceTeG is naturally endowed by the Lie algebra structure induced by that of vector
fieldswξ. This linear space with the Lie algebra structure is theLie algebra of the Lie group
G; it will be denoted alternatively byLie(G) ≡ g. It is considered also as topological space with
the topology ofTeG. It is also a B-space, in this natural way, cf. [39, Chap.III]. Thetopological
dual of g will be denotedg∗ = Lie(G)∗.

(ii) Let the integral curve throughe of the left–invariant fieldwξ be denoted byt(∈ R) 7→
exp(tξ)(∈ G). This curves formone–parameter subgroupsR→ G ofG:

t1 + t2 7→ exp((t1 + t2)ξ) ≡ exp(t1ξ)·exp(t2ξ), tj ∈ R, ξ ∈ g.

The mappingξ(∈ g) 7→ exp(ξ)(∈ G) is called theexponential mapping; it is a local homeo-
morphism of neighbourhoods of0 ∈ g ande ∈ G, hence its (local) inverse provides a chart ofG
arounde.♦

Let us define now a representation of any Lie groupG on its Lie algebrag. The action
A : g 7→ A(g) := Lg ◦Rg−1 ofG on itself is differentiable, it leaves the unit elemente invariant,
and its tangent ate, TeA(g), is a linear automorphism of the Lie algebra (identified withTeG).
It is an element of the wanted representation.

A.4.9. Proposition. The linear automorphismsAd(g) := TeA(g) : g → g, g ∈ G, form a
representation ofG in linear endomorphisms ofg:

Ad(g1 ·g2) ≡ Ad(g1) ◦Ad(g2),

(this is a consequence of the chain rule for the tangent mappings). They are also Lie algebra
automorphisms:

Ad(g)([ξ, η]) ≡ [Ad(g)ξ,Ad(g)η].

The tangent ofAd(·) in the unit element is a linear mapping denoted byad,ad : ξ 7→ adξ of g
intoL(g,g) such that the identity

TeAd(ξ)·η =: adξ(η) ≡ [ξ, η]

is satisfied.♣

A.4.10. Definitions.

(i) The representationg 7→ Ad(g) is called theadjoint representation ofG.

(ii) Let F, F ′ ∈ g∗ be elements of the dual space of the Lie algebrag; their values on the elements
ξ ∈ g are denoted by〈F ; ξ〉 ≡ F (ξ), etc. Then the mappingsF 7→ Ad∗(g)F, g ∈ G, of g∗ into
itself determined by

〈Ad∗(g)F ; ξ〉 := 〈F ;Ad(g−1)ξ〉, ξ ∈ g, g ∈ G,

form also a (linear) representation ofG called thecoadjoint representationof the Lie groupG.
♦
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Let the tangent spacesTF g∗, F ∈ g∗ are all identified withg∗ in the canonical way (as in any
linear space). Their dualsT ∗F g∗ are then canonically identified with the second dualg∗∗ of the
Lie algebra, and alsog is canonically included intog∗∗ as aσ(g∗∗, g∗)–dense subset, but in the
norm topology it is identical with a norm-closed subspace of the (canonically defined) B-space
g∗∗. Since the commutator(ξ; η) 7→ [ξ, η] is continuous in norm (from the continuity of Fréchet
derivatives), it is also continuous inσ(g∗∗, g∗) topology, ifg is considered as aσ(g∗∗, g∗)–dense
subspace ofg∗∗. Hence, the double dualg∗∗ is canonically endowed with a Lie bracket – it is
also a Lie algebra. This is, clearly, trivial fordimG <∞, in what caseg = g∗∗, by the canonical
identification.

A.4.11. Definition. Let F(g∗) be the space of infinitely differentiable functions ong∗. Then
differentialsdF f ∈ T ∗F g∗, f ∈ F(g∗), can be (canonically) considered as elements of the Lie
algebrag∗∗, according to the above written arguments. Let

[dF f, dFh] ∈ g∗∗(⊇ g), f, h ∈ F(g∗)

be the corresponding commutator. Let us define the bilinear mapping

{·, ·} : F(g∗)×F(g∗)→ F(g∗),with {f, h}(F ) ≡ −〈F ; [dF f, dFh]〉, ∀f, h ∈ F(g∗),
(A.4.5)

where the evaluations atF ∈ g∗ of linear functionalsγ ∈ g∗∗ are denoted byγ : F 7→ 〈F ; γ〉.
The mapping (A.4.5) is called thePoisson bracket, defining thecanonical Poisson structure on
g∗.♦

A.4.12. Lemma. LetG be a Lie group, and let the canonical Poisson structure{·,·} onLie(G)∗

be given. Let us accept the above mentioned identifications ofT ∗FLie(G)∗ with the second dual
of Lie(G). Then, for anyf ∈ F(Lie(G)∗), and for an arbitraryF ∈ Lie(G)∗, the restriction
toLie(G) ⊂ Lie(G)∗∗ of the linear map

dFh(∈ Lie(G)∗∗) 7→ −〈F ; [dF f,dFh]〉, h ∈ F(Lie(G)∗), (A.4.6)

to the Lie algebraLie(G), identified with the set of (differentials of) the functions

hξ(F ) ≡ 〈F ; ξ〉, ξ ∈ Lie(G),

is norm–continuous, cf. Definition A.4.8. Hence, as an element ofLie(G)∗, which in turn is
identified withTFLie(G)∗, the map (A.4.6) can be considered as a tangent vector toLie(G)∗ at
the pointF . With f fixed, these tangent vectors (forF ∈ Lie(G)∗) form a smooth vector field
vf onLie(G)∗.♣

Proof. The Poisson bracket{f, g}(F ) is a norm–continuous bilinear form of the variables
dF f ,dFh ∈ g∗∗, hence (with the above mentioned identification) the linear functionals:ξ 7→
〈F ; [dF f, ξ]〉, are norm continuous ong, representing some vectorsvf (F ) ∈ TF g∗. Let η̃ ∈ g∗∗

be an arbitrary element. Then the (bounded linear) functionhη̃ : F (∈ g∗) 7→ 〈F ; η̃〉 is smooth,
hη̃ ∈ F(g∗), and its differentialdFhη̃ (in any pointF ) is identified withη̃ itself. Hence, the
mappingf(∈ F(g∗)) 7→ dF f ∈ g∗∗ is onto. Since the functionsf, h are smooth (in the sense
of the underlying norm–topology), all the functionsF 7→ dFh(vf (F )), h ∈ F(g∗) are also
smooth. This, due the Leibniz property of derivatives, implies smoothness ofvf .
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Now we can define some of the key structures for the present paper.

A.4.13. Definitions.

(i) Let f ∈ F(g∗) be given. The vector fieldvf on g∗ determined (according to Lemma A.4.12)
by the canonical Poisson structure:

dFh(vf (F )) ≡ {f, h}(F ), ∀h ∈ F(g∗)

is called theHamiltonian vector field corresponding to theHamiltonian function f . Let us
denote byϕf the local flow ofvf , called theHamiltonian flow of f . Letϕξ be the Hamiltonian
flow of the linear functionhξ. Then we have

ϕξt (F ) ≡ Ad∗(exp(tξ))F.

Thestability subgroup GF of the coadjoint action atF ∈ g∗ is a Lie subgroup ofG generated
by thoseξ ∈ g, for which

〈F ; [ξ, η]〉 = 0, ∀η ∈ g,

cf. Lemma 2.2.20. The Lie algebra generated by these elements isstability Lie algebra of F
with respect to theAd∗(G)–representation.

(ii) The setsAd∗(G)F := {Ad∗(g)(F ) : g ∈ G} are coadjoint orbits OF (G) of G. They are
identical with the symplectic leaves (cf. Section 1.4, Definition 1.4.1) of this Poisson structure.
They are conserved by all the Hamiltonian flows:ϕft F ∈ Ad∗(G)F := OF (G), ∀t ∈ R. In
this sense, all the vectorsvf (F ′), F ′ ∈ OF (G), f ∈ F(g∗), are tangent vectors to the leaf
OF (G). (These “tangent vectors” needn’t form a closed tangent space to a coadjoint orbit
Ad∗(G)F for a generalF ∈ g∗, cf. Proposition 2.1.5. FordimG < ∞, all theAd∗(G)F are
smooth submanifolds ong∗, hence the (“tangent vectors”)≡ (tangent vectors) now.)

(iii) Let us define, on eachOF (G), a two formF 7→ ΩF by defining it for all the tangent vectors
toOF (G) by

ΩF (vf (F ),vh(F )) := {f, h}(F ), ∀f, h ∈ F(g∗).

This is a well defined (i.e. it depends only on the vectorsvf (F ), . . . , and not on the various
functionsf, . . . giving the same vectors), closed (from the Jacobi identity for the commutator
in g), weakly nondegenerate two–form onOF (G)called thecanonical symplectic form on the
coadjoint orbit OF (G). Endowed with this form,OF (G) is a (weakly) symplectic manifold,
called thesymplectic leaf ofg∗.♦

It is clear, that the Hamiltonian flowsϕf of the canonical Poisson structure ong∗ are identical
on each orbitOF (G) with the symplectic flows corresponding to the Hamiltonian functions
which are equal onOF (G) to the restrictions off ’s to that orbit.

B On Bounded Operators andC∗-algebras

Conventional nonrelativistic QM is (or can be) formulated with a help of the algebraL(H) of all
bounded operators on a separable Hilbert spaceH, [74, 230, 194, 189, 201, 181]. This is essen-
tially true also for the conventional (but mathematically largely heuristic) quantum field theory
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(QFT), [236, 142]. That such a formulation is not satisfactory for systems with infinite num-
ber of degrees of freedom became clear at least since the Haag’s paper on nonexistence of the
“interaction representation” in cases of nontrivially interacting fields, [121]. The problems of
description of “infinite systems” (i.e. quantum fields, as well as infinite–particle “thermodynam-
ic” systems) were connected with the mathematical phenomenon of appearance of “inequivalent
representations”, either of CCR, or CAR, or in some other way defined sets of observables. This
phenomenon was formalized in the framework of QFT by Araki, Haag and Kastler in terms
of C∗-algebras. It offered possibilities to describe in mathematically well defined terms also
such physical phenomena asphase transitions, [91, 42, 238, 228], or, more generally,collective
phenomenain “large systems”, including “macroscopic (classical) variables” of large quantal
systems.

We shall give here a brief description of several basic concepts of the theory ofC∗-algebras
important for understanding of description of “the quantum world”, including our nonlinear ex-
tensions of QM: These last mentioned applications to finite systems with nonlinear “quantum
rules of behaviour”, can also be included into the (linear)C∗-algebraic formalism; in that con-
nection,C∗-algebras composed of operator–valued functions on a Hamiltonian (better: Poisson)
phase space consisting of, e.g., density matrices of the traditional QM, were introduced, cf. Def-
inition 2.3.3; these density matrices are here, perhaps rather paradoxically, in a rôle of (in the
presented proposal of interpretation of EQM)classical macroscopic parameters— they can be
considered in this place as classical fields describing a “macroscopic background” of the consid-
ered microsystem, cf.3.4.

B.1 Bounded operators on Hilbert space

A linear operator A on an infinite–dimensional Hilbert space is a linear mappingA : D(A)→
H of a linear subsetD(A) ⊂ H called thedomain ofA, intoH. If possible, we shall assume
thatD(A) is dense inH. For bounded operatorsA it is always eitherD(A) = H, or the domain
is a closed subspace ofH. We shall assume that, for boundedA’s, if not explicitly stated a
contrary, the domain isD(A) = H.

Bounded linear operatorsA : H → H on a complex Hilbert spaceH form a specificBanach
algebra with involution , i.e. they are endowed with a natural norm‖A‖ := sup{‖Aψ‖ : ψ ∈
H, ‖ψ‖ ≤ 1} (with the Hilbert–space scalar product(ϕ,ψ) = (ψ,ϕ), and‖ψ‖ :=

√
(ψ,ψ));

their productAB := A◦B, and the (adjoint–linear, i.e. antilinear, involution, i.e. the)∗–operation
〈∗〉 : A 7→ A∗, (A∗ψ,ϕ) ≡ (ψ,Aϕ), satisfying also (besides the associative linear algebra and
the Banach space properties):

(A∗)∗ ≡ A, (AB)∗ = B∗A∗,

‖AB‖ ≤ ‖A‖·‖B‖, ‖A∗‖ ≡ ‖A‖, ‖A∗A‖ ≡ ‖A‖2,
(B.1.1)

and the B-space of all such operators is denoted byL(H). The elementsA = A∗ areselfadjoint.
The operatorIH ≡ I ≡ I, for which IA = AI = A (∀A ∈ L(H)), is the identity (or unit
element) ofL(H). If, for a givenA, there is anA′ ∈ L(H) such, thatA′A = AA′ = IH, it
is called theinverse ofA, denotedA′ =: A−1, andA is called aninvertible operator ; clearly,
(A′)−1 = A. The subset of all invertible elements ofL(H) will be denotedGL(H). The
operatorsU ∈ GL(H) : U∗ = U−1 are calledunitary , and compose a subset ofL(H) – the
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infinite–dimensional Lie group, [39, Chap.III] denoted byU (:= theunitary group of H). For
any givenA ∈ L(H), the set of complex numbersρ(A) := {λ ∈ C : (λI − A) ∈ GL(H)} is
called theresolvent set ofA; it is an open subset ofC. Its complementσ(A) ≡ sp(A) is called
thespectrum ofA: σ(A) := C \ ρ(A). The spectrum contains also all theeigenvalues ofA,
i.e. the numbersλj ∈ C, for which there are some (nonzero) vectorsϕj ∈ H such that

Aϕj = λjϕj , j ∈ J (:= an index set). (B.1.2)

Dimension of the subspace ofH spanned by all the vectorsϕj ∈ H satisfying (B.1.2) for the
same complex value ofλj is called thedegeneracy ofλj , it will be denoted deg(λj). Let
A = A∗. Thenσ(A) ⊂ R. The set of eigenvalues is denoted byσpp(A). The closure of the set
of all the eigenvalues ofA: σpp(A) =: σp(A) ⊂ σ(A) is called thepure–point spectrum.

If the vectorsϕj , j ∈ J , (B.1.2), form a basis inH, the spectrum of the operatorA reduces
to the pure–point spectrum:σ(A) = σp(A). Otherwise,A has also somecontinuous spectrum.
As subsets ofσ(A), these two parts of spectra needn’t be disjoint. The spectrum of any bounded
operatorA is compact, enclosed in the closed disc centered in0 ∈ C of radius‖A‖.

The selfadjoint operators form the subspace (a real B-space)L(H)s; they have spectra lying
on the real line:σ(A) ⊂ R. The selfadjoint operatorsA with positive (i.e. nonnegative) spectra
are calledpositive operators, what is denoted byA ≥ 0, or alsoA > 0.

The (positive) operatorsP ∈ L(H) such, thatP = P 2 = P ∗ are called(orthogonal)
projections, or projectors. There is a natural bijection between projectors and closed subspaces:
HP := PH(⊂ H) ↔ P . The projection onto the one–dimensional subspace spanned by a
nonzero vectorψ ∈ H is denoted byPψ. ProjectorsP1, P2 aremutually orthogonal iff P1P2 =
0. The projector onto the subspace ofH spanned by all eigenvectors of a selfadjoint operatorA
corresponding to the same eigenvalueλ is its eigenprojectorEA({λ}). The dimension of the
eigenspaceHλ:= EA({λ})H is deg(λ).

Important objects for analysis of structure and of representations of a Banach algebraA are
its left (resp. right, resp. two–sided) ideals, i.e. such linear subsetsJ ⊂ A, {0} 6= J 6= A, that
multiplication of their elementsby an arbitrary elementB ofA from left (resp. right, resp. any)
side gives again elements fromJ , i.e.∀B ∈ A : B·J ⊂ J , resp.J·B ⊂ J , resp.B·J ∪J·B ⊂ J .
Two–sided ideals are called justideals. It follows that an (also one–sided) idealJ ⊂ A is also
a subalgebra ofA. For A := L(H), andH separable, there is only norm–closed idealC in
L(H), [187,§22] consisting of allcompact operators, i.e. such linear operators onH, that map
any norm–bounded subset ofH into a norm–compact subset ofH. There are other important
ideals inL(H), which are subsets ofC, e.g. the set of allHilbert–Schmidt operators: H, and
its subsetT of all trace–class operatorsin L(H); these ideals are characterized below. All
these sets are (as are all twosided ideals)symmetric, i.e. they are invariant with respect to the
involution 〈∗〉. Hence, they are generated by their selfadjoint elements: each their elementA can
be decomposed into the complex–linear combination of its two selfadjoint elements:

A =
A+A∗

2
+ i

A−A∗

2i
.

The idealT contains exactly those selfadjointA which have pure point spectra, and the set of all
their eigenvalues is absolutely summable (by respecting the degeneracy):

A∗ = A ∈ T⇔ A has pure point spectrum and
∑

λ∈σpp(A)

deg(λ)|λ| =: ‖A‖1 <∞.
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Then we can define the finite number (forA = A∗)

Tr(A) :=
∑

λ∈σpp(A)

deg(λ)λ,

called thetrace of A. Its value does not depend on unitary transformations:Tr(A) =
Tr(UAU∗), ∀U ∈ U. The traceA 7→ Tr(A) can be uniquely extended to the whole com-
plex spaceT by linearity. Then it is defined for all products (sinceT is an ideal)BA : B ∈
L(H), A ∈ T, and we have

Tr(AB) ≡ Tr(BA),∀B ∈ L(H), A ∈ T.

It is also valid:

‖AB‖1 ≤ ‖A‖1‖B‖, ‖BA‖1 ≤ ‖A‖1‖B‖, ∀A ∈ T, B ∈ L(H). (B.1.3)

The Hilbert–Schmidt idealH is defined:

A ∈ H⇔ A ∈ L(H) & A∗A ∈ T.

Then alsoAB ∈ T for all A,B ∈ H; the algebraH of operators inH can be made a Hilbert
space in a canonical way, by defining the scalar product by

(A,B)2 := Tr(A∗B), ∀A,B ∈ H.

The setH is closed with respect to theHilbert–Schmidt norm ‖A‖2 :=
√
Tr(A∗A). AlsoT

is closed with respect to thetrace norm ‖A‖1 := Tr|A|, where the operator|A|, theabsolute
value ofA can be defined by a “functional calculus” as|A| :=

√
A∗A. The elements of the

subsetT+1 ⊂ T of positive trace–class operators with unit norm:

% ∈ T+1 ⇔ % ∈ T & % > 0 & ‖%‖1 = 1, (B.1.4)

are called in physics thedensity matrices.
The bilinear form

〈B;A〉 := Tr(BA), A ∈ T, B ∈ L(H),

provides aduality between the B-spacesT, andL(H), and similarly between the B-space of
compact operatorsC, andT, in the sense that the operatorsB from the second of a couple of
spaces represent (all) continuous linear functionalslB on the first of spaces, by the evaluations

A 7→ lB(A) := Tr(BA) ≡ 〈B;A〉.

In this sense, the following assertions are valid for the topological duals:

C∗ = T, T∗ = L(H) = C∗∗. (B.1.5)
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Since the mathematical objectsA,B, · · · ∈ L(H) are not only elements of a Banach algebra,
but they also realize linear transformations ofH, they are endowed by other natural l.c. topolo-
gies. Let us introduce theweak operator topologyTw by the set of seminorms{pwψ : ψ ∈ H}:

pwψ : A 7→ pwψ (A) := |(ψ,Aψ)|, ψ ∈ H, A ∈ L(H). (B.1.6)

Thestrong operator topologyTs onL(H) is determined by the seminorms{psψ : ψ ∈ H}:

psψ : A 7→ psψ(A) := ‖Aψ‖, ψ ∈ H, A ∈ L(H). (B.1.7)

There are important also other topologies onL(H), namely theσ–strong (equiv.: ultra-
strong) topologyTus, theσ–weak (equiv.: ultraweak) topologyTuw, and also thestrong∗

topology Ts∗, and theσ–strong∗ (equiv.: ultrastrong∗) topology Tus∗, [187, 91, 42, 254].
These topologies, including also thenorm topology Tn, are ordered in the following hierarchy
(with respect to the ordering≺ introduced in Definitions A.1.1):

Tw ≺ Ts ≺ Ts∗
f f f
Tuw ≺ Tus ≺ Tus∗ ≺ Tn

(B.1.8)

We did not considered now the topological dual ofL(H) with respect to the norm–topology:
L(H)∗ contains also “nonnormal states” onL(H), cf. Definition B.3.1. In QM, mainly linear
functionals fromT ⊂ L(H)∗ are used in the rôle of (normal) quantum states described by density
matrices. The spaceT can be considered as the dual ofL(H), if the last space is endowed
with the σ(L(H),T)–topology, which is identical with theσ–weak topologyTuw determined
by all density matrices% by seminormspuw% : A(∈ L(H)) 7→ puw% (A) := |Tr(%A)|. The
“nonnormal” states fromL(H)∗ \ T include, e.g.dispersionless states for observables with
purely continuous spectra, e.g. the “eigenstates” for position coordinates, [27].

Theoretical physics is mainly interested in selfadjoint operators, resp. in unitary operators
(these all belong to the “equally nice”normal operators A characterized byAA∗ = A∗A).
Normal operators can have their spectrum also inC \ R. Selfadjoint operatorsA (not only
bounded) are generators of one–parameter groups of unitaries:t 7→ exp(itA) ∈ U, and also are
representatives of “observables” in QM; the most clear understanding of their interpretation is
expressed, perhaps, via thespectral theorem. This theorem shows, that any selfadjoint operator
can be, roughly speaking, expressed as a real linear combination (resp. integral) of mutually
orthogonal “eigenprojections”, which are multiplied by the corresponding “eigenvalues”.

The key concept in this connection is a projection–valued measure (PM, or PVM). Let us
introduce simultaneously its generalizations, i.e. positive operator valued measures (POV, or
POVM).

B.1.1. Definitions (Projection measures, and POV measures).

(i) Let (X; T ) be a topological space, andB(X) ⊂ P(X) be the set of all subsets obtained from
the openand closedsubsets ofX by countable unions and/or intersections. ElementsΛ ∈ B(X)
are calledBorel sets ofX. The class of Borel sets is topology–dependent; if, on some setY , the
topology is standard (e.g., onRn), then the specification ofB(Y ) is not usually given. A function
f from a topological space(X1; T1) into a topological space(X2; T2) is called aBorel function
iff for anyV ∈ B(X2) the inverse imagef−1[V ] ∈ B(X1); the set of all such uniformly bounded
Borel functions will be denoted byBb(X1, X2).
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(ii) Let a mappingE : B(X)→ L(H) be such that eachE(Λ) is an orthogonal projection, and
(a)E(X) = I, E(∅) = 0;
(b) for any at most countable collectionΛj , j ∈ J, |J | ≤ ℵ0 of mutually disjoint Borel sets

Λj ∈ B(X), Λj ∩ Λk = ∅ (∀j 6= k), one has

E(∪j∈JΛj) =
∑
j∈J

E(Λj),

where the sum converges in the strong operator topology ofL(H).

The mappingE is a projection (valued) measure (PM,equiv. PVM) (on X with values in
L(H)).

(iii) Let S ⊂ L(H) be any set of bounded operators. Thecommutant S′ of S is the setS′ :=
{B ∈ L(H) : AB − BA = 0,∀A ∈ S} ⊂ L(H). Clearly,S ⊂ S′′ := (S′)′, andS′′ is called
thebicommutant of S.

(iv) Let a mappingF : B(X)→ L(H) be such that eachF (Λ) is a positive operator, and
(a) F (X) = I, F (∅) = 0;
(b) for any at most countable collectionΛj , j ∈ J, |J | ≤ ℵ0 of mutually disjoint Borel sets

Λj ∈ B(X) one has

F (∪j∈JΛj) =
∑
j∈J

F (Λj),

where the sum converges in the strong operator topology ofL(H).

The mappingF is a normalized positive operator valued (POV) measure(onX with values
in L(H)), called alsoan observable onX, resp. alsoa POVM,[71, Sec.3.1].♦

The POV measures are generalizations of PM; they are useful in description of “nonideal
measurements” in QM, cf. [71]. Let’s note, that now the operatorsF (Λ) for different Λ ∈
B(X) needn’t mutually commute. There is an important construction giving also a criterion for
distinction of PM from POVM, cf. [71]:

B.1.2. Proposition. Let X be a compact Hausdorff space, and letF : B(X) → L(H) be
a normalized POV measure (i.e. an observable). LetC(X) be the space of complex–valued
continuous functions onX. Then the strongly convergent integral

F (f) :=
∫
X

f(x)F (dx), f ∈ C(X), (B.1.9a)

defines a bijection between observablesF (·) and linear mapsF : C(X) → L(H) such that
f ≥ 0 ⇒ F (f) ≥ 0, F (I) = IH. The POV measureF is PM iff the mapF : C(X) → L(H) is
a ∗–homomorphism of the algebraC(X) into the algebraL(H).♣

B.1.3. Theorem (Spectral theorem).Let A ∈ L(H) be a normal operator. Then there is a
unique PM,EA, on the spectrumσ(A) such that:

(i) EA(Λ) ∈ {A}′′, ∀Λ ∈ B(σ(A));97

97{A}′′ is the bicommutant of the one–point set{A} ⊂ L(H).



B.2 Elementary properties of C∗-algebras and W ∗-algebras 169

(ii) For any f ∈ Bb(σ(A),C), there is an operatorEA(f) ≡ f(A) given by the strongly
convergent integral (being the strong-operator limit of any sequence of expressionsEA(fn) for

“simple functions”fn(λ) :=
∑
j c

(n)
j χ

Λ
(n)
j

(λ) approximatingf by pointwise limits)

EA(f) ≡ f(A) =
∫
σ(A)

f(λ)EA(dλ); (B.1.9b)

(iii) The mappingEA : Bb(σ(A),C) → L(H), f 7→ EA(f) = f(A), is a unique continuous
∗–homomorphism (calledthe functional calculus) of commutative algebras (inBb(σ(A),C),
the multiplication and addition are defined pointwise, and involution is the complex conjugation)
determined byEA(idC) = A. Continuity is here understood so that‖f(A)‖ ≤ ‖f‖, where the
norm off is the supremum norm.♣

Important features of the algebras of operators, also from a physical point of view, are their
representations as homomorphic images in someL(K), whereK is a complex Hilbert space.
There are two kinds of nonzero representations of the algebraL(H), if H is separable [187]:
There are orthogonal multiples of the identical representation, and the representations setting
the idealC into zero, in which case the (simple) factoralgebraL(H)/C (= the Calkin algebra)
is isomorphically represented. Representations of the first mentioned kind are “trivial”, and that
of the second kind are “physically irrelevant” (with respect to the standard nonrelativistic QM),
since it might be difficult to interpret states, in which all finite–dimensional projections in the
“given algebra of observables”L(H) are mapped to zero (probabilities of values of all quantities
with pure point spectra with finite degeneracies would be zero!); cf., however, Note B.4.1. More
“colourful” picture of “physically interesting” representations of algebras of observables arise
for some closed symmetric subalgebras ofL(H), and, more generally, for generalC∗-algebras
(these might not be faithfully represented on separable Hilbert spaces).

B.2 Elementary properties ofC∗-algebras andW ∗-algebras

We shall reformulate now algebraic properties ofL(H) to be able to obtain a more general
framework for quantum theories (QT). All (mathematical) fields of scalars will be the complex
numbersC, and in the natural restriction also the field of realsR.

B.2.1. Definitions (C∗-algebras andW ∗-algebras).

(i) A Banach algebraA is a B-space endowed with an associative and distributive multiplication
(i.e. thealgebraic product, resp. theproduct, converting the linear spaceA into an algebra):
(x; y)(∈ A × A) 7→ x ·y ≡ xy(∈ A), x ·(y ·z) = (x ·y) ·z, (x + λy) ·z = x ·z + λy ·z, x ·
(y + λz) = x·y + λx·z; the multiplication is connected with the norm inA by the requirement:
‖xy‖ ≤ ‖x‖‖y‖;∀x, y, z ∈ A, λ ∈ C. If xy = yx,∀x, y ∈ A, the algebraA is calledabelian,
resp.commutative.

(ii) If there is an elemente ∈ A such thate ·x = x ·e = x,∀x ∈ A, the Banach algebraA
is a unital algebra and the elemente is the unit element(or unit ) of A. If a unit exists inA,
it is unique. If there is, for an elementx ∈ A, an element (denoted by)x−1 ∈ A such that
x·x−1 = x−1·x = e, the elementx is invertible, andx−1 is the inverse ofx. If x is invertible,
the inverse elementx−1 for x is unique; then alsox−1 is invertible, and(x−1)−1 = x. The set
of all invertible elements inA is its general linear groupG(A), denoted also byA−1.
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(iii) An algebraA is symmetric, if there is defined in it an(antilinear) involution , i.e. a mapping
〈∗〉 : A→ A, x 7→ x∗ : x∗∗ := (x∗)∗ ≡ x, (x+λy)∗ ≡ x∗+λy∗; and, moreover, this involution
is connected with the product by:(xy)∗ ≡ y∗x∗. We shall call the linear combination, product
and involutionthe algebraic operations.

(iv) If, for a symmetric Banach algebraA, it is satisfied theC∗–property: ‖x∗·x‖ ≡ ‖x‖2, then
A is aC∗–algebra. If A has also the unit element, then it is aunital C∗–algebra. We shall
usually assume, thatA is unital, and the converse will be pointed out. A Banach subspaceB
of aC∗-algebraA, which is invariant with respect to all the algebraic operations applied to its
elements is aC∗–subalgebra ofA. If B(6= A) is, moreover, invariant with respect to the multi-
plication by all elements ofA, it is a closed (two–sided) ideal; clearly, such aC∗-subalgebraB
does not contain the unit element ofA. An elementx of aC∗-algebra is:selfadjoint iff x∗ = x;
normal iff x∗x = xx∗; projection iff x = x∗ = x2; partial isometry iff xx∗ is a projection;
unitary (in a unital algebra) iffxx∗ = x∗x = e.

(v) If, for aC∗-algebraA, as a B-space, there is another B-space (denoted by)A∗ such thatA
is (isomorphic to) its topological dual:(A∗)∗ = A, theC∗-algebraA is called aW ∗-algebra,
and the Banach spaceA∗ is its predual. AnyC∗-algebra has at most one predual, up to iso-
morphisms. TheW ∗-algebras (originally: their specific operator realizations) are called also
von Neumann algebras. AnyW ∗-algebra is a unitalC∗-algebra. AnyW ∗-algebra is generated
by its projections (viaσ(A,A∗)–closure of their linear combinations). [A generalC∗-algebra
needn’t have any nontrivial projection.]

(vi) Let A be aC∗-algebra, and letA∗∗ := (A∗)∗ be its second topological dual. TheC∗-
algebraA is canonically embedded intoA∗∗ as aσ(A∗∗,A∗)–weakly dense linear subspace,
cf. Definition A.1.4 and, in this topology, all the algebraic operations (i.e. the linear combination,
addition, multiplication – with one of the multiplicands fixed, and the involution) are continuous.
Hence, the algebraic structure ofA can be unambiguously extended to the wholeA∗∗, endowing
this by a (canonical)C∗-algebraic structure. The obtainedW ∗-algebraA∗∗ is denoted alsoA′′,
and it is calledthe universal envelopingW ∗–algebra of theC∗–algebraA.98

(vii) ThecentreZ(A) of aC∗-algebraA is the commutativeC∗-subalgebra ofA consisting of
all elements ofA commuting with any element ofA: Z(A) := {z ∈ A : z·x−x·z = 0,∀x ∈ A}.
A von Neumann algebraB with trivial centre:Z(B) = {λ·e : λ ∈ C}, is called afactor. ♦

B.2.2.Note (QuotientC∗-algebra). The factor–space (resp. the quotient space)A/B of aC∗-
algebraA over its closed idealB is canonically endowed with the structure of aC∗-algebra. Let
the canonical projection beβ : A → A/B, x 7→ βx := {y ∈ A : y = x − z, z ∈ B}, and
βx ·βy := βxy, β

∗
x := βx∗ , ‖βx‖ := inf{‖x − z‖ : z ∈ B}. Then all the “C∗–properties” for

A/B := {βx : x ∈ A} are valid, cf. [77, 1.8.2].♥
Let us give a list of examples ofC∗-algebras:

B.2.3.Examples(SomeC∗-algebras andW ∗-algebras).

(i) Since the dual of the trace class operator–spaceT is T∗ = L(H), the algebra of all bounded
operators onH is a von Neumann algebra.

98The notationA′′ originated in the realization of this von Neumann algebra as the ultrastrong (hence weak) closure of
a specific faithful representation, [91, 196], called theuniversal representationπu(A) of A, hence as the bicommutant
πu(A)′′, cf. Example B.2.3(ii).
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(ii) L(H), and all its closed symmetric subalgebras areC∗-algebras. Any suchC∗-subalgebra
B, that is also closed in operator weak (resp. ultraweak, resp. strong, resp. ultrastrong) topology
is also aW ∗-algebra; the closure of anyC∗-subalgebraA of L(H) (if IH ∈ A) in any of these
mentioned topologies equals to its double commutantA′′, [187, 227, 254], what is a form of
the well knownvon Neumann bicommutant theorem. In separable Hilbert space, the only
nontrivialC∗-subalgebra ofL(H) which is also an ideal ofL(H) is the algebra of all compact
operatorsC.

(iii) Let M be a compact Hausdorff space, and letC(M) be the set of all complex valued con-
tinuous functions onM . Let pointwise linear combinations, multiplication, and conjugation be
defined onC(M) by:

f, h ∈ C(M), λ ∈ C : (f + λh)(m) := f(m) + λh(m),

(f ·h)(m) := f(m)h(m), f∗(m) := f(m), ∀m ∈M,

and let the norm be the supremum norm:‖f‖ := sup{|f(m)| : m ∈M}. ThenC(M), endowed
with these structures, is a commutativeC∗-algebra. Each unital commutativeC∗-algebra is
isomorphic to one of this form (theGeĺfand–Najmark theorem).

(iv) The factoralgebraL(H)/C of the algebra of all bounded operators by theC∗-subalgebra
of its compact operatorsC is a unitalC∗-algebra, called (according to [196, 6.1.2]) theCalkin
algebra. It belongs to the class ofantiliminary C∗–algebras, playing an important r̂ole in
descriptions of infinite quantum systems.♥

An important characterization of elements of aC∗-algebraA is (as it was inL(H) for oper-
ators) theirspectrum. Since the definitions and properties are identical in this general case with
those in the case of bounded operators inL(H), we shall proceed briefly:

B.2.4. Definition (Spectrum). Let x ∈ A := a unitalC∗-algebra. The setρ(x) := {λ ∈ C :
(λe − x) ∈ A−1} ⊂ C is theresolvent set ofx. Its complementσ(x) ≡ sp(x) := C \ ρ(x) is
thespectrum ofx. The spectrum of any element is closed inC. The number‖x‖σ := sup{|λ| :
λ ∈ σ(x)} is called thespectral radius ofx. Always is‖x‖σ ≤ ‖x‖, and‖x‖σ = ‖x‖ if x is
normal. ♦

An important property of spectrum of anyC∗-algebraic elementx is its independence on a
choice of unitalC∗-subalgebrasB ⊂ A containingx, with respect to which isσ(x) calculated
(instead ofA). Hence, the spectrum ofx can be calculated with respect to the minimalC∗-
subalgebraAx ⊂ A containingx, i.e. with respect to the subalgebra generated by the elements
x, x∗, e. For a normal elementx, theC∗-algebraAx is commutative, and it is isomorphic to
C(σ(x)). The algebraic elements inA corresponding (according to this isomorphism) to some
f ∈ C(σ(x)) are denoted byf(x). The associationf

(
∈ C(σ(x))

)
7→ f(x) is the inverse of

the Geĺfand transform. It is a ∗–isomorphism ofC∗-algebras, cf. Definition B.2.5, hence for,
e.g.,f(λ) ≡ λn one hasf(x) = xn, n ∈ Z+, x

0 := e. This mapping ofA × C(C) (restricted
to normal elements ofA) into A is calledcontinuous funtional calculuson A. If A is aW ∗-
algebra, then also complex valued bounded Borel functionsf ∈ Bb(C) have their homomorphic
imagesf(x) in A, for normal elementsx ∈ A. The∗–homomorphism determined by an arbitrary
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normalelementx of aW ∗-algebraA:

f(∈ Bb(C)) 7→ f(x) ∈ A

is a unique continuous (i.e.‖f(x)‖ ≤ ‖f‖ = ‖f‖∞) extension of the continuous functional
calculus. These extended mappings are called theBorel functional calculuson aW ∗-algebra.

For arbitrary elements (i.e. not necessarily normal)x of A, we have theanalytic functional
calculus: If f is holomorphic (i.e. analytic) function on an open domain inC containing the
spectrum ofx, andc is a “Jordan” curve (i.e. continuous, closed, nonselfintersecting, of finite
length, being a homeomorphic image of a circleS1) lying in this domain and “surrounding” the
spectrumσ(x), then we can define a Banach space valued integral

f(x) :=
1

2πi

∮
c

f(λ)dλ
λe− x

∈ A, (B.2.1)

what can be defined by a norm–convergent sequence of Riemann sums inA. Restrictions of
above mentioned “functional calculi” to analytic functions give the values expressed by (B.2.1).

If we definepositive elementsx of aC∗-algebraA as such selfadjoint elements ofA that
can be expressed asx = y∗y for somey ∈ A, we can see that these, and only these elements
correspond to positive functions in the mentioned functional calculi. The positive elements form
a coneA+ in A, i.e. any linear combination of elements inA+ with nonnegative coefficients
also belongs toA+. The isomorphism of commutativeC∗-algebras with spaces of continuous
functions mentioned in Example B.2.3(iii) exactly corresponds to the mentioned functional cal-
culi, but extended also to such commutativeC∗-algebras, that need–not be generated by a single
normal element. The compactM , corresponding to a unital commutativeC∗-algebraA which
is ∗–isomorphic toC(M), is called thespectrum of the abelianC∗-algebra A. If a function
fx ∈ C(M) represents the elementx via the Geĺfand transform, the spectrumσ(x) is identical
with the range offx: σ(x) = {fx(m) : m ∈M}, cf. also Examples B.3.5.

Elements of algebras usually appear in physical theories represented in forms of linear op-
erators acting on Hilbert spaces. This is naturally connected, as we shall also see in the Sub-
section B.3, with the physical interpretation of elements of Hilbert spaces as physical states in
which the “observables” represented by the elements of algebra are measured (resp. calculated).
We shall now turn to an introduction to the representation theory.

B.2.5. Definitions (Representations).

(i) A mappingπ : A → B between twoC∗-algebrasA, andB, is a∗–morphism, iff it satisfies
the properties:

(l) π is linear: π(x+ λy) = π(x) + λπ(y),
(ll) π(x·y) = π(x)·π(y),
(lll) π(x∗) = π(x)∗,

for all x, y ∈ A, λ ∈ C. The setKer(π) consisting of such elementsx of A, that π(x) = 0,
is called thekernel of π. If Ker(π) = 0 for all morphismsπ of A, thenA is called asimple
C∗-algebra.

(ii) If Ker(π) = {0} thenπ is a bijection. IfKer(π) = {0}, and alsoπ(A) = B, the morphism
is called a∗–isomorphism (briefly: an isomorphism) ofA ontoB, and these twoC∗-algebras
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are mutuallyisomorphic. Any morphism ofC∗-algebras is continuous:

‖π(x)‖ ≤ ‖x‖,

and any isomorphism is isometric:

Ker(π) = 0⇒ ‖π(x)‖ ≡ ‖x‖.

Ker(π) is always a closed (twosided) ideal in theC∗-algebraA.

(iii) Let π be a∗–morphism of aC∗-algebraA intoL(H), for some Hilbert spaceH. It is called
a representation ofA inH. It will be denoted also(π;H). If there is a nontrivial (i.e.6= 0, and
6= IH) projectionP in the commutantπ(A)′ ∈ L(H), then the mapping

πP : A→ L(PH), x 7→ Pπ(x),

is a subrepresentation ofπ. We shall assume, that any considered representation isnonde-
generate, i.e. that it hasno zero subrepresentations, i.e. that there is no nonzero projection
P ∈ L(H) such, thatPπ(A) = {0}. If a representation of aC∗-algebra have no nontrivial
subrepresentations, it is called anirreducible representation.

(iv) Let us assume that, in the Hilbert spaceHπ of a representationπ(A), there is a vector, say
ψπ ∈ Hπ such, that the set

π(A)ψπ := {π(x)ψπ : x ∈ A}

is dense in the Hilbert spaceHπ. Then the representationπ is called acyclic representation
of A, and the vectorψπ is a cyclic vector of the representationπ. Each representation of a
C∗-algebra can be decomposed into an orthogonal sum of cyclic subrepresentations, i.e. there
is a system of mutually orthogonal projectionsPj ∈ π(A)′, j ∈ J , such that

∑
j∈J Pj = IHπ

(strong convergence), and each subrepresentationx 7→ Pjπ(x) ∈ L(PjH) is cyclic. In an
irreducible representation spaceHπ, any nonzero vectorψ ∈ Hπ is cyclic, andπ(A)ψ = Hπ.

(v) Let(π1;H1), (π2;H2) be two representations of aC∗-algebraA. If there is a linear (unitary)
isometryU : H1 → H2 such thatπ2(x) ≡ Uπ1(x)U−1, the representationsπ1 and π2 are
unitarily (or spatially) equivalent . We shall denote this fact byπ1 ' π2. ♦

As it was mentioned above, any∗–representation of aC∗-algebra is continuous in the norm
topology. On eachW ∗-algebraB, moreover, another natural topology, namely theσ(B,B∗)–
topology, or briefly thew∗–topology is given. The same is true for theW ∗-algebraL(Hπ) for
any representationπ. Hence the question on thew∗–continuity ofπ arises. As we shall show,
this property is also relevant for any representation of aC∗-algebraA canonically extended to
A′′, cf. Proposition B.2.7.

B.2.6. Definition (W ∗–representations). If a representationπ of a W ∗-algebra B in the
Hilbert space Hπ is σ(B,B∗) − σ(L(Hπ),T(Hπ)) continuous, it is called aW ∗–
representation.

The imageπ(B) ⊂ L(Hπ) of anyW ∗–representation such thatπ(e) = IHπ (nondegen-
eracy) is again aW ∗-subalgebra ofL(Hπ). Let us mention also that an isomorphism of two
W ∗-algebras is alwaysw∗–continuous, [227].
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B.2.7. Proposition. Let A be aC∗-algebra, and(π;Hπ) its arbitrary nondegenerate represen-
tation. Let us considerA ⊂ A′′, in the canonical way. Then there is unique extension ofπ to a
W ∗–representation(π′′;Hπ) of the univeral enveloping algebraA′′, [227, Proposition 2.21.13].
The image of this extension equals to the bicommutantπ(A)′′, if A is unital.♣

It follows from this assertion that to any representationπ of aC∗-algebraA there is a central
projectionz(π) ∈ Z(A′′) such, that its orthogonal complemente′′ − z(π) (with e′′ the unit of
A′′) supports the kernel ofπ′′ : Ker(π′′) = (e′′ − z(π))A′′, called alternatively thecentral sup-
port , [227, 1.21.14], resp.central cover of π, [196, 3.8.1]. The representationsπ1, π2 with the
same central projectionz(π1) = z(π2) are called(quasi–) equivalent, denoting this byπ1 ∼ π2.
Unitary equivalence implies equivalence, but equivalent representations are just, roughly speak-
ing, decomposable into various multiples of the same unitary equivalent subrepresentations, [77,
5.3.1]. If the central supports are orthogonal:z(π1)·z(π2) = 0, the two representations are called
disjoint , we shall denote this byπ1fπ2.99

B.2.8.Interpretation (Macro–distinguishability). Disjoint representations are interpreted in
physics asmacroscopically (or classically) distinguishable representations: Since the “phys-
ically most relevant” seems thew∗–topology, it also seems natural to consider also (some of)
elements of the enveloping algebraA′′ of “the C∗-algebra of observablesA” which do not be-
long to A, as representing some observable quantities of the system. The macroscopic (resp.
classical) quantities of the considered quantum system are then found in the centreZ(A′′). Any
two mutually orthogonal projections of the centre then can represent macroscopically distin-
guishable values of some observable quantity. Hence,π1fπ2 can be interpreted as macroscopic
distinguishability. It would be, perhaps, more intuitive after a discussion of disjointness of s-
tates, [131, 28, 238], cf. also Interpretation B.3.7.�

In general theory ofC∗-algebras, and also in physical applications, cyclic representations
arise from given “states”.

B.3 States and representations

We shall introduce here the mathematical definition of states on aC∗-algebra, as well as some
connetions with representations, and we shall give some hints to their physical interpretations.

B.3.1. Definition (States).

(i) Let A be aC∗-algebra, andA∗ its topological dual. A continuous linear functional% ∈ A∗ is
symmetric (or real) if %(x∗) ≡ %(x). It is, moreover,positive, if %(x∗x) ≥ 0,∀x ∈ A. The set
A∗+ consists of all positive elements ofA∗. The elements ofS(A) := A∗+1 := {% ∈ A∗+ : ‖%‖ =
1} arepositive normalized functionalsonA. They are calledstates on theC∗-algebraA. The
setS(A) ⊂ A∗ is convex, i.e.%j ∈ S(A) (j = 1, 2), 0 < λ < 1⇒ λ%1 + (1− λ)%2 ∈ S(A).

(ii) An element ofω ∈ S(A) is called apure state onA, if it is not an internal point of any
line segment lying inS(A), i.e. if for some statesωj , j = 1, 2, one hasω = 1

2 (ω1 + ω2), then
necessarilyω1 = ω2 = ω. Such elementsω of a convex setS are calledextremal points of
S. The set of all pure states onA will be denoted byES(A). In the state spaceS = S(A), the
nonextremal elements are calledmixed states, or mixtures.

99The standard symbol for disjoitness, [77, 42], was not found among the LATEX symbols.
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(iii) Let A be aW ∗-algebra. Then it is canonicallyA∗ ⊂ A∗. The subsetS∗(A) := A∗ ∩ S(A)
of states consists of allnormal states onA. ♦

The convex setS := S(A) is contained in the closed unit ball ofA∗, what is compact in
theσ(A∗,A)–topology, according to the Banach–Alaoglu theorem [218].S is also compact iff
A is unital. In other cases, it is usually considered [196] thequasi–state spaceQ defined by
Q := {% ∈ A∗+ : ‖%‖ ≤ 1}. The quasi–state spaceQ is the convex hull of the state spaceS
and the zero functional. It is always compact in thew∗–topology. We shall use the following
theorem, [187, 41]:

B.3.2. Theorem (Krein–Miĺman). Every compact convex setS in a Hausdorff l.c.s. is closure
of the set of all finite convex combinations of the extremal points ofS.♣

We see that there is enough pure states on anyC∗-algebra so that finite convex combinations
of them can approximate any state in thew∗–topology.

B.3.3.Interpretation (States in physics). If the selfadjoint elements of aC∗-algebraA are con-
sidered asobservables of a physical system, then the states onA are interpreted as follows: The
stateω ∈ S(A) represents aphysical situation (whatever it means, we do not go to analyze
its meaning here) of the described system and, for any givenx = x∗ ∈ A, the real number
ω(x) equals to the expectation value (i.e. the arithmetical average – in “finite approximations”)
of results of repeated measurements of the observablex in the (repeatedly prepared) “situation”
described byω .

Hence, the above mentioned possibility of approximation of any state by convex combina-
tions of pure ones means an approximation by convex combinations of (potential) measurement
results; this shows in what sense thew∗–topology on the state spaceA∗s := (the set of symmetric
elements ofA∗) is “more physical”, than the topology of norm, cf. [118].�

The following proposition can be proved by the well known Geĺfand–Najmark–Segal (GNS)
construction of a canonical representationπω corresponding to any given stateω , with a use of
algebraic concepts, [187, 77, 227, 91, 42]:

B.3.4. Proposition. A cyclic representation(πω;Hω;ψω) in Hω with the cyclic vectorψω ∈
Hω : πω(A)ψω = Hω, ‖ψω‖ = 1, such that

ω(x) = (ψω, πω(x)ψω), ∀x ∈ A,

corresponds to any stateω ∈ S(A) on aC∗-algebraA. Such a representation is unique, up
to unitary equivalence. Any cyclic representation ofA can be obtained in this way. The cyclic
representationπω is irreducible iffω is a pure state. In that case,πω(A)ψω = Hω (without
taking the closure inHω). ♣

The canonical representations satisfying the conditions of Proposition B.3.4 are also called
the GNS representations. Two statesω1, ω2 ∈ S(A) are mutually disjoint , cf. page 172,
ω1fω2, iff πω1fπω2 ; such a two states can be considered as macroscopically differen-
t, [91, 131, 42, 238], and any two macroscopically different states are mutually disjoint, cf.
Interpretations B.2.8, and B.3.7.
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B.3.5.Examples(AbelianC∗-algebras andW ∗-algebras).

(i) Any unital abelianC∗-algebraA is isomorphic to the space of all continuous complex valued
functionsC(M) on a Hausdorff compactM . The setM can be constructed as the set of all
irreducible representationsπχ (which are all one–dimensional), and their kernels aremaximal
ideals of A. The corresponding pure statesχ ∈ S(A) arecharacters onA, i.e. they satisfy
also:χ(x·y) ≡ χ(x)χ(y). Since the three sets: the set of irreducible representations, the set of
maximal ideals, and the set of pure states are in bijective correspondence, they can be endowed,
together with the“spectrum space”M , with the induced topology from thew∗–topology of
A∗. Let us denote byχm the pure state onC(M) corresponding to the maximal idealm ∈ M ,
i.e. to the irreducible representation with the kernelm. Let f ∈ C(M) be any element of the
commutativeC∗-algebra. Then

χm(f) = f(m), ∀m ∈M,

hence the pure statesχm correspond to the Dirac measuresδm onM . Arbitrary statesω are
then realized as probability “regular Borel measures”µω onM , symbolically

ω(f) =
∫
M

f(m)µω(dm).

The correspondence between states onC(M) and probability measures onM is a bijection,
according to Riesz-Markov theorem, [218, Theorems IV.14, and IV.18]. Hence, a decomposition
of an arbitrary state on an abelianC∗-algebra into a convex combination (here: integral) of pure
states, so called extremal decomposition, is unique.

(ii) Let us assume, that the abelianC∗-algebraC(M) is aW ∗-algebra. We know, that it is
generated by its projections. But a projection inC(M) is just a characteristic functionχB of
a subsetB ⊂ M , which is also continuous: Hence the setB = χ−1

B ({1}) should be a clopen
subset inM . It can be shown, [101, 254], that the topology ofM is now generated by its clopen
sets. The chracteristic functions of one–point sets corresponding tonormal pure statesχm can
be considered also as elements of theW ∗-algebra:δm,m′ =: fm(m′), fm ∈ C(M), because
thesem’s are just the isolated points ofM . ♥

Let ω ∈ S(A) be a mixed state on a unitalC∗-algebraA. Then it can bedecomposed
into a (generally “continuous”) convex combination of other states. Looking for such convex
decompositions of a givenω ∈ S(A), we are interested in such probability measuresµω on the
compactS := S(A), that for all affine continuous functionsf ∈ C(S) : f(λω1 + (1− λ)ω1) ≡
λf(ω1) + (1− λ)f(ω2), we have

f(ω) =
∫
S
f(ν)µω(dν).

The stateω is abarycentre of the measureµω. Specific exampleŝx of the affine functions are
given by arbitrary elementsx ∈ A : x̂(ω) := ω(x),∀ω ∈ S. The measuresµω can be “concen-
trated” on various subsets ofS. We have seen that if one assumes thatµω is concentrated on pure
statesES, thenµω is uniquely determined in the commutative case. For generalC∗-algebras,
this uniqueness is absent (it is in a sense equivalent to commutativity of theC∗-algebra). Hence,
we have to choose some of the measures with the barycentreω to obtain some (barycentric)
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decomposition. These decompositions might be chosen in different ways. We cannot give here
details; let us see at least some of techniques for construction of such decompositions.

If ω =
∑
j λjωj is a (discrete, convex) decomposition of a stateω to statesωj , λj 6= 0, then

the statesωj aremajorized byω . Important might be the following lemma stating conditions
for f ∈ A∗+ to bemajorized by ω, i.e. stating conditions when there is a numberλ for which
(λω − f) ∈ A∗+.

B.3.6. Lemma. Let, with the introduced notation,ω ∈ S, and(πω;Hω;ψω) is the correspond-
ing cyclic representation. Then there is a bijection between the set of allf ∈ A∗+ majorized by
ω , and the set of all positive elements:B ≥ 0, B ∈ πω(A)′, of the commutant ofπω(A). The
correspondencef 7→ Bf ∈ πω(A)′ ∩ L(Hω)+ is by the relation

f(x) = (ψω, πω(x)·Bfψω), ∀x ∈ A

determined uniquely.♣

Most simple and useful decompositions are such that are derived from some abelianW ∗-
subalgebrasB of the von Neumann algebraπω(A)′. Let us mention here just a very simple
example when the algebraB is generated by a (“discrete”) projection measureEd defined on
Z+: Ed : j (∈ Z+) 7→ Ed(j) ∈ πω(A)′,

∑∞
j=0Ed(j) = I. Then we define the statesωj ∈ S,

for those values of the indicesj for which (ψω, Ed(j)ψω) =: λj 6= 0, by the relation

ωj(x) := λ−1
j (ψω, πω(x)Ed(j)ψω) (∀x ∈ A).

It is trivially clear that now we can write a (“orthogonal”) decomposition of theω by:

ω(x) ≡
∑
j

λjωj(x).

If theW ∗-algebraB is contained in the centreZ(πω(A)′) := πω(A)′′ ∩ πω(A)′, the decompo-
sition is called a(sub–) central decomposition.

B.3.7.Interpretation. By the extended representationπ′′ω : A′′ → L(Hω), cf. Proposi-
tion B.2.7, the centreZ(A′′) is mapped onto the centreZ(πω(A)′′). Hence, the subcentral
decompositions might be interpreted physically as decompositions according to values of macro-
scopic observables.�

General theories of decompositions can be found in [227, 42, 196].

B.4 Symmetries and automorphisms

Symmetries appear in quantum theory (QT) either in a form of transformations of “states” (the
Schr̈odinger picture), or as transformations of “observables” (theHeisenberg picture). Although,
in the “standard” QM, these two forms of symmetry transformations are usually considered as
equivalent, for more general formulations of QT it needn’t be so. Some relations between these
two descriptions of symmetry operations in QT are described in [42, Chap. 3.2]. We shall restrict
here our attention mainly to the formulation in the “Heisenberg form”, what is the most usual
form of the description of time evolution in quantum theories of large systems.
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Theory of symmetries, resp. automorphism groups ofC∗-algebras is a rather extensive field,
cf. [224, 227, 42, 196, 228]. There are known many related and mutually connected fields like
the ergodic theory, decomposition theory, various kinds of “spectra” connected with analysis of
structure of algebras and of their automorphism groupsαG etc. which we shall not consider
in this paper. We shall present here just some notes for a first orientation in approaches to
formulations and investigation of several problems concerning symmetries of physical systems
described byC∗-algebraic theories, and such which are connected with techniques used in this
work.

Let A be aC∗-algebra. The∗-automorphisms ofA (i.e. the∗–isomorphisms ofA onto itself)
form a groupAut(A) with respect to composition as the group multiplication. Eachα ∈ Aut(A)
is a continuous linear transformation of the B–spaceA, henceAut(A) ∈ L(A) (=the space of
bounded linear mappings ofA into itself), whereL(A) is again, canonically, a B–space. With
the induced topology,Aut(A) is a topological group; it is also a closed subset ofL(A), [227,
Proposition 4.1.13]. There are also several other useful “natural” (weaker–than–norm) topologies
introduced onAut(A), namely thestrong topologygiven by the seminorms

px(α) := ‖α(x)‖, ∀α ∈ Aut(A), x ∈ A,

in which Aut(A) is also a topological group, [228], and also some of theσ(Aut(A),F∗)–
weak topologies, whereF∗ is a “conveniently chosen” subset of linear functionals on the B–
spaceL(A), to makeAut(A) a Hausdorff space, cf. also Definition A.1.4(v). The subsetF∗ is
often given by the requirement of continuity of the mappings

α(∈ Aut(A)) 7→ ω(α(x)), ∀x ∈ A, ω ∈ F ′,

where we have different useful possibilities, [42, Definition 2.5.17], for a choice of the setF ′ ⊂
A∗. If A is aW ∗-algebra, then its automorphisms are continuous mappings ofA onto itself not
only in the norm–topology, but also in theσ(A,A∗)–topology determined by its normal states,
cf. Definition B.3.1. These states are “often” chosen in the rôle of the setF ′ above, in the case of
aW ∗-algebrasA. The automorphismα of A is calledinner if there is a unitary elementuα ∈ A
such thatα(x) ≡ uαxu∗α. ForA := L(H) is each automorphism inner , [227, Corollary 2.9.32].

Any α ∈ Aut(A) determines a unique affine isometryα∗ : S(A)→ S(A) of the state space
of A by the transposing:

α∗(ω)(x) ≡ ω(α(x)), ω ∈ S(A), x ∈ A.

If A is aW ∗-algebra, the transposed map leaves its normal states invariant:

α∗ : S∗(A)→ S∗(A). (B.4.1)

This is the transition to the “Schrödinger picture”. The converse needn’t be so immediate:
If it is given an affine mappingα∗ : S(A) → S(A), its transposeα∗∗ determines a linear

map of the double dualA∗∗ into itself, that leaves its (in a canonical way defined) subsetA
invariant only in specific cases: some “sufficient continuity” conditions should be satisfied, cf.
[42, Theorem 3.2.11]; only then one can consider the restrictionα of α∗∗ to the subspaceA of
A∗∗ and ask, whether isα ∈ Aut(A), hence, whether there exists the corresponding “Heisenberg
picture”. In the case of aW ∗-algebraA, if the condition (B.4.1) is fulfilled, there is a unique
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Jordan100 automorphismα of A obtained by the above mentioned “transposing” ofα∗ and by
the subsequent restriction.

A physical meaning is usually given to an automorphismα according to its belonging to
some subgroup ofAut(A) which is a homomorphic image of a topological (usually Lie) group
G: α ∈ αG, where

αg1·g2 = αg1 ·αg2 , ∀gj ∈ G, j = 1, 2.

The homomorphismsg(∈ G) 7→ αg, i.e. representations ofG represent groups of “physical
motions”, or transformations. If the group isG = R, we have a one parameter transformation-
s groupαR; such groups describe also time evolutions of the physical systems withA as the
“algebra of observables”.

There are traditional reasons in QM (e.g. the spectra of generators ofUπG represent mea-
surable values) for interest in such representations{π,Hπ} of theC∗-algebraA with a given
symmetry αG, in which the automorphismsαg, g ∈ G, are expressed by a unitary strongly
continuous representationUπG ∈ U(Hπ) of G “in the usual way”, i.e.

π
(
αg(x)

)
≡ Uπg π(x)Uπg−1 , ∀g ∈ G. (B.4.2)

Such representationsπ(A) are calledcovariant representations. A simple important case of a
covariant representation is obtained (we omit here specification of necessary continuity condi-
tions imposed toαG), if there is anα∗G–invariant stateω given, [237, 224]; the corresponding
cyclic representation(πω;Hω;ψω) ensures existence of a unique (continuous) unitary repre-
sentationUωG satisfying (B.4.2) (withπω 7→ π, Uω 7→ Uπ), and such that the cyclic vector
corresponding to the stateω isUωG–invariant:

Uωg ψω = ψω, ∀g ∈ G.

In more general situations (e.g. of cyclic representations with noninvariant cyclic vectors), all
covariant representations of adynamical system{A, αG} are in a bijective correspondence with
representations of anotherC∗-algebraA⊗α G constructed from functions on the groupG with
values inA with a help of the action ofαG, and called thecrossed product of the dynamical
system{A, αG}, cf. [196], or also [188].

Let us consider nowG := R, i.e. one–parameter automorphism groups. ForA = L(H), all
one parameter automorphism groupst 7→ αt are “covariant”, i.e. they are representable in the
form (B.4.2), i.e.αt(x) ≡ utxu∗t for a one–parameter group of unitary operatorsut, t ∈ R. If the
groupαR is “sufficiently continuous”, e.g. if the functionst 7→ Tr(%αt(x)), % ∈ Ts, x ∈ L(H)
are all continuous, thent 7→ ut is strongly continuous and, according to Stone’s theorem, cf.
Theorem C.3.2, there is a selfadjoint operatorA on (a dense domain of)H such, that

ut ≡ exp(itA). (B.4.3)

100Jordan automorphismsα of aC∗-algebra are a certain “combinations” of morphisms, cf. Definition B.2.5(i) (sat-
isfying: α(xy) ≡ α(x)α(y)), andantimorphisms (satisfying:α(xy) ≡ α(y)α(x), with other morphism properties
unchanged); hence, by definition, instead of satisfying the property(ll) : α(xy) ≡ α(x)α(y) of the Definition B.2.5 of
∗–isomorphisms, Jordan automorphisms satisfy the following property:α(xy + yx) ≡ α(x)α(y) + α(y)α(x).
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The operatorA is determined by the automorphism groupαR up to an additive real constant.
The operatorA is called a(selfadjoint) generator ofuR. Thegenerator ofαR is obtained as a
linear operatorδα(x) := i[A, x] on (a dense subset of)L(H)(3 x). In a general case:

ω
(
δα(x)

)
:=

d
dt

∣∣∣∣
t=0

ω
(
αt(x)

)
(B.4.4)

for all x ∈ D(δα) ⊂ A. The generatorδα is called the derivation ofαR. Some details of a
theory of (unbounded) derivations can be found in [42, 228].

If the groupαR is not “sufficiently continuous”, the generator needn’t exist. Moreover, some
of the covariant representationsπ of the same{A, αR} might be continuous with well defined
selfadjoint generatorsAπ, and in other covariant representations the unitary groupst 7→ Uπt
might be discontinuous (i.e. there is no “Hamiltonian” there). For different continuous covari-
ant representationsπ the “HamiltoniansAπ” are generally mutually different (e.g., their spectra
might be mutually “very different”). In the examples of states describing thermodynamic e-
quilibria for different temperatures the selfadjoint generators describing time evolution of local
perturbations are mutually different in known solvable examples, e.g. for simple versions of the
BCS model of superconductivity, cf. [119, 261, 32]. In this last mentioned example, the rep-
resentations of the (“quasilocal”) algebra of observables corresponding to different equilibrium
states are all faithful, they mutually differ, however, in representing “macroscopic quantities” of
the described infinite quantal system by different operators (resp. numbers). Also in more gen-
eral cases, mutually disjoint representations are distinguished by values of some “macroscopic
quantities”.

Thermodynamic equilibrium states (also of infinite systems, corresponding to the “thermo-
dynamic limit”, [224]) can be defined for any “sufficiently continuous” one–parameter automor-
phism groupαR of aC∗-algebra. This fact is interesting as such, from the point of view of tra-
ditional techniques for statistical–mechanical description of thermodynamic equilibria by Gibbs
statistical ensembles, because for time evolutions(t;x) 7→ αt(x) of an infinite system there is no
global Hamiltonian operatorH to be inserted into the expression of a “statistical sum”, e.g.101

into

Z(T,H) := Tr exp
(
− 1
kT

H

)
.

The definition of the thermodynamic equilibrium statesω = ωβ for a temperatureT =: (kβ)−1

(k is here the Boltzmann constant) of infinite (and other) systems is expressed by theKMS
condition for statesω , [117, 42, 196]:102

ω(αλ(y)x) ≡ ω(xαλ+iβ(y)), ∀λ ∈ C, x ∈ A, y ∈ Aa, (B.4.5)

whereAa ⊂ A is the set of analytic elements with respect toα (i.e.x ∈ Aa ⇔ λ 7→ αλ(x) is an
entire–analyticA–valued function, cf. [218, Chap.VI]). Statesωβ satisfying the condition (B.4.5)
are theβ–KMS states forα, with a given0 < β < +∞.
101Even in some “traditional” cases, when the HamiltonianH is a well defined selfadjoint operator, the trace in the

following formula does not exist. Take, e.g. a hydrogen atom in a box.
102KMS is for Kubo, Martin, and Schwinger.
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It is an interesting result of theTomita–Takesaki theory of modular Hilbert algebras, [253,
196, 42], that for a class of statesω of anyC∗-algebraA one can find a canonical one–parameter
automorphism group (called themodular group for {A, ω}) of the weak closureπω(A)′′ of
the GNS–representation ofA such, that the chosen stateω is a KMS–state of that automorphism
group atβ = 1 (this finite nonzero value ofβ is chosen arbitrarily). The condition for the class
of statesω allowing this “creation of dynamics from states” is, thatω is faithful for πω(A)′′, i.e.
that for any positive (nonzero) operatorB ≥ 0 in thisW ∗-algebra, its diagonal matrix element
with the cyclic vectorψω is strictly positive:(ψω, Bψω) 6= 0 (hence, theW ∗-algebraπω(A)′′

does not contain any “annihilation operators” with respect to the “vacuum vector”ψω).
Let us mention also the phenomenon of “spontaneous symmetry breaking” in a stationary

stateω with respect to “dynamical evolution group”τR ⊂ Aut(A). Assume that there is another
automorphism groupαG commuting with the time evolutionτ :

τt ◦ αg = αg ◦ τt, ∀t ∈ R, g ∈ G.

This situation “corresponds”, e.g. to commutativity of the Hamiltonian as the selfadjoint genera-
tor of the unitary group implementing the time evolutionτR with generators of the transformation
groupαG for a Lie groupG.

The notion of states with “broken” symmetry comes from expectations that a certain states
will have larger symmetry than they really have, [69]. Let us assume that, e.g., in the usual
formulation of QM, the HamiltonianH is invariant with respect to a unitary representationUG
of a finite–dimensional Lie groupG in H: H ≡ UgHU

∗
g . If there is an eigenvectorψε ∈ H

of H: Hψε = εψε, then also all the vectors{Ugψε : g ∈ G} are eigenvectors ofH with the
same eigenvalueε . Then a nondegenerate eigenvectorψε ∈ H is proportional to all the vectors
UGψε ∈ {λψε : λ ∈ C}, hence the state

x 7→ (ψε, xψε) ≡ (Ugψε, xUgψε), x ∈ L(H)

is also “G–invariant”. If the eigenvalueε is of higher multiplicity, theG–invariance ofψε might
be “broken”. Similar considerations apply to equilibrium states at fixed temperature: If, in the
above situation, there is only one KMS–state for a givenβ, then it is invariant also with respect
to αG. The phenomenon ofphase transitionsis usually considered as equivalent to existence
of several KMS states for any temperature of “phase coexistence”, e.g. below the critical tem-
perature of a ferromagnet. In the last mentioned case, e.g., the groupG might be the Euclidean
group inR3 (or only its rotation subgroupO(3)) with respect to which the Hamiltonian of the
ferromagnet is invariant. Different (extremal) KMS states correspond to different directions of
the magnetization of the ferromagnet, hence the rotation symmetryαG is broken; translation
symmetry is broken in states of any crystal state of many–particle systems (with translation
invariant Hamiltonians). The stationaryandG–invariant states always exist, but in the men-
tioned “degenerate” situations they are not “extremal”: they have nontrivial convex decompo-
sitions to states (e.g. equilibrium) with lower, hence “broken”, symmetry. These situations are
considered in the above mentioned decomposition theory, resp. in a part of the ergodic theo-
ry, [224, 42, 271, 153, 228, 68].

B.4.1.Note. Let us add several words on possible structures of physically relevantC∗-algebras,
resp.W ∗-algebras. It is useful to classifyC∗-algebras according to the sets of projections con-
tained in (theW ∗-algebras obtained by) the weak closures of their (e.g. GNS) representations.
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Let us concentrate on a von Neumann classification ofW ∗-algebras. LetM be aW ∗-algebra.
Let us denote byP(M) the set of all projections inM. Two projectionspj ∈ P(M), j = 1, 2
areequivalent: p1 ∼ p2, if ∃u ∈ M : p1 = uu∗, p2 = u∗u. This allows us to introduce an
ordering between projections inM: p ≺ q ⇔ {∃p′ ≤ q & p ∼ p′}. If {p ∼ q ≤ p ⇒ p = q},
thenp is finite. If ∃q < p (q 6= p) & q ∼ p, thenp is infinite . If 0 6= q ≺ p⇒ q is infinite, then
p is purely infinite . A projectionp ∈ P(M) is abelian, if pMp := {p ·x ·p : x ∈ M} ⊂ M
is an abelian algebra;p is minimal , if pMp ∼ C. We callM finite (resp.infinite , resp.purely
infinite ), if its identity e := idM, as a projection, is finite (resp. infinite, resp. purely infinite).
M is continuous, if ∀p ∈ P(M) there areq, q′ ∈ P(M) : p = q + q′, q ·q′ = 0, q ∼ q′.
Now we can introduce the types ofW ∗-algebras:M is of type I ⇔ ∀p ∈ P(M) ∃ abelian
q ≤ p ⇔ M is isomorphic to aW ∗-algebra with abelian commutant.M is of type II , iff it
is continuous and its centerZ(M) does not contain purely infinite projection.M is of type III ,
iff it is purely infinite (⇒M is continuous, and each nonzerop ∈ P(M) is purely infinite). Any
M can be written asMI ⊕MII ⊕MIII , with Mα of typeα ∈ {I, II, III}, cf. [68, 227, 254].

Let IH ∈ M ⊂ L(H). Then the type (I, II, or III) of the commutantM′ = the type ofM.
For M of type III, no pure state is normal (hence no vector–state given byψ ∈ H is pure). Von
Neumann even doubted existence of type III algebras, [190]. Now we know, that perhaps “most”
ofW ∗-algebras occuring in QT are of type III: Many KMS states lead to type III representations,
and also many algebras of observables “localized” in restricted domains of Minkowski space in
relativistic QFT are of type III, cf. [43, 238, 140, 120]. Such a “wild” structure of the physical
C∗-algebras is (also) a consequence of imposed symmetries.♥

C Notes on Unbounded Operators in Hilbert Space

Unbounded operators usually appear in QM as selfadjoint generatorsA of one–parameter unitary
groupst 7→ ut ≡ exp(−itA) which are not continuous in norm topology ofL(H), but they are
operator–weakly continuous. Such generators seem to be unavoidable in the present–day formal-
ism of QM, since their presence is a consequence of usage of “nontrivial” unitary representations
of noncompact Lie groupsG “of motions”, such as Galileo, or Poincaré groups. Hence, neces-
sary unboundedness of some operators in QM can be connected, e.g. with our common models
of noncompact space–times.

Unbounded linear operatorsA are also characterized by their domains of definitionD(A)
which are, as a rule, dense but not equal to the B-space, on which the operatorsA act. This
is especially a property of unbounded symmetric operators on an infinite–dimensional Hilbert
spaceH, and these will be the object of our interest in this Section. The reason for a necessity of
dealing with unbounded symmetric operators in some details in framework of papers on physical
applications is that ignorance of several basic facts can lead to serious ambiguities in obtained
results. Several methods and results presented in the following subsections can be generalized to
other spaces and operators than Hilbert spaces and operators acting on them.

C.1 Unbounded operators, their domains and adjoints

LetH be an infinite–dimensional Hilbert space with scalar product(x, y) = (y, x), x, y ∈ H,
and letA be a linear mapping from a linear subsetD(A) ⊂ H intoH. The linear setD(A) is
called thedomain ofA, and the mappingA is a linear operator on (a domainD(A) in) H.
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We shall usually assume (if it will be possible) thatD(A) is dense inH, i.e. the norm closure
D(A) = H. The operatorA is symmetric if

(x,Ay) = (Ax, y), ∀x, y ∈ D(A), D(A) = H. (C.1.1)

If D(A) = H for a symmetricA (now symmetry means(x,Ay) ≡ (Ax, y)), thenA is bounded
(Hellinger–Toeplitz). We shall introduce now a useful description of operators onH. Let us
consider the Hilbert spaceH⊕H consisting of ordered couples(x; y), x, y ∈ H, with pointwise
linear combinations(x1; y1) + λ(x2; y2) ≡ (x1 + λx2; y1 + λy2), and with scalar product
((x1; y1), (x2; y2)) ≡ (x1, x2) + (y1, y2). For any operatorA : D(A) 7→ H, let us define the
graph Γ(A) ofA as a subset ofH⊕H:

Γ(A) := {(x;Ax) : x ∈ D(A)}. (C.1.2)

If Γ(A) is closed in the norm ofH ⊕H, the operatorA is closed. If the closure of the graph of
an operatorA is again a graph of a (uniquely defined) operator, we denote this operatorA, it is
called theclosure ofA, and that operatorA (with Γ(A) = Γ(A)) is called aclosable operator.
The closure of an (closable) operator is a closed operator.

Let A be now a densely defined linear operator onH (such are, e.g. all bounded operators
A ∈ L(H)). Let us define, for anyx ∈ H, the linear functional

fAx := (x,A·) : y(∈ D(A)) 7→ fAx (y) := (x,Ay)(∈ C)

on the dense domain ofA. If this linear functional is continuous (in the induced topology from the
norm–topology ofH), hence bounded, it can be uniquely extended by linearity and continuity to
the whole Hilbert spaceH. We shall denote these extensions by the unchanged symbols. In that
casefAx ∈ H∗. The dualH∗ of H is antilinearly isomorphic toH itself; hence, each its element
f ∈ H∗ is uniquely represented by an elementyf ∈ H by the identificationf(x) ≡ (yf , x) (this
is theRiesz’ lemma, [218]). Let us denote, withA fixed, by x̃ ∈ H the vector corresponding
by the Riesz lemma to (the continuous extension of)fAx ∈ H∗. Theadjoint A∗ of A is a linear
operator onH with the domain

D(A∗) := {x ∈ H : fAx ∈ H∗, i.e. there is̃x ∈ H, (x̃, y) ≡ (x,Ay)}, (C.1.3)

and with the values

A∗x := x̃, ∀x ∈ D(A∗).

It is seen that the density ofD(A) in H: D(A) = H, is essential for possibility of definition of
the adjoint operatorA∗.

ForD(A) = H, this definition of adjointness is the “usual one”, valid also for the bounded
A’s. It is easily seen thatA∗ is a linear operator (henceD(A∗) is a linear subset ofH), but it
needn’t be densely defined.

The reader can check that this definition ofA∗ can be expressed in terms of graphs as follows:
Let V be the unitary operator onH⊕H defined byV : (x; y) 7→ (−y;x). Then the graph ofA∗

is expressed as an orthogonal complement

Γ(A∗) = [V Γ(A)]⊥, (C.1.4)
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hence it is closed. It follows that the adjoint operator is always closed.
For two operatorsA,B onH, we writeA ⊂ B iff D(A) ⊂ D(B), andAx = Bx,∀x ∈

D(A), i.e.A ⊂ B ⇔ Γ(A) ⊂ Γ(B). In this case,B is an extension ofA, orA is a restriction
ofB. It is clear from this that a restriction of any closed operator is closable.

C.2 Symmetric operators and their (selfadjoint ?) extensions

A symmetric operatorA is selfadjoint if A = A∗, i.e. if for the above defined domain (C.1.3)
we haveD(A∗)=D(A). If “ i · ” is the multiplication by the imaginary uniti ∈ C in H, and an
operatorA onH is selfadjoint, its multiplei·A is calledantiselfadjoint. Only (anti-)selfadjoint
operators can determine one parameter weakly–continuous unitary groups uniquely. e.g. gener-
ators of time evolution (Hamiltonians) in QM should be selfadjoint, and not just symmetric.

It is seen from the definition (C.1.1) of a symmetric operatorA that the definition is equiva-
lent to the conditionA ⊂ A∗. TheHellinger–Toeplitz theoremstates, [218], that if a symmetric
operatorA is everywhere defined :D(A)=H, then it is continuous:A ∈ L(H). This shows, that
an unbounded symmetric operator cannot be defined on the whole Hilbert spaceH. Most of the
HamiltoniansH of particle systems in models of QM are unbounded symmetric operators, e.g.
formally defined second order differential operators

∑
ajk(q)∂j∂k+v(q) onH := L2(Rn,dnq),

where an “initial domain” can be chosen such thatH is symmetric, e.g.D(H) := C∞0 (Rn), but
it is not there selfadjoint. The natural question arises, whether there is a selfadjoint extension
of such aH. The answer needn’t be, in a general case, positive: Besides an “ideal possibili-
ty” of existence of a unique selfadjoint extension, one can have, for someH ’s, infinitely many
(physically distinct) possibilities, or also there could be no selfadjoint extension of someH ’s.
The theory analyzing this situation was formulated by J. von Neumann, known sometimes as
deficiency indices theory. Let us describe briefly its results.

Let A be symmetric, hence densely defined with densely defined adjointA∗. Then there is
defined the second adjointA∗∗ of A, and from the graph formulation (C.1.4) of definition of the
adjoint operator one can see that

A ⊂ A∗∗ ⊂ A∗, (C.2.1)

and thatA = A∗∗. If A∗ = A∗∗, the operatorA is calledessentially selfadjoint, and this is the
only case, whenA has a unique selfadjoint extension which is then equal toA∗=A. Since any
symmetric operatorA is closable, we can assume, that we have a closedA = A∗∗ ⊂ A∗ from
the beginning. Our present problem is about classification of conditions for existence of possible
selfadjoint extensions of a (generally not essentially selfadjoint) closed symmetric operatorA.

Let us introduce, for a givenA = A∗∗ ⊂ A∗ two linear subsetsKA± := Ker(A∗ ± iIH) of
D(A∗) ⊂ H.103 Their dimensionsn±(A) (finite, or not) are called thedeficiency indices ofA.
A closed symmetric operatorA is selfadjoint iff both of its deficiency indices are equal to zero:
n+(A) = n−(A) = 0, i.e. if the adjoint operatorA∗ has no eigenvalues equal to∓i. The domain
D(A∗) can be endowed with the scalar product

(x, y)A := (x, y) + (A∗x,A∗y), ∀x, y ∈ D(A∗), (C.2.2)

103Remember thatKer(F ) for a linear operatorF is the subset of its domain on which its values vanish.
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and it becomes a new Hilbert spaceHA = D(A∗) in this way. The three linear subspacesD(A),
KA∓ are closed, mutually orthogonal subspaces ofHA providing its orthogonal decomposition.
This “reorganization” of the dense subspaceD(A∗) ofH allows us to find an elegant expression
for all closed symmetric extensions ofA; this is done with a help of the antisymmetric bilinear
form σA onHA defined by:

σA[x, y] := (A∗x, y)− (x,A∗y), ∀x, y ∈ D(A∗).

Closed symmetric extensionsAW of A are exactly all the restrictions ofA∗ onto arbitrary closed
linear subspacesDW ofHA that containD(A), and annihilate the formσA:

σA[x, y] = 0, ∀x, y ∈ DW . (C.2.3)

From these results, one is able to construct domainsDW of the symmetric extensionsAW
with a help of linear isometriesW (in the original Hilbert spaceH) from closed linear subspaces
SW of KA− intoKA+, dimSW ≤ min{n−(A), n+(A)}. The domainDW is

DW := {y + x+Wx : y ∈ D(A), x ∈ SW }, (C.2.4)

and the wanted symmetric closed extensionAW of A is:

AW (y + x+Wx) := Ay + ix− iWx, ∀y ∈ D(A), x ∈ SW . (C.2.5)

The deficiency indices of thisAW aren±(AW ) = n±(A)− dimSW , if dimSW <∞. We see
that selfadjoint extensions ofA exist iff it is n−(A) = n+(A). In that case, all the selfadjoint
extensions are in the easily definable bijective correspondence with all linear isometriesW ofKA−
ontoKA+. Hence, the selfadjoint extensionsAW of a symmetric operatorA with equal deficiency
indicesn∓(A) =: n are in bijective correspondence with the elements of the Lie groupU(n) of
all unitary operators of ann–dimensional complex Hilbert space onto itself. The action ofAW ’s
on the corresponding domains is given by (C.2.5), whereSW := KA−.

C.3 The spectral theorem. Stone’s theorem

The resolvent set and spectrum of a selfadjoint unbounded operatorA is defined essentially
in the same way as it was done for bounded operators in Subsection B.1: The resolvent set
ρ(A) := {λ ∈ C : (λI − A)−1 ∈ L(H)}, but the spectrumσ(A) := C \ ρ(A) ⊂ R is not
compact now. Also in this case, however, it is possible to associate unique projection measure
EA on the real line (supported by the spectrumσ(A)) to any selfadjointA, and to formulate the
corresponding spectral theorem expressed by the same formula, as it was done in the “bound-
ed case”, cf. Theorem B.1.3. This projection measure provides a transparent representation of
the functional calculus also for unboundedA, cf. Subsection B.1, and Subsection B.2. It is
now natural, however, to use also unbounded real Borel functionsf on R for construction of
other unbounded operatorsf(A) from the given one, cf. Theorem B.1.3. In the case of un-
bounded functionsf ∈ F(R, EA) :=the set of measurable,EA–almost everywhere finite (i.e.
EA
(
f−1({∞})

)
= 0) real functions onR, the domain questions arise. One has (cf. [20])
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C.3.1. Proposition. LetA be a selfadjoint (generally unbounded) operator, and letEA be its
canonical spectral (projection valued) measure. Letf ∈ F(R, EA), and let104

f(A) =
∫
R

f(λ)EA(dλ).

The operatorf(A) is selfadjoint, with the (dense) domain

D(f(A)) := {x ∈ H :
∫
R

|f(λ)|2(x,EA(dλ)x) <∞}.

For any two functionsf, h ∈ F(R, EA), and for0 6= λ ∈ R, one has

(i) D(f(A) + λh(A)) = D(f(A)) ∩D(h(A)) ⊂ D((f + λh)(A));

(ii) D(f(A)h(A)) = D((f ·h)(A)) ∩ D(h(A)). All these operators{f(A) : f ∈ F(R, EA)}
mutually commute, i.e. their projection measures commute.♣

Clearly, the special choicef(λ) ≡ λ givesf(A) = A. Another (bounded, but complex)
choicef(λ) ≡ exp(itλ) gives a one–parameter unitary groupU(t):

t 7→ U(t) := exp(itA) =
∫
R

exp(itλ)EA(dλ).

This group is strongly continuous, and it is also norm–continuous iffA is bounded. Different
operatorsA give different groupsU(t).

The converse statement is the celebratedStone’s theorem, [220, 218]:

C.3.2. Theorem (Stone).Let t(∈ R) 7→ U(t) be a weakly continuous one–parameter unitary
group on a Hilbert spaceH, i.e.U(t1 + t2) ≡ U(t1)U(t2) ∈ U(H) (∀t1, t2 ∈ R), and all the
complex–valued functionst 7→ (x,U(t)y),∀x, y ∈ H are continuous. Then there is a unique
selfadjoint operatorA such, that

U(t) ≡ exp(itA).

(Let us note, that strong and weak continuity of the unitariesU(t) are equivalent.)♣

This theorem has a natural generalization to many–dimensional commutative locally compact
groups of continuous unitary transformations ofH known as theSNAG theorem (by Stone–
Najmark–Ambrose–Godement), cf. [220, Chap. X.140], [103, Chap. IV], [218, Theorem VIII.
12]. The SNAG theorem can be used naturally also for construction of “macroscopic (classical)
subalgebras” of large quantal systems determined by a group action, [31].

104We skip here details on exact meaning of the integral in the spectral representation off(A).
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Giĺbertovom Prostranstve, in Russ.,(Spectral Theory of Selfadjoint Operators in Hilbert Space),
Leningrad University Press, Leningrad (=Sankt Petersburg), 1980.

[21] N. Bohr: Discussion with Einstein on epistemological problems in atomic physics, pp. 200-241 in
P. A. Schlipp (Ed.):Albert Einstein: Philosopher - Scientist, The Library of Living Philosophers,
Evanston, 1949.

[22] N. Bohr:Phys. Rev. 48 (1935) 696-702;

[23] Bon-Yao Chu:Trans. Am. Math. Soc. 197(1974) 145;
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[31] P. Bóna:J. Math. Phys. 29 (1988) 2223;
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[113] H. Grosse, P. Prešnajder:Lett. Math. Phys. 28 (1993) 239;

[114] S. Gudder:Commun. Math. Phys. 29 (1973) 249-264;

[115] E. A. Guggenheim:Thermodynamics, Classical and Statistical, in Handbuch der Physik, Band III/2,
Springer, Berlin - G̈ottingen - Heidelberg, 1959.

[116] M. C. Gutzwiller:Chaos in Classical and Quantum Mechanics, Springer, New York, 1991;

[117] R. Haag, N. M. Hugenholtz, M. Winnink:Commun. Math. Phys. 5 (1967) 215;

[118] R. Haag, D. Kastler:J. Math. Phys. 5 (1964) 848-861;

[119] R. Haag:Nuovo Cimento 25 (1962) 287-299;

[120] R. Haag:Local Quantum Physics, Springer, New York, 1992;

[121] R. Haag:Dan. Mat. Fys. Med. 29 (1955) No.12;

[122] R. Haag, B. Schroer:J. Math. Phys. 3 (1962) 248;

[123] G. A. Hagedorn:Commun. Math. Phys. 71 (1980) 77-93;

[124] P. R. Halmos:Introduction to the Theory of Hilbert space and Spectral Multiplicity, Chelsea Pub.
Co., New York, 1957;

[125] G. Hamel:Zs. Math. Phys. 50 (1904) 1;

[126] D. R. Hartree:The Calculation of Atomic Srtuctures, John Wiley & Sons, Inc., New York, 1957;

[127] W. Heisenberg:Physik und Philosophie, Ullstein Bücher, West-Berlin, 1961;Physics and beyond:
Encounters and Conversations, Harper& Row Pub., 1972, New York.

[128] G. C. Hegerfeldt:Phys. Rev. Lett. 72 (1994) 596-599;

[129] S. Helgason:Differential Geometry and Symmetric Spaces, Academic, New York, 1962.

[130] K. Hepp, E. H. Lieb:Helvetica Phys.Acta 46 (1973) 573;

[131] K. Hepp:Helvetica Phys. Acta 45 (1972) 237; H.Primas:preprint ETH, Zürich, 1972;
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196 Pavel Bóna: Extended Quantum Mechanics

[244] L. Sláděcek, Thesis (in Slovak), Comenius University, Bratislava, 1991.
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[284] L. G. Yaffe:Rev. Mod. Phys. 54 (1982) 407;

[285] H. Zeh:Found.Phys 1 (1970) 1;
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